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Abstract
The case focusses on Assessment and Qualification Alliance, one of England’s largest exam boards, and its evaluation of
whether Artificial Intelligence (AI) could be deployed, in principle, for marking high-stakes assessments. At a time when
generative AI, such as ChatGPT, has gained popularity, the case offers insights into the challenges and risks of algorithmic
decision making and algorithmic fairness, such as accuracy and explainability. The case allows students to explore the role of
ethics when developing an AI-based tool in an area that they all know very well: Most students will have had to sit high-
stakes assessments in the past and are still likely to be assessed on an ongoing basis as a current student. Students will thus
be able to relate to the case and have their own stake(s) and opinion(s) about whether they would want to be assessed by
AI. The case is also more broadly applicable in raising general awareness of the challenges and potential risks involved when
using AI for decision making and it encourages students to consider the wider consequences for all stakeholders that are
triggered by the use of digital technology.
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Introduction

In February 2023, Dr Cesare Aloisi, Head of Research and
Development (R&D) at AQA, one of England’s largest
assessment organisation and exam boards1 (see Appendix
A), was preparing for an upcoming presentation on the
ethics of using artificial intelligence (AI) to mark students’
essay-based exams. The central theme of his presentation
was going to be how to transition ethically from the par-
adigm of humans marking humans in exam situations, to
humans and machines marking humans. Aloisi wondered
if, and how the challenges and risks of AI-based decision-
making, such as fairness, accuracy and explainability could
be overcome.

AIEd: promising far-reaching solutions

Interest in AI in education (AIEd) was not new. In fact, it
dated back at least to the 1960s. Over the years, the pos-
sibilities that this technology presented were so enticing,
that by the late 2010s and early 2020s, there was growing
belief that AIEd could bring substantial benefit to education
and that it had the potential to transform the educational

landscape worldwide (Nguyen et al., 2022). In the UK,
organisations such as JISC (an organisation that focussed on
digital transformation of tertiary education) and NESTA (an
innovation hub) all shared the belief that the use of AI could
be of great benefit to education, if used correctly. They saw
AIEd as having the potential to reduce teacher workload,2

improve consistency in marking, provide wide-scale per-
sonalised learning, and ensure greater consistency in the
quality of learning provided by schools and other educa-
tional institutions across the UK (JISC, 2022; Baker et al.,
2019).

JISC (2022) maintained that in the education system the
impact of AIEd could be ‘transformational’. AI could both
extend capacity, by automating certain functions, and in-
crease capability, by augmenting others (see Appendix B).
Thus, there could be instances of automated marking
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(machines marking humans) and augmented marking
(humans and machines jointly marking humans). This of-
fered the opportunity to harness the automation-
augmentation paradox, with automation and augmenta-
tion co-existing, rather than being a trade-off between the
two (Raisch and Krakowski, 2020). JISC had developed a
model of AI maturity (see Appendix C) illustrating the
potential impact of AIEd at different levels of maturity. At
the transformational level, JISC believed that AI would free
educators from routine administrative tasks and allow them
to focus on engaging learners, and allow learners to have a
fully personalised learning experience.

What is AI, AIEd and AES

AI was not ‘one single thing’, there were many techniques
and applications that together were commonly grouped as
AI – for example, Deep Learning and Natural Language
Processing (see, for example, Jaffri, 2022). Many AI tools in
education, that is, AIEd tools, including AES (Automated
Essay Scoring) as one type of AIEd tool, used a mixture of
non-AI rule-based statistical features and deep-learning al-
gorithms and databases (e.g. Pytorch, Hugging face frame-
work, and Transformer such as LongFormer). Exhibit 1
below illustrates some of the mixture of statistical features
and deep-learning algorithms in AES.3

There were three broad areas in which AI is being used
in education: (1) System-facing AI, providing informa-
tion for managers and administrators; (2) Learner-facing
AI, interacting with learners on an adaptive basis, with
the aim of personalising the learning for each learner; (3)
Teacher-facing AI, seeking to reduce teacher workload by
automating tasks such as marking and assessment, de-
tection of plagiarism and provision of feedback, as well as
those providing insights about learner progress and
helping teachers to experiment with different methods of
teaching based on the AI-generated insights (Baker et al.,
2019).

As AQA focussed on setting and marking of exams,
the area of AIEd which interested Aloisi most was the
teacher-facing activity, and in particular the field of
automated essay scoring (AES). In this field, because AI
could not get tired or bored, AI promised to increase
grading consistency. AES also had the potential to
prevent the ‘tick and flick’ approach, where the level and
detail of feedback that markers gave, became less and
less as the number of papers marked increased (Lewis,
2013, p.189). Aloisi and his colleagues at AQA noted
that AES should not be seen as a homogeneous con-
struct: two of the aspects worth considering were low-
stakes versus high-stakes assessments; and short-text
responses, used for example for language tests, versus
longer-text responses, which required demonstration of

both linguistic and substantive knowledge (see
Exhibit 2).

Grading writing quality

AES systems had been around for a long time, with the first
being developed in 1966. Project Essay Grade (PEG) as the
system was known, had been developed to enable the
College Board, an organisation based in the US that de-
veloped and administered thousands of standardised tests,4

to streamline and speed up its essay scoring process (Dikli,
2006). PEG sought to grade the quality of the writing by
looking for characteristics that were predictive of writing
quality, such as essay length, diction, fluency, grammar and
sentence construction. An experiment conducted in 1999 to
test the accuracy of PEG concluded that it performed at least
as well as human markers, and that it was extremely effi-
cient, being able to grade approximately six documents per
second (Shermis et al., 1999). The authors of the report
concluded: ‘The initial applications of automated text
graders will be to provide assistance in the summative
evaluation of written work. However, the automated text
grading has its greatest potential in providing students with
formative feedback about areas of strength and
weakness’ (p.7).

By 2023 the field of automated essay scoring and for-
mative writing feedback had exploded. Advances in natural
language processing (NLP) meant that besides Large Lan-
guage Models (LLMs), such as ChatGPT (GPT = Generative
Pre-trained Transformer), there were now numerous AI tools
that could be used for formative writing feedback. Among
them were Grammarly, MIWrite,5 Feedback Fruits,6 Turnitin
and Quill. Grammarly claimed that every day 30 million
people and 50 000 teams around the world made use of its
products (Grammarly, n.d.). Quill was being used by around
123,000 teachers in 28,000 schools (Quill, n.d.). Turnitin,
which started out as a tool to help students and teachers
identify plagiarism, had evolved and was now also used to
providewriting feedback. Turnitin’s products were being used
by more than 34 million learners in more than 15,000 school
and tertiary institutions across the world (Turnintin, 2019). In
the US, one state used PEG as its sole method for providing
state summative writing assessments and the system was
being used for formative writing assessments in 1000 schools
and 3000 public libraries across the US. The digital learning
company, Pearson, which had also been using automated
scoring since the 1990s and owned Intelligent Essay Assessor
(IEA), maintained that as early as 2010, IEA been used to
score millions of essays written by learners in grades 4 to
12 and in tertiary education. Pearson believed that IEA could
be used in high-stakes exams, to provide a second opinion and
to provide formative evaluations (Pearson, 2010).
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The accuracy of AES

As Aloisi investigated AES, one of his key initial concerns
was that of accuracy. Unlike human markers, AES systems
did not evaluate the intrinsic qualities of an essay. Instead,
they used ‘correlations of the intrinsic qualities to predict the
score of an essay’ (Dikli, 2006). They used various tech-
niques7 to arrive at this prediction, but despite this, ‘the
basic procedure [was] the same. A relatively large set of pre-
scored essays responding to one prompt [question] are used
to develop or calibrate a scoring model for that prompt.
Once calibrated, the model [was] applied as a scoring tool.
Models [were] then typically validated by applying them to
a second, but independent, set of pre-scored items’ (Rudner
et al., 2006). Depending on the AI applications used, some
applications required as few as two pre-scored essays,
others as many as 1000.

‘In concept, a functioning model replicates the scores
that would have been provided by all the human raters

used in the calibration essay. Thus, a functioning model
should be more accurate than the usual one or two human
raters who typically assign scores’, observed Rudner
et al. (2006 p.18). ‘The issue, however, is how one
defines a validated functioning model... One never
knows if the human or computer is more accurate.
Nevertheless, one should expect the automated essay
scoring models and humans raters to substantially agree
and one should expect high correlations between ma-
chine and human-produced scores’.

Before approving the move to an AES product called
Intellimetric, GMAC (Graduate Management Admission
Council) had conducted research to assure itself that the tool
would ‘reasonably approximate’ the scores of human
markers. The evaluation had found the system to be ‘ex-
tremely effective’, and that it was even able to identify
papers where cheating had occurred (Rudner, 2005). The
agreement between Intellimetric and the human markers
was very similar to that between two humanmarkers – being
identical or within one point of each other 97% of the time
and identical 55% of the time (Kaplan, n.d.). The results of
several other AES studies had also reported high agreement
rates between AES systems and human assessors (e.g.
Lewis, 2013 and Dikli, 2006), but of course, correlation
between marks does not necessarily mean there is causation
(Christodoulou, 2023).

Doubts and limitations on accuracy

Marjanovic and Cecez-Kemanovic (2017) and Galliers et al.
(2017) pointed out that there were a number of limitations
associated with algorithmic decision-making. These in-
cluded the following:

Exhibit 1. Statistical features and deep-learning algorithms in AES (simplified). Source: Adapted from Fischer et al. (2021).

Exhibit 2. AES, a multi-dimensional construct. Source:
Developed by Fischer and Aloisi for the purpose of this study.
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· De-contextualisation: Data taken out of original
context and then propagated and used in other
contexts;

· Recombination: Creation of new data/information
through re-combination of de-contextualised data
from other sources;

· Using quantified proxies: Using quantified data as
proxy measures for complex phenomena;

· Gaming: Strategic and selective collection and use of
data in pursuit of individual goals

· Propagation of legitimation: Legitimacy of inferred
information based on legitimacy of original data;

· Auditing by non-experts: Non-experts using open
performance data judge the quality of complex expert
activities;

· Amplified performativity: Data used to amplify im-
pact of measures on what is being measured.

One of the above limitations that called into question the
accuracy of AES was using quantified proxies. AES al-
gorithms were frequently trained to identify words, phrases
and patterns that were characteristic of stronger or weaker
answers. They did not actually understand the essay that
they were scoring. This raised the potential for users to
mistrust the system and for the system to make mistakes.
Indeed, at least two studies had shown that it was possible to
trick certain AES systems by using a lot of big, but
meaningless words (Lewis, 2013; Feathers, 2019). Other
studies had found that even when as much as 20% of the
content of an essay was changed, the AES score remained
the same. On the other hand, simply adding three words to a
350-word essay could increase the AES score by an absolute
50% (Singla et al., 2021).

Christodoulou (2023) observed that once students know
that AI is marking their essays, they want to know what it
rewards and how it does so. They then try to game the
system. She added: ‘This, essentially, is the problemwith AI
marking. It’s easy for it to be more consistent than humans,
because humans are not great at being consistent, but whilst
humans might not be consistent, they can’t be fooled by
tricks’.

For Aloisi, accuracy was especially important because of
the grade boundaries in the high-stakes exams that AQA
was involved in setting and marking. ‘In a system like we
have in the UK, where you have grade boundaries, one mark
can make the difference between one grade and another
grade’, he said. He believed that it might be too much of a
risk even to use an automarker as second marker in such
high-stakes assessments.

Explainability

But accuracy was not his only concern in the early days of
his research. One of his other main concerns related to the

ethics of AES. ‘Suppose that you have AI that is so good
that it’s indistinguishable from a human marker, what would
we want to see to be able to trust it’? Aloisi asked. ‘What
emerged was explainability – can AI tell you why it gave a
certain mark? The answer at the time was that it couldn’t’.

This concern related to the ‘black box’ nature of AI,
where the complex algorithms used in machine learning
meant that the systems could arrive at conclusions that may
agree with human conclusions, but were nevertheless un-
explainable. Thus, in the case of AES, this made it difficult
for humans to understand how these systems arrived at their
conclusions. Even their creators sometimes found it hard to
predict the conclusions that their systems would reach
(Baker et al., 2019).

‘Explainability is important for trust, because it gives
you a sense that the system that you are interacting with is
looking for more than superficial correlations: that it is
capable of understanding some deeper meaning’, said
Aloisi. When thinking about trust, Aloisi used the ABI +
model of trust, a model combining concepts of Ability,
Benevolence, Integrity and Predictability to analyse the
trustworthiness of a system (Aloisi, 2023). ‘You want to
know that the AI is aligned with you’, he said. ‘But also that
it has the ability to evaluate you. If it’s given you a mark,
you want to know that the mark is based on some sort of
academic judgement, as opposed to how many words you
wrote or some other superficial thing. Trust is about making
yourself vulnerable to someone else, because you think that
person has your best interest at heart. If you have a system
that cannot tell you why it gave you a certain score, to me,
it’s harder to claim that it’s a trustworthy system’.

The reason why the human creators of AES systems
could not explain how their systems arrived at their
conclusions, noted Aloisi, was that ‘the human will be
able to tell you what the architecture is like, but they are
not programming a set of rules. The system is designed in
such a way that it can infer the rules. That is why it’s
called machine learning’. He likened the activity of
trying to understand how AI came to its conclusions to
the discipline of psychology, which seeks to understand
why people behave in a certain way. ‘Just looking at the
brain and the way it is connected, you can have an idea of
what’s happening, because there are different areas of the
brain that are associated with different things. But the
processing side is still a massive area of learning’, he
explained. ‘It’s the same with machine learning – al-
though much simpler. You know what the connections
are, but you don’t know for any given input, the sort of
abstraction that it will make’.

Others had raised concerns arising from lack of ex-
plainability, one of which related to who could be held
accountable for the conclusions reached by an AES. As one
University College London professor put it: ‘With humans
there is accountability and exercise of power. What am I
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going to do, fire the AI if it’s incorrect? Who takes re-
sponsibility’? (Niemtus and Parker, 2022).

Another ethical concern related to the potential dehu-
manisation of learning. By their very nature, AIEd and AES
systems sought to perform functions that were traditionally
reserved for human beings. With education being so
predicated on human interaction, some expressed concern at
the consequences of removing humans from part of the
process (Lewis, 2013; Comeau, 2019).

A third ethical concern related to the commercialisation
and potential misuse of data. To date, most AIEd and AES
systems had been developed by large corporations. Holmes
(2022), for example, saw this as ‘the commercialisation of
education by stealth, as education systems increasingly rely
on educational tools provided by the commercial sector’.
For his part, Aloisi was not necessarily opposed to this
commercialisation, but believed that there had to be a
regulatory framework to facilitate this involvement.

A final ethical concern was that of bias and potential
exacerbation of inequality. On the face of it, because AES
did not involve a human marker, such systems had the
potential to be completely unbiased. Lewis (2013) wrote:
‘No human grader can be completely objective, even if
the author of the essay is unknown. Certain writing styles
and choices of topic or language can affect a human
grader if only on a subconscious level. For a professor
who interacts with students on a regular basis the pos-
sibility of bias entering into the grading process is a very
real possibility. Favoured students are more likely to be
graded leniently while out-of-favour students may be
held to a stricter standard. A computer is not affected by
such considerations’. However, there are still biases in
AES. A study conducted in 2021 had shown a small, but
significant, bias against male upper elementary school
learners for AES. This bias was partly linked to essay
word count. Removing word count did reduce bias
marginally, but it also reduced each model’s scoring
performance (Litman et al., 2021).

ChatGPT and large language models a
game changer?

Aloisi believed that the advent of large, pre-trained lan-
guage models (also known as transformer-based models)
was potentially game changing for AES. When he and his
colleagues first started researching AES in 2018, these
models did not exist, but in 2019, when large language
models such as BERT (Bidirectional Encoder Representa-
tions from Transformers) started to appear, they started
investigating the implications of these models for essay
scoring. It was clear to them that these models were more
accurate, and that they would continue to become more
accurate as time went on. GPT (Generative Pre-trained

Transformer)-3.5 and ChatGPT now showed potential to
take this even further.

Christodoulou (2023) conducted an experiment using
ChatGPT to test whether it was possible to game the system in
the same way as it had been possible to game earlier AES
systems. She found that while ChatGPT was wise to certain
tactics, it did not pick up others, and she concluded that al-
though it was hard to game the system, it was not impossible.

Aloisi remarked that these models seemed to address
some of the issues of explainability. ‘These days with
generative AI, you can feed it an answer, you can feed it a
mark scheme, and it will tell you a score and tell you why’,
noted Aloisi. He was not wholly convinced, however. ‘It’s
not totally accurate. The explainability issue has not been
completely resolved, but the systems have got better at
giving explanations. In terms of how the system works, they
are still black box systems. They are no more transparent
than they were 5 years ago. They just crunch more data’,
he said.

‘People can say that even people are black boxes: that
they find it difficult to explain why they know something.
But with people, you can keep probing. This is something
that is only recently been made possible with ChatGPT. But
what people have, that large, pre-trained language models
don’t have, is “direct experience of the world.” We live in
the world that we talk about. Whereas ChatGPT is only
taught about the world. We can philosophise and say that
even what we know about the world is mediated – I’m not
claiming that humans are special in any way, it may just be a
quantitative difference. But in my opinion, there is a huge
quantitative gap between the way in which a person can
access that academic judgement, compared to a piece of
software’.

Large languages models could also be trained with very
few papers, in what was known as ‘few-shot’, ‘one-shot’
and ‘zero-shot’ learning. ‘That’s why ChatGPT can work’,
observed Aloisi. ‘You don’t need that many essays to train
the system’. But, he noted the accuracy of the systems
diminished in zero-shot learning. ‘Zero-shot learning means
that you’re getting accuracy of between 70% and 80%,
which is fantastic from an R&D perspective, but if it’s your
children it’s not good enough’.

He added: ‘My argument is not that these things should
not be used. My argument is that at the moment, because of
the explainability issue, they are hard to scale in a high-
stakes context, because you end up having to do so much
quality assurance that you might as well pay a person to do it
in the first place’.

‘And I know that time will prove me wrong, because
once you have the technology and people start to use the
technology, the exams will adapt to technology. So the two
things will start to co-exist, and it will become much easier.
But at the moment, the adoption is starting from a stand-still,
particularly in a high-stakes exam environment’.
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Ethical guidelines

There seemed to be a global convergence around five
principles for the ethical use of AI: transparency, justice and
fairness, non-maleficence, responsibility and privacy (Jobin
et al., 2019). Underpinning these principles seemed to be a
consensus that complex normative questions could not be
solved with ‘good’ design alone, and that while checklists
made complex ethical debates appear straightforward, they
did so in a conceptually shallow manner (Mittelstadt, 2019).
Complexities included how imperfections in data might
significantly impact AI-generated results and how the al-
gorithms underpinning particular AI-based tools could be
quite simple, however, the results too complex for the users
(Rahwan et al., 2019).

In considering these issues, Aloisi believed that a pos-
sible starting point for developing robust AI-based as-
sessments could be to identify the qualities of a good
assessment and of a good assessor and to make sure that
these qualities were inherent in AES systems. Furthermore,
to get started, ‘there are several AI ethics frameworks that
can guide you’, he pointed out. In the UK, a non-
governmental Institute of Ethical AI in Education, estab-
lished in 2018 to develop agreed principles for the ethical
use of AIEd, had identified nine factors that should be taken
into consideration when using AIEd (see Appendix D).

Applicable to all AI, independent of industry sectors, the
European Union (EU) had, in 2019, developed an AI Ethics
Framework that was based on seven principles: human
agency and oversight; technical robustness and safety;
privacy and data governance; transparency, diversity and
non-discrimination; and societal and environmental well-
being. This framework aligns with broad areas identified by
literature and also Google as an example form the private
sector (see Exhibit 3).

The EU (2022) had taken the AI Ethics framework a step
further and developed guidelines for the ethical use of AI in
education. Four considerations were at the heart of the EU’s
AIEd guidelines:

1. Human agency: Ensuring autonomy, self-
determination and responsibility;

2. Fairness: Treating all people fairly and ensuring that
all have equal access to opportunity;

3. Humanity: Respecting the dignity, integrity and
identity of all people and ensuring the ‘well-being,
safety, social cohesion, meaningful contact and re-
spect that is necessary for human connection’ (p?);
and

4. Justified choice: Using ‘knowledge, facts, and data to
justify necessary or appropriate collective choices by
multiple stakeholders in the school environment’.

Exhibit 3. Juxtaposing the EU AI ethics framework, academic literature and google. Source: Based on EU (2019), Jobin et al. (2019) and
Google (n.d.)
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The EU said that this factor required ‘transparency
and is based on participatory and collaborative
models of decision-making, as well as
explainability’.

In addition, it had developed specific guidelines for the
use of AI for assessments (in education), recommending
that the following factors should be considered before a
school opted to use an AES system (EU, 2022):

· Related to the concepts of diversity, non-
discrimination and fairness: Whether there are
procedures in place to ensure that AI use will not lead
to discrimination or unfair behaviour for all users;

· Related to the principle of accountability: Who
will be responsible for the ongoing monitoring of
results produced by the AI system and how the results
are being used to enhance teaching, learning and
assessment; and

· Related to the principle of transparency: Whether
teachers and school leaders understand how specific
assessment or personalisation algorithms work within
the AI system.

Thinking it through

Aloisi reflected on research that said that the ambiguity and
caution over the use of AIEd could be explained by the fact
that it was at ‘an emerging stage of hype, with over-
optimism regarding the potential to transform existing
education’ (Humble andMozelius, 2022 p.9). These authors
had observed that a 90:10 phenomenon prevailed in AIEd,
where 90% of the technology was working as it should, but
the remaining 10% had the potential to cause the systems to
fail. It seemed to him that this held true, but he had moved
on from the perspective that these failings should com-
pletely prevent the use of AES in the kinds of settings in
which AQA operated.

His thinking about AES had moved from explainability,
bias, and reliability, to the question of what features and
qualities were necessary for AI to work alongside people in
an exam situation. ‘I’m looking at trust, the components of
trust, AI ethics, AI principles. The question for me is how
we move incrementally from the paradigm of “humans
assessing humans” to “humans with machines assessing
humans”; how to make incremental changes that will make
it easier to integrate AI technology into essay scoring; and
how we can do this in an ethical way, so that people don’t
end up serving the machine’?

These were Aloisi’s thoughts as he prepared his pre-
sentation for the forthcoming conference. He wanted to be
able to make concrete recommendations and asked himself
‘How can we do this’?

Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with re-
spect to the research, authorship, and/or publication of this article.

Funding

The author(s) received no financial support for the research, au-
thorship, and/or publication of this article.

ORCID iD

Isabel Fischer  https://orcid.org/0000-0001-7185-7579

Supplemental Material

Supplemental material for this article is available online.

Notes

1. Exam Board for A-levels and GCSEs (final, end of year exams,
for UK secondary school students)

2. A 2019 Teacher Workload Survey conducted by Ofsted (the
UK’s Office for Standards of Education, Children’s Services
and Skills) found that there was ‘more work to do to reduce
unnecessary workload for teachers, middle leaders and school
leaders’ (Walker et al., 2019, p.14). A post-Covid teacher
wellbeing survey conducted by the teachers union NASUWT,
found that 90% of teachers had experience work-related stress
in 2020 and that 52% said that workload had been the main
reason for the increased stress (NASUWT, 2022).

3. In summary, AES (Automated Essay Scoring) is seen for the
purpose of this case study as a subset of AIEd (AI in education),
which in turn is a subset of AI.

4. Including the scholastic assessment tests (SATs) that many US
students sit before being considered for entry into university.

5. See https://miwrite.com
6. See https://feedbackfruits.com/automated-feedback
7. For example, E-rater and Intellimetric used NLP techniques,

Intelligent Essay Assessor used latent semantic analysis, No
More Marking used comparative judgement.
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