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A B S T R A C T 

Quasi-periodic pulsations (QPPs) are frequently observed in solar and stellar flare emission, with recent studies suggesting that 
an increasing instantaneous period is a common characteristic of QPPs. Determining the pre v alence of non-stationarity in QPPs 
contributes to a better understanding of which mechanism(s) is (are) responsible in QPP generation. We obtain the rate of period 

evolution from QPPs in 98 M- and X-class flares from Solar Cycle 24 with average periods between 8 and 130 s and investigate 
the pre v alence of QPP non-stationarity. We also investigate whether the presence of a coronal mass ejection (CME) impacts the 
period evolution of QPPs. We analyse soft X-ray light curves obtained from GOES ’ X-ray sensor (XRS) and assess the dominant 
periods in the impulsive and decay phases of the flares using the fast Fourier transform. We relate the rate of period evolution 

to flare duration, peak flare energy, and average QPP period. We find evidence of non-stationarity in 81 per cent of the flares 
assessed, with most QPPs exhibiting a period evolution of ≤10 s between the impulsive and decay phases, of which 66 per cent 
exhibited an apparent period growth and 14 per cent showed an apparent period shrinkage. We find a positive correlation between 

the absolute magnitude of period evolution and the duration of the flare and no correlation between the period evolution of the 
QPPs and flare energy or CME presence. Furthermore, we conclude that non-stationarity is common in solar QPPs and must be 
accounted for in flare analysis. 

Key words: Sun: coronal mass ejections (CMEs) – Sun: flares – Sun: oscillations – Sun: particle emission – Sun: X-rays. 
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 I N T RO D U C T I O N  

he emission from a solar flare often demonstrates fluctuations in 
ntensity as a function of time. These fluctuations are known as
uasi-periodic pulsations (QPPs) and are characterized as repetitive 
ursts with similar time-scales that can range from seconds to several 
ens of seconds (Nakariakov & Melnikov 2009 ; Van Doorsselaere, 
 upriyano va & Yuan 2016 ; K upriyano va et al. 2020 ). QPPs are iden-

ified across the entire electromagnetic spectrum of flare emissions, 
eaning that they are typically a multiwavelength phenomenon 

e.g. see Clarke et al. 2021 ). While non-thermal hard X-ray and
icro wave observ ations clearly demonstrate the most prominent 

ulsations during a flare, measurements from the past solar cycle 
ith Sun-as-a-star soft X-ray and extreme ultraviolet observations 
ave shown that small-amplitude QPPs are a very common feature 
f solar flares (Sim ̃ oes, Hudson & Fletcher 2015 ; Dominique et al.
018 ; Hayes et al. 2020 ). 
The study of solar flare emission fluctuations extends beyond our 

olar system as stellar flare QPPs have been e xtensiv ely observ ed
Zhilyaev et al. 2000 ; Pugh et al. 2016 ; Broomhall et al. 2019a ). These
PPs observed in stellar flares are largely similar in characteristics to 

hose observed in solar QPPs, which strengthens the case for a solar–
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tellar analogy for QPPs (see Zimo v ets et al. 2021 , for an o v erview on
ecent advances in observations of stellar QPPs). Therefore, a better 
nderstanding of the mechanism(s) driving QPPs in solar flares is 
ikely to lead to advances in stellar QPPs. 

The question as to what causes these repetitive flare emissions has
een the topic of significant discussion (McLaughlin et al. 2018 ), with
 v er 14 different mechanisms suggested to date (see K upriyano va
t al. 2020 ; Zimo v ets et al. 2021 , and references therein for an
 v erview on generation mechanisms). The proposed generation 
echanisms can be sorted into three groups: (1) mechanisms that 
odulate the direct release of plasma emissions as the result of
agnetohydrodynamic (MHD) oscillations; (2) mechanisms where 
HD waves modulate the efficiency of energy release; and (3) 
echanisms based on spontaneous quasi-periodic energy release. 
espite the growing number of mechanisms proposed to underpin 

he generation of QPPs, we are not yet in a position to confidently
dentify which mechanism is responsible and it seems likely that 
here are multiple mechanisms at play in generating QPPs. 

There is an expanding catalogue of QPPs that exhibit non- 
tationary properties, with the phase, period, and amplitude varying 
n time (see Nakariakov et al. 2019 , for re vie w). F or e xample, period
rifts have been identified in several flares (Kupriyanova et al. 2010 ;
im ̃ oes et al. 2015 ; Kolotkov et al. 2018 ), and instances have been

dentified where the decay phase periods in a flare are larger than the
ssociated impulsive phase periods (e.g. Hayes et al. 2016 , 2020 ).
en Access article distributed under the terms of the Creative Commons 
unrestricted reuse, distribution, and reproduction in any medium, provided 
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Figure 1. Profile of Flare 40 in GOES -XRS 1–8 Å, where the impulsive phase 
is shaded in red and the decay phase is unshaded. The analysed impulsive 
and decay phases are equal in duration and are delineated by flare maximum 

that occurs at approximately 11:10 UT . 
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otably, in some cases, QPPs can be observed to extend late into
he decay phase of solar flares and illustrate systematic increases in
eriods (Dennis et al. 2017 ; Hayes et al. 2019 ). There is a growing
eed to understand how the periods evolv e o v er flares, whether period
rifts are a common feature of flare QPPs, and whether the period
rifts are systematic based on flare class, duration, or whether they
re eruptive or not. We also need to address the pre v alence of non-
tationarity in solar QPPs, as the majority of detection methods used
urrently rely on a periodogram-based approach. As discussed in
roomhall et al. ( 2019b ), periodogram-based approaches tend to be

ess successful when detecting a non-stationary QPP. It is likely that
e are missing, or at best, poorly characterizing, the presence and
ehaviour of many QPPs by assuming that their dominant periods
re stationary. In quantifying the proportion of QPPs that exhibit
on-stationarity, we can better discern which analysis methods are
he most appropriate to use when searching and categorizing QPPs. 

In this work, we explore the nature of QPP period drifts by
nvestigating whether non-stationarity is an inherent feature of QPPs.
o achieve this, we build upon the work of Hayes et al. ( 2020 ) and
e present a comparison of the dominant periods (the periodicity

hat corresponds to the largest peak relative to the confidence level in
 power spectrum) in the impulsive phase of the flare (characterized
s the time from the start of the flare to the time corresponding to
are maximum) and the decay phase (after the flare peak) in QPPs
rom M- and X-class flares from Solar Cycle 24. By examining the
re v alence of QPPs that show evidence of non-stationarity, we can
otentially classify the different types of QPPs present in solar flare
mission, and help constrain which mechanisms can drive QPPs. 

 OBSERVATIONS  A N D  ANALYSIS  M E T H O D S  

.1 Data 

o select a list of flares for which to perform this study, we utilize a
ist of M- and X- GOES (Geostationary Operational Environmental
atellite) class flares from 2011 February 1 to 2018 December 31 (i.e.
olar Cycle 24) that demonstrated strong evidence of QPP signatures

n their emission from the study of Hayes et al. ( 2020 ). This list
onsists of 205 flare events that showed enhanced Fourier power in
he periodograms of the GOES -X-ray sensor (XRS) 1–8 Å channel
bservations. We further analyse this list of flares by focusing on the
ame 1–8 Å channel from the GOES-15 satellite which has a cadence
f 2.047 s, and focus on analysing the impulsive and decay phases of
he flares independently to identify features of non-stationarity and
eriod drift. 
To determine the duration of the impulsive phase, we use the

are start and peak times defined within the GOES flare catalogue
roduced by the National Oceanic and Atmospheric Administration
NO AA). NO AA defines the flare start time as the first minute in a
equence of 4 min wherein there is a steep monotonic increase in the
–8 Å channel and the final flux value is greater than the first by a
actor of 1.4. The flare peak time is the time at which the flares soft
-ray emission reaches its flare peak energy, which is its maximal
alue as measured in the 1–8 Å channel. For our analysis, we limit
he time window of the decay phase to the same duration as the
mpulsive phase. We use this method of choosing the end times rather
han using the end times defined within the GOES flare catalogue.
his is because of our implementation of criterion (ii) (discussed in
ection 2.2 ) that requires five or more full cycles in each phase of

he flare. This means that for a flare with impulsive/decay phases of
nequal length, each phase has a different upper limit on the maximal
eriodicity that can be obtained. This discrepancy in the upper limit
NRAS 523, 3689–3698 (2023) 
hreatens to artificially induce artefacts in the data. Therefore, for
onsistency we limit the time window of the decay phase to the same
uration as the impulsive phase, as can be seen in Fig. 1 . Ho we ver,
or most events the end times we chose and those defined by the
OES catalogue were similar. 
To examine whether the presence of a coronal mass ejection

CME) correlates with the appearance or magnitude of a period
volution of the QPPs, we use the publicly available SOHO/LASCO
ME catalogue, to determine which flares had associated CMEs. 

.2 Method 

e separate the flare into the impulsive and decay phases; we perform
 fast Fourier transform (FFT) on each phase and test whether a
eriodic signature is present abo v e a 95 per cent confidence level.
e obtain the confidence levels by making use of the technique

utlined in Pugh, Broomhall & Nakariakov ( 2017 ) that is based
n the work in Vaughan ( 2005 ). This method involves fitting the
ower spectrum with a broken power-law, which accounts for the
resence of red and white noise in the signal and a v oids the problems
hat can arise in assessing the significance of an identified periodic
ignature when detrending data. Using this fitting, we determined the
5 per cent confidence lev el. An y peaks in the power spectra abo v e
hese confidence levels were deemed to be statistically significant. 

We make use of this method as it was determined to be highly
f fecti ve in robustly detecting the period of QPPs in a hare-and-hound
 x ercise (see table 5 in Broomhall et al. 2019a ). Ho we ver, we note that
eriodogram-based methods do fail in the detection of non-stationary
PPs (as discussed in section 5.4 of Broomhall et al. 2019a ), whereas

mpirical mode decomposition (EMD) and other methods that allow
or varying time-scales were more effective in detecting these QPPs.

e chose not to use EMD as it struggles with non-detrended data and
an be a user-intensive process. Instead, we opted to use the Fourier-
ased method on a windowed signal. This constrained our study
o periodicities that are relatively stationary within their shortened
urations. This is a clear limitation in our work as we are unlikely
o detect periodicities that evolve rapidly in either flare phase due to
pectral leakage in the resulting power spectra. In theory, we may
e able to detect some of the more rapidly evolving periodicities in
he data using shorter or o v erlapping windows, should they exist;
o we ver, preliminary studies showed that reducing the duration of
he signals resulted in fewer o v erall detections that we attribute to the
ecreased number of oscillatory cycles in the data. The flare data base
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Figure 2. Fourier spectra of Flare 40. Top: Fourier spectrum of the impulsive 
phase. Lower: Fourier spectrum of the decay phase. Fits of the spectra 
by broken power laws are shown by solid red lines, and the 95 per cent 
confidence levels are indicated with dashed red lines. Statistically significant 
peaks (indicated by vertical orange lines) can be seen corresponding to periods 
of 43.3 s in the impulsive phase and 54.9 s in the decay phase. 
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hat this study uses originates from a periodogram-based approach 
Hayes et al. 2020 ), and so we find it likely that the FFT will produce
tatistically meaningful results in both phases. This technique allows 
or a statistically sound analysis that can be applied to a large sample
f flares. 
We note that recent literature suggests that the significance of 

eaks in periodograms can be o v erestimated for non-stationary QPPs
f segments are poorly selected. We follow a suggested mitigation 
trategy put forward in H ̈ubner et al. ( 2022 ) by splitting the flare
vent into two phases and only assessing events in which there is
imilar statistically significant QPP-like behaviour in both segments, 
s outlined below. 

After performing an FFT on both phases of a given flare and
btaining the dominant periods, we discard the data if they do not
ulfil the following criteria: (i) the periods obtained for both phases 
ust be statistically significant abo v e a 95 per cent confidence level,

ii) the periods for both phases must be less than one-tenth of the
ull duration of the flare, (iii) the periods for both phases must be
reater than four times the cadence of the data (i.e. both periods must
e greater than 8.19 s), and (iv) the impulsive phase period must not
e greater or smaller than the decay phase period by more than a
actor of 8. Criterion (ii) aims at targeting QPPs with at least five
ull oscillatory cycles in both the impulsive and decay phase. We 
lso restrict our periods to be greater than four times the cadence
f the data set (criterion iii). This is because we believe detections
f periods smaller than this are unreliable when detected by GOES 
lone and must be accompanied by other data sources with better time 
esolution. Finally, we believe QPPs that exhibit a change in period 
y a factor larger than 8 (criterion iv) implies that the QPP in the
mpulsive phase does not correspond to the QPP in the decay phase.
his could, for example, be caused by two periodicities present in 

he signal but one not reaching the 95 per cent confidence level due
o a change in the signal-to-noise ratio. It is important to state that
he absence of the abo v e criteria being met for a given flare event
oes not necessarily imply that no QPPs were present. Rather, there 
ay have been QPPs that were not statistically significant in both 

hases or one whose period evolution was outside of the criteria we
ut forward. Ho we ver, we restrict our study to these criteria in the
nterest of reliability and consistency of results. This resulted in 98 
ares that fulfilled all the criteria, which are discussed in Section 3 . 
We define the term period drift to measure the change in period

rom the impulsive phase to that in the decay phase, equal to
eriod Decay – Period Impulsive . A positive period drift implies an 

ncrease in dominant period from the impulsive phase to the decay 
hase and vice versa. We emphasize that there may be multiple 
rocesses present in generating the QPPs and a positive period drift
oes not imply the growth in period of a singular QPP process –
or example, such an effect could similarly be produced by a process
roducing shorter period QPPs decaying in amplitude in tandem with 
 secondary longer period process growing in amplitude. This would 
esult in a growth in dominant period across the two phases, i.e. a
ositive period drift. 
We determine the average period of the flare by taking the mean

f the dominant periods in the impulsive and decay phases. As we
re examining the pre v alence of non-stationarity in QPPs, we a v oid
aking an FFT of the entire duration of the flare to obtain the average
eriod, as a non-stationary signal that has significant period evolution 
s not well suited to the FFT that assumes a stationary input. It
s possible that a non-stationary signal that evolves over several 
requencies will sho w e vidence of spectral leakage in its associated
ower spectrum, leading to any dominant peaks being smeared out 
nd presenting no statistically significant peaks. This is naturally still 
n issue to be considered when assessing only the impulsive or decay
hase and any quickly evolving periodicity is likely to be obscured
n the same manner, which may lead to a number of false ne gativ es in
ur results when statistically significant periods are not found in our
nalysis. Ho we ver, by splitting the flare into sections we still should
e able to observe some periods with sufficiently slow evolution and
till pick up on their long-term non-stationarity. 

We determine the errors on the periods from the impulsive and
ecay phases by use of the standard approach, and propagate these
rrors to obtain the errors on period drift and the average period (see
ection 4.2.1 in Hughes & Hase 2010 , for a detailed discussion on
rror propagation). 

Fig. 1 shows the 1–8 Å light curve for Flare 40 where the duration
f the flare has been symmetrically split into the impulsive phase until
are maximum and the decay phase. Fig. 2 shows the Fourier spectra
f Flare 40’s impulsive and decay phases, which show significant 
eriods of 43.3 + 1 . 7 −1 . 6 and 54.9 + 2 . 8 −2 . 5 s, respectively, corresponding to a 
eriod drift of 11.6 + 3 . 3 −3 . 0 s. 
MNRAS 523, 3689–3698 (2023) 
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M

Figure 3. QPP impulsive phase periods against decay phase periods. A 1:1 
ratio line (which indicates no period drift) is shown as a solid black line. 
The impulsive phase periods are between 8 and 75 s, and are approximately 
similar across all the flares, whereas the decay phase periods have a larger 
spread between 8 and 110 s. The line of best fit for QPP periods that grew 

between the impulsive and decay phases is shown as a dashed blue line, and 
the line of best fit for period that shrunk is shown as a dot–dashed blue line. 
This figure uses new data to recreate fig. 10 from Hayes et al. ( 2020 ). 
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Figure 4. Histogram of period drifts of QPPs, separated by CME association. 
The QPPs seen in flares associated with CMEs are given in red, and those not 
associated with a CME are shown in black. 

Figure 5. Average QPP period plotted against the absolute magnitude of 
the QPP period drift. Positive period drifts, indicating a growth in dominant 
period, are shown in blue, and ne gativ e period drifts are shown in orange. 
QPPs from flares associated with CMEs are indicated by a triangle marker, 
whereas those not associated with QPPs are shown with bullet points. The 
Pearson correlation coefficient is 0.76, indicating a positive correlation. A 

linear fit of the data is shown as a black dashed line. 
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 RESULTS  

e examine 205 solar flares from M- and X-class flares o v er Solar
ycle 24, resulting in 98 flares that show statistically significant
eriods in both the impulsive and decay phases of the flare that have
oth periods greater than four times the cadence of the data set,
ess than one-tenth of the full duration of the flare, and separated in
eriod by no more than a factor of 8. We consider a period drift to
e statistically significant if its absolute magnitude is greater than
.09 s, which is twice the cadence of the data. This is a cautious
pproach as we see that the errors on periods are generally smaller
han the cadence. Of these 98 flares, 19 (equi v alent to 19 per cent)
howed no significant period drift. Of the remaining 79 QPPs, 65 (66
er cent of the sample) exhibited a positive period drift where the
ominant period appears to increase from the impulsive to the decay
hase. 14 flares (14 per cent) exhibited a negative period drift where
he dominant period appears to shrink between the phases. 

Fig. 3 shows the relationship between the impulsive and decay
hase periods of the 98 flares examined. It can be seen that the
ajority of results appear abo v e the 1:1 ratio line shown in solid

lack, which indicates that more QPPs have a larger decay phase
eriod than impulsive phase period. For the QPPs showing an appar-
nt period growth, the decay phase periods are loosely correlated to
he impulsive phase periods by a factor of ∼1.4, although there is
ignificant scatter for events with decay phase periods greater than
0 s. This correlation agrees well with the factor of ∼1.6 that was
ound in a similar analysis, shown in fig. 10 of Hayes et al. ( 2020 ),
hich shows the difference in periods detected during the impulsive

nd decay phases of 28 flaring events (20 of which o v erlap with the
tudy presented in this paper). We note that the authors found that 26
f these events (92 per cent) showed a larger decay phase period than
mpulsive phase period and their factor is based on the fitting of all
8 events, not just those that show period growth. For the 65 QPPs
 xhibiting positiv e period drift, the median period drift is 13 + 13 

−6 s
here the errors correspond to the periods in the upper and lower
5 th percentile. Similarly, the median ne gativ e period drift for the 14
aring events is −10 + 3 −24 s. 
We examine whether the presence of a CME associated with the

are impacts the distribution of period drifts in QPPs. Of the 98
NRAS 523, 3689–3698 (2023) 
PPs, 69 were associated with a CME and 29 were not. Fig. 4 shows
he histogram of period drifts in QPPs from flares associated with
MEs (red) and those from flares not associated with CMEs (black).
he distributions of the two sets are reasonably similar with median
eriod drifts of 10 + 13 

−9 s for the CME-associated flares and 5 + 4 −6 for the
on-CME-associated flares. The maximal and minimal period drifts
cross both groups are also similar, with the CME-associated group
aving maximal and minimal period drifts of 98 and −126 s, and the
on-CME-associated group with 121 and −76 s. 
Fig. 5 shows the relationship between absolute period drift and

v erage QPP period. Positiv e period drifts are shown in blue, and
he absolute values of ne gativ e period drifts are shown in orange.
PPs associated with a CME are shown with a triangle and non-
ME-associated events are marked with a circle. The meanings
f the colours and symbols used in Fig. 5 are consistent for the
emainder of this paper. A positive correlation, with a Pearson
orrelation coefficient of 0.76, can be seen between the average
eriod of the QPPs and the magnitude of the period drift. Ho we ver,
e emphasize that this artificial correlation is largely induced by the

election criterion (iv) of the flares. 
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Figure 6. Peak flare energy as measured in GOES 1–8 Å plotted against QPP 
period drift with no correlation. The meanings of colours and symbols are as 
given in Fig. 5 . 

Figure 7. Flare duration plotted against the absolute magnitude of the QPP 
period drift. The Pearson correlation coefficient is 0.82, indicating a positive 
correlation. A linear fit of the data is shown as a black dashed line. The 
meanings of colours and symbols are as given in Fig. 5 . 
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Figure 8. Arro ws sho w e volution of statistically significant periods in the 
impulsive and decay phases of 98 flares, with the arrow pointing from 

impulsive phase (indicated with a bullet point) to decay phase (arrow head). 
A period growth, i.e. a positive period drift, is shown in red and a ne gativ e 
period drift is given in blue. The period drift in the QPP is plotted against the 
flare’s duration, both given in seconds. 

Figure 9. Top: Scatter plot of the absolute magnitude of the rate of period 
drift, plotted against the average period of the QPP. Lower: Histogram of rate 
of period drift. The meanings of colours and symbols in the Top panel are as 
given in Fig. 5 . 
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Maximal flare energy, which is taken to be the maximal emission
s measured in the 1–8 Å channel, and QPP period drift are seen to
ave no correlation in Fig. 6 . As expected, the flares not associated
ith CMEs are more commonly found at lower energies but this
istinction has no significant effect on the magnitude or direction of
he period drifts observed. 

Fig. 7 shows a positive correlation between the absolute value of
he period drift of the QPPs and the duration of the flare, with a
earson correlation coefficient of 0.82. This relationship can likely 
e attributed to the fact that longer duration flares allow more 
ime for any non-stationary QPP periods to evolve, which leads to 
reater magnitude period drifts, in addition to the artificial correlation 
etween average period and absolute period drift, seen in Fig. 5 .
here is no noticeable difference between the relationship of flare 
uration to period drift magnitude for positive or ne gativ e period
rifts. 
The period drift of all QPPs in the 98 flares may be visualized in

ig. 8 (or explored in Table B1 ). The periods of the QPPs are given
n the horizontal axis, with bullet points indicating the period in the
mpulsive phase and arrow heads indicating the period at the decay 
hase. Therefore, arrows pointing right and coloured red indicate a 
ositiv e period drift. Conv ersely, blue arrows, pointing left, indicate 
 ne gativ e period drift. The period drift from a giv en flare is plotted
MNRAS 523, 3689–3698 (2023) 
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gainst the corresponding flare’s duration. The inset axes show an
nlarged region of the plot for flares with durations less than 2500 s.
lares with longer durations naturally allow for more time to evolve,

eading to larger magnitude period drifts as discussed previously.
he majority of results are clustered for flare durations less than
500 s ( ∼40 min), with impulsive and decay phase periods of 40 s or
ess. 

We control for the duration of the flares and now examine the rate
t which the QPP periods evolve. The rate of period drift is defined
s the period drift divided by half the duration of the flare, and is
herefore a unitless quantity. Fig. 9 shows the distribution of the
agnitude of the rate of period drift against average QPP period as
 scatter plot (Top) and histogram (Lower). As can be seen, the rates
f period drift have considerable scatter, although the absolute rate
f period drift appears to cluster around ∼0.01 for average periods
reater than 40 s, an effect that cannot be attributed to the selection
riteria. Due to the selection criteria discussed in the methods section,
he maximal possible absolute rate of period drift for the data used
n this study is 1.4. The maximal rate of positive period drift seen in
hese results is 0.06 and the maximal rate of ne gativ e period drift is
0.1, although the majority of the rates of period drift are between
.02 and 0.03. There is no apparent correlation between the presence
f a CME and the rate at which the QPP in the associated flare
volves. We also find that there is no correlation between the rate of
eriod change and the flare energy, which suggests that QPP periods
volve at a rate independent of the peak flare energy. We also see the
ate of period change to be uncorrelated with flare duration. This can
e seen in Figs A1 and A2 . 

 DISCUSSION  

irst, we remind the reader of the biases and limitations of our study.
ll of the flaring events we examined had evidence of QPPs in the
rst place, detected by Fourier analysis. This biases the data set

owards QPPs that were stationary or slowly evolving in periodicity,
eaning that the results in this paper are likely to underestimate

he population of QPPs undergoing rapid period evolution. We have
hosen to split the flare into two phases, a choice that is ultimately
rbitrary and done for convenience. This again biases the data and
orces QPPs to be represented as stationary within an individual
hase. It also neglects the possibility of QPPs that exist in e.g. only
he impulsive or decay phase, or a shorter duration, which may
e driven by entirely different generation mechanisms to the QPPs
xamined here. A more comprehensive study should look at QPP
eriod evolution as a continuous process. It may be that any apparent
eriod evolution is non-linear and follows some different schema. By
epeating this analysis with some method that has time resolution,
uch as a continuous wavelet transform (CWT) or EMD, we may
e able to unco v er valuable information about the time evolution of
he apparent period drifts. This may also be useful in discerning the
eneration mechanism(s) that is active in the appearance of these
PPs. 
As discussed earlier, a reader may be misled by these results into

hinking that a single process is occurring in which the period is
rowing or shrinking. Instead, it is possible that several periodicities
xist at once, each generated by a separate QPP mechanism. A
imitation of this work is that we only extract the period associated
ith the dominant peak from the FFT spectrum, ignoring additional
otentially statistically significant peaks. In this paper, we associate
he dominant periods in the FFT spectrum of each phase to produce
 period drift ho we ver, this may not al w ays be the most appropriate
ay to examine the change in instantaneous period of a QPP. For
NRAS 523, 3689–3698 (2023) 
xample, it is possible for a given stationary periodicity to be present
hroughout the duration of the flare, and appear as the dominant
eak in the FFT spectrum of the impulsive phase but as a secondary
eak in the FFT spectrum of the decay phase due to an emergence
f a secondary periodic process with greater amplitude. This may
roduce the appearance of a large magnitude period drift when both
rocesses may in fact be stationary. Ho we ver, for the majority of the
vents assessed here (77/98, 79 per cent), both the FFT spectra of
he impulsive and decay phases either resulted in dominant periods
hat were similar in magnitude (suggesting the direct evolution of
 singular process) or produced only one peak in each phase that
ulfilled the criteria discussed in Section 2.2 and appeared abo v e
he 95 per cent confidence level. Therefore, for these results the
isk of drawing incorrect conclusions due to erroneously associated
eriodicities is low. 
We have shown that the majority (81 per cent) of flaring events

hat have evidence of QPPs in both the impulsive and decay phases
xhibit non-stationary behaviour. Although this sample is not strictly
epresentative of the behaviour of QPPs en masse, due to the
forementioned biases in the data, the results discussed here are
 strong indicator that we must consider non-stationarity to be a
ommon property of QPPs and account for it in our methodology.
f we search for QPPs by utilizing methods that assume a stationary
utput, such as the FFT, we risk false-ne gativ e results where the non-
tationarity of QPPs may cause spectral leakage. We also risk poorly
ategorizing the behaviour of QPPs by assigning a single value for
PP period. This is important because different QPP mechanisms

llow for the presence of non-stationarity in different ways and we
ust not omit the valuable data by treating the QPP periods as a fixed

alue if we are to determine what causes QPPs. 
We also note the disparity in the proportion of flaring events

ho wing a positi ve period drift (66 per cent) compared to those
howing a ne gativ e period drift (14 per cent). This suggests that an
pparent growth in QPP period is more common than an apparent
hrinkage, as previously reported in single event studies (e.g. Hayes
t al. 2016 , 2019 ; Dennis et al. 2017 ) and for a smaller statistical
tudy (Sim ̃ oes et al. 2015 ; Hayes et al. 2020 ). We also note that most
f the period drift that we observe is of small magnitude – most
ommonly between ±10 s. 

The rates at which the QPPs evolved in period exist over the same
anges and in roughly the same populations for both growing and
hrinking QPP periods, without any dependence on QPP average
eriod or maximum flare energy. We note that the presence of CMEs
r peak flare energy seems to have no effect on whether the QPP
eriods grow or shrink or the magnitudes of the period drifts. We
ee that longer duration flares are correlated with greater magnitude
eriod drift. It is possible that other properties, such as CME speed
r the magnetic configuration of the active region, could play a role
n determining whether and how the QPP periods evolve. 

 C O N C L U S I O N S  

here is clear evidence that non-stationarity is a common phe-
omenon in QPPs observed in M- and X-class solar flares, with period
rowth appearing more common than period shrinkage. We must
onsider this when investigating flaring events for QPPs and be wary
bout how we assign values to QPP periodicities. It appears that most
PPs that show non-stationarity evolve in period at similar rates. It

s unlikely that the presence alone of CMEs or the peak flare energy
mpacts the presence or magnitude of QPP period evolution. As seen
n table 1 of Zimo v ets et al. ( 2021 ), there are many generation mecha-
isms (from all of the previously mentioned groupings) that have the
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Figure A1. Rate of period drift plotted against peak flare energy. The 
meanings of colours and symbols are as given in Fig. 5 . 

Figure A2. Rate of period drift plotted against flare durations. The meanings 
of colours and symbols are as given in Fig. 5 . 
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otential to produce QPPs with non-stationary properties. In building 
 catalogue of QPPs that exhibit non-stationarity (see Table B1 )
uture work may determine commonalities, such as the magnetic 
onfiguration of the flare site, which could be used to narrow 

own which mechanisms are responsible for driving non-stationary 
ehaviour. Further work with spatial resolution of the flare site may 
e valuable in investigating the cause of QPP period evolution. 

C K N OW L E D G E M E N T S  

AH was supported by an ESA Research Fellowship. A-MB ac- 
nowledges support from the Science and Technology Facilities 
ouncil (STFC) consolidated grant ST/T000252/1. The CME cat- 
logue is generated and maintained at the CDAW Data Center 
y NASA and The Catholic University of America in coopera- 
ion with the Naval Research Laboratory. SOHO is a project of
nternational cooperation between ESA and NASA. This research 
as supported by the International Space Science Institute (ISSI) in 
ern, through ISSI International Team project 527: Bridging New 

-ray Observations and Advanced Models of Flare Variability: A 

ey to Understanding the Fundamentals of Flare Energy Release. 
his research made use of SUNPY (SunPy Community et. al. 2020 ),
ATPLOTLIB (Hunter 2007 ), NUMPY (Harris et al. 2020 ), PANDAS 

McKinney 2010 ), and SCIPY (Virtanen et al. 2020 ). 

ATA  AVAILABILITY  

he data used here are all publicly available. The GOES -XRS data are 
vailable online from NOAA ( ngdc.noaa.gov/ stp/ satellite/ goes/index 
html ) and the SOHO/LASCO CME catalogue can be found at cdaw
gsfc.nasa.gov/CME list/. The procedures described in Section 2.2 
an be found in the following repository: github.com/chloepugh/Q 

P- confidence- levels . 

EFERENCES  

roomhall A.-M. et al., 2019a, ApJS , 244, 44 
roomhall A.-M. , Thomas A., Pugh C., Pye J., Rosen S., 2019b, A&A , 629,

A147 
larke B. P. , Hayes L. A., Gallagher P. T., Maloney S. A., Carley E. P., 2021,

ApJ , 910, 123 
ennis B. R. , Tolbert A. K., Inglis A., Ireland J., Wang T., Holman G. D.,

Hayes L. A., Gallagher P. T., 2017, ApJ , 836, 84 
ominique M. , Zhukov A. N., Dolla L., Inglis A., Lapenta G., 2018, Sol.

Phys. , 293, 61 
arris C. R. et al., 2020, Nature , 585, 357 
ayes L. A. , Gallagher P. T., Dennis B. R., Ireland J., Inglis A. R., Ryan D.

F., 2016, ApJ , 827, L30 
ayes L. A. , Gallagher P. T., Dennis B. R., Ireland J., Inglis A., Morosan D.

E., 2019, ApJ , 875, 33 
ayes L. A. , Inglis A. R., Christe S., Dennis B., Gallagher P. T., 2020, ApJ ,

895, 50 
 ̈ubner M. , Huppenkothen D., Lasky P. D., Inglis A. R., 2022, ApJS , 259,

32 
ughes I. , Hase T., 2010, Measurements and Their Uncertainties: A Practical

Guide to Modern Error Analysis. Oxford Univ. Press, Oxford, available 
at https://book s.google.co.uk /books?id = AbEVDAAAQBAJ 

unter J. D. , 2007, Comput. Sci. Eng. , 9, 90 
olotkov D. Y. , Pugh C. E., Broomhall A.-M., Nakariakov V. M., 2018, ApJ ,

858, L3 
 upriyano va E. G. , Melniko v V. F., Nakariako v V. M., Shibasaki K., 2010,

Sol. Phys. , 267, 329 
 upriyano va E. , Kolotko v D., Nakariako v V., Kaufman A., 2020, J. Atmos.

Sol. Terr. Phys. , 6, 3 
cKinney W. , 2010, in van der Walt S, Millman J, eds, Proc. 9th Python
Sci. Conf ., p. 56. 

cLaughlin J. A. , Nakariakov V. M., Dominique M., Jel ́ınek P., Takasao S.,
2018, Space Sci. Rev. , 214, 45 

akariak ov V. M. , Kolotk ov D. Y., Kupriyanova E. G., Mehta T., Pugh C.
E., Lee D. H., Broomhall A. M., 2019, Plasma Phys. Control. Fusion , 61,
014024 

akariakov V. M. , Melnikov V. F., 2009, Space Sci. Rev. , 149, 119 
ugh C. E. , Armstrong D. J., Nakariakov V. M., Broomhall A. M., 2016,

MNRAS , 459, 3659 
ugh C. E. , Broomhall A.-M., Nakariakov V. M., 2017, A&A , 602,

A47 
im ̃ oes P. J. , Hudson H. S., Fletcher L., 2015, Sol. Phys. , 290,

3625 
unPy Community et al., 2020, ApJ , 890, 68 
an Doorsselaere T. , K upriyano va E. G., Yuan D., 2016, Sol. Phys. , 291,

3143 
aughan S. , 2005, A&A , 431, 391 
irtanen P. et al., 2020, Nat. Methods , 17, 261 
hilyaev B. E. et al., 2000, A&A, 364, 641 
imo v ets I. V. et al., 2021, Space Sci. Rev. , 217, 66 

PPENDI X  A  

e include Figs A1 and A2 , which show the absolute values of
he rate of period drift against peak flare energy and flare duration,
espectively. No correlation is observed in either figure. This is 
MNRAS 523, 3689–3698 (2023) 

file:ngdc.noaa.gov/stp/satellite/goes/index.html
http://dx.doi.org/10.3847/1538-4365/ab40b3
http://dx.doi.org/10.1051/0004-6361/201935653
http://dx.doi.org/10.3847/1538-4357/abe463
http://dx.doi.org/10.3847/1538-4357/836/1/84
http://dx.doi.org/10.1007/s11207-018-1281-x
http://dx.doi.org/10.1038/s41586-020-2649-2
http://dx.doi.org/10.3847/2041-8205/827/2/L30
http://dx.doi.org/10.3847/1538-4357/ab0ca3
http://dx.doi.org/10.3847/1538-4357/ab8d40
http://dx.doi.org/10.3847/1538-4365/ac49ec
https://books.google.co.uk/books?id=AbEVDAAAQBAJ
http://dx.doi.org/10.1109/MCSE.2007.55
http://dx.doi.org/10.3847/2041-8213/aabde9
http://dx.doi.org/10.1007/s11207-010-9642-0
http://dx.doi.org/10.12737/stp-61202001
http://dx.doi.org/10.25080/Majora-92bf1922-00a
http://dx.doi.org/10.1007/s11214-018-0478-5
http://dx.doi.org/10.1088/1361-6587/aad97c
http://dx.doi.org/10.1007/s11214-009-9536-3
http://dx.doi.org/10.1093/mnras/stw850
http://dx.doi.org/10.1051/0004-6361/201730595
http://dx.doi.org/10.1007/s11207-015-0691-2
http://dx.doi.org/10.3847/1538-4357/ab4f7a
http://dx.doi.org/10.1007/s11207-016-0977-z
http://dx.doi.org/10.1051/0004-6361:20041453
http://dx.doi.org/https://doi.org/10.1038/s41592-019-0686-2
http://dx.doi.org/10.1007/s11214-021-00840-9
art/stad1619_fa1.eps
art/stad1619_fa2.eps


3696 T. Mehta, A.-M. Broomhall and L.A. Hayes 

M

e  

t  

d

A

T  

f  

p  

T
t
fl
e
c

xpected for Fig. A2 as we obtain the rate of period drift by dividing
he period drift by the flare duration. Therefore, we remo v e the
uration dependence seen in Fig. 7 . 
NRAS 523, 3689–3698 (2023) 

able B1. Num. gives the unique ID number of each flaring event. Date refers to
imes used in this study corresponding to the start, end, and peak flux of the flaring
aring class of the event. The CME column is ticked with a check mark if the flarin
vent, found by taking the average of the impulsive and decay phase periods (given
olumn of the table. 

Num . Date T start T end T peak Duration GO
(s) cla

01 2011-02-14 17:20:00 17:31:55 17:26:08 715 M2

02 2011-02-15 01:44:00 02:07:56 01:56:44 1436 X2

03 2011-02-18 20:56:00 21:11:53 21:03:58 953 M1

04 2011-04-22 04:35:00 05:18:56 04:56:43 2636 M1

05 2011-05-29 10:08:00 10:57:54 10:33:15 2994 M1

06 2011-08-03 13:17:00 14:18:57 13:47:56 3717 M6

07 2011-09-07 22:32:00 22:43:52 22:38:44 712 X1

08 2011-09-10 07:18:00 08:01:56 07:40:43 2636 M1

09 2011-09-23 23:48:00 00:03:54 ∗ 23:55:41 954 M1

10 2011-09-24 17:19:00 17:30:55 17:25:33 715 M3

11 2011-09-25 09:25:00 09:44:54 09:35:56 1194 M1

12 2011-10-01 08:56:00 11:01:52 09:59:21 7552 M1

13 2011-11-05 20:31:00 20:44:53 20:38:34 833 M1

14 2012-01-17 04:41:00 05:04:56 04:53:40 1436 M1

15 2012-01-19 13:44:00 18:25:54 16:03:17 16914 M3

16 2012-03-02 17:29:00 18:02:55 17:46:26 2035 M3

17 2012-03-05 02:30:00 05:47:56 04:08:34 11876 X1

18 2012-03-07 01:05:00 01:22:47 01:15:25 1067 X1

19 2012-03-09 03:22:00 04:23:53 03:53:19 3713 M6

20 2012-03-10 17:15:00 18:12:52 17:43:55 3472 M8

21 2012-05-06 01:12:00 01:23:55 01:18:05 715 M1

22 2012-05-07 14:03:00 14:58:53 14:31:18 3353 M1

23 2012-05-09 21:01:00 21:08:53 21:05:22 473 M4

24 2012-05-10 04:11:00 04:24:54 04:17:50 834 M5

25 2012-07-19 04:17:00 07:38:55 05:57:51 12115 M7

26 2012-07-30 15:39:00 15:56:55 15:48:28 1075 M1

27 2012-08-11 11:55:00 12:44:54 12:19:52 2994 M1

28 2012-08-30 12:02:00 12:19:55 12:11:36 1075 M1

29 2012-09-30 04:27:00 04:38:52 04:33:01 712 M1

30 2012-10-08 11:05:00 11:28:53 11:16:56 1433 M2

31 2012-11-27 15:52:00 16:01:53 15:57:35 593 M1

32 2013-05-03 17:24:00 17:39:53 17:32:13 953 M5

33 2013-06-05 08:14:00 09:39:55 08:57:28 5155 M1

34 2013-08-17 18:49:00 20:16:55 19:33:47 5275 M1

35 2013-10-13 00:12:00 01:13:54 00:43:36 3714 M1

36 2013-10-17 15:09:00 16:12:53 15:41:00 3833 M1

37 2013-10-28 01:41:00 02:24:53 02:02:57 2633 X1

38 2013-10-29 21:42:00 22:05:53 21:54:30 1433 X2

39 2013-11-05 18:08:00 18:17:56 18:12:57 596 M1

40 2013-11-21 10:52:00 11:29:55 11:11:07 2275 M1

41 2013-12-07 07:17:00 07:40:53 07:29:41 1433 M1

42 2013-12-31 21:45:00 22:10:56 21:58:07 1556 M6
PPENDI X  B  

able B1 shows a table of the flares examined in this study that
ulfilled the three criteria outlined in Section 2.2 and the associated
eriods detected in the impulsive and decay phases. We also include
 the date that the flaring event began and T start , T end , and T peak refer to the 
 event, as measured in the long channel of GOES-15 . GOES class gives the 

g event is associated with a CME. Period Avg is the mean period of the flaring 
 in columns Period Impulsive and Period Decay ). Period drift is given in the final 

ES CME Period Avg Period Impulsi v e Period Decay Period drift 
ss (s) (s) (s) (s) 

.2 � 12.2 + 0 . 3 −0 . 3 10.3 + 0 . 3 −0 . 3 14.1 + 0 . 6 −0 . 5 3.7 + 0 . 7 −0 . 6 † 
.2 � 22.5 + 0 . 6 −0 . 5 18.8 + 0 . 5 −0 . 5 26.2 + 1 . 0 −0 . 9 7.4 + 1 . 1 −1 . 0 

.3 – 13.1 + 0 . 4 −0 . 3 8.4 + 0 . 2 −0 . 1 17.8 + 0 . 7 −0 . 6 9.4 + 0 . 7 −0 . 7 

.8 – 19 + 0 . 2 −0 . 2 15.6 + 0 . 2 −0 . 2 22.4 + 0 . 4 −0 . 4 6.8 + 0 . 4 −0 . 4 

.4 � 54.7 + 2 . 1 −1 . 9 33.8 + 0 . 8 −0 . 7 75.7 + 4 . 0 −3 . 6 41.9 + 4 . 1 −3 . 7 

.0 � 57.4 + 1 . 5 −1 . 4 42.4 + 1 . 0 −0 . 9 72.4 + 2 . 9 −2 . 7 30 + 3 . 1 −2 . 9 

.8 � 14.9 + 0 . 6 −0 . 5 11 + 0 . 4 −0 . 3 18.8 + 1 . 0 −0 . 9 7.8 + 1 . 1 −1 . 0 

.1 � 28.7 + 0 . 5 −0 . 5 23.9 + 0 . 4 −0 . 4 33.5 + 0 . 9 −0 . 8 9.6 + 1 . 0 −0 . 9 

.9 � 12.3 + 0 . 2 −0 . 2 11.6 + 0 . 3 −0 . 3 13 + 0 . 4 −0 . 3 1.4 + 0 . 5 −0 . 4 † 

.1 – 13.2 + 0 . 4 −0 . 4 10.7 + 0 . 3 −0 . 3 15.7 + 0 . 7 −0 . 7 5 + 0 . 8 −0 . 7 

.5 � 16.1 + 0 . 3 −0 . 3 18.4 + 0 . 6 −0 . 6 13.8 + 0 . 3 −0 . 3 –4.6 + 0 . 7 −0 . 6 

.2 � 48.4 + 0 . 9 −0 . 9 13.9 + 0 . 1 −0 . 1 82.9 + 1 . 9 −1 . 8 68.9 + 1 . 9 −1 . 8 

.8 – 12.6 + 0 . 3 −0 . 3 12.4 + 0 . 4 −0 . 4 12.8 + 0 . 4 −0 . 4 0.4 + 0 . 6 −0 . 5 † 

.0 – 12.1 + 0 . 2 −0 . 2 14.6 + 0 . 3 −0 . 3 9.5 + 0 . 1 −0 . 1 –5.1 + 0 . 3 −0 . 3 

.2 � 127.9 + 2 . 2 −2 . 1 190.7 + 4 . 4 −4 . 2 65 + 0 . 5 −0 . 5 –125.8 + 4 . 4 −4 . 2 

.3 � 33.4 + 0 . 8 −0 . 8 31.1 + 1 . 0 −0 . 9 35.6 + 1 . 3 −1 . 2 4.5 + 1 . 6 −1 . 5 

.1 – 105.3 + 2 . 4 −2 . 3 45 + 0 . 3 −0 . 3 165.6 + 4 . 8 −4 . 5 120.6 + 4 . 8 −4 . 5 

.3 � 27.1 + 1 . 8 −1 . 6 12 + 0 . 3 −0 . 3 42.2 + 3 . 6 −3 . 1 30.2 + 3 . 6 −3 . 1 

.3 � 34.3 + 1 . 0 −0 . 9 9.1 + 0 . 1 −0 . 1 59.5 + 2 . 0 −1 . 8 50.4 + 2 . 0 −1 . 8 

.4 � 47.7 + 1 . 8 −1 . 6 18.5 + 0 . 2 −0 . 2 76.8 + 3 . 6 −3 . 3 58.3 + 3 . 6 −3 . 3 

.1 – 13.3 + 0 . 4 −0 . 3 14.3 + 0 . 6 −0 . 6 12.2 + 0 . 4 −0 . 4 –2.1 + 0 . 7 −0 . 7 † 

.9 � 76.8 + 2 . 8 −2 . 6 64.1 + 2 . 5 −2 . 4 89.4 + 5 . 0 −4 . 5 25.4 + 5 . 6 −5 . 1 

.1 � 12.3 + 0 . 5 −0 . 5 14.3 + 0 . 9 −0 . 8 10.3 + 0 . 5 −0 . 4 –4 + 1 . 0 −0 . 9 † 

.7 � 16.3 + 0 . 5 −0 . 4 16.1 + 0 . 6 −0 . 6 16.6 + 0 . 7 −0 . 6 0.5 + 0 . 9 −0 . 9 

.7 � 102.3 + 1 . 9 −1 . 9 53.5 + 0 . 5 −0 . 5 151.1 + 3 . 9 −3 . 7 97.6 + 3 . 9 −3 . 7 

.1 – 16.9 + 0 . 5 −0 . 5 10.3 + 0 . 2 −0 . 2 23.5 + 1 . 1 −1 . 0 13.2 + 1 . 1 −1 . 0 

.0 � 12.3 + 0 . 1 −0 . 1 15.7 + 0 . 2 −0 . 2 8.9 + 0 . 1 −0 . 1 –6.8 + 0 . 2 −0 . 2 

.3 – 14.2 + 0 . 3 −0 . 3 15.3 + 0 . 4 −0 . 4 13.1 + 0 . 3 −0 . 3 –2.2 + 0 . 6 −0 . 5 † 

.3 � 10.9 + 0 . 3 −0 . 3 8.6 + 0 . 2 −0 . 2 13.2 + 0 . 5 −0 . 5 4.5 + 0 . 6 −0 . 5 

.3 – 12.8 + 0 . 2 −0 . 2 14.6 + 0 . 3 −0 . 3 10.9 + 0 . 2 −0 . 2 –3.7 + 0 . 3 −0 . 3 † 

.6 – 11.1 + 0 . 3 −0 . 3 10.3 + 0 . 4 −0 . 3 12 + 0 . 5 −0 . 5 1.8 + 0 . 6 −0 . 6 † 

.7 � 23.1 + 1 . 2 −1 . 0 14.2 + 0 . 4 −0 . 4 32 + 2 . 3 −2 . 0 17.8 + 2 . 3 −2 . 1 

.3 � 72.9 + 2 . 6 −2 . 4 33.2 + 0 . 4 −0 . 4 112.5 + 5 . 1 −4 . 7 79.3 + 5 . 2 −4 . 7 

.4 � 44.7 + 0 . 6 −0 . 5 48.8 + 0 . 9 −0 . 9 40.6 + 0 . 6 −0 . 6 –8.2 + 1 . 1 −1 . 1 

.7 � 20.8 + 0 . 2 −0 . 2 20 + 0 . 2 −0 . 2 21.6 + 0 . 3 −0 . 2 1.6 + 0 . 3 −0 . 3 † 

.2 � 36.9 + 0 . 8 −0 . 8 55.4 + 1 . 6 −1 . 6 18.4 + 0 . 2 −0 . 2 –37 + 1 . 7 −1 . 6 

.0 � 16.7 + 0 . 2 −0 . 1 17.5 + 0 . 2 −0 . 2 16 + 0 . 2 −0 . 2 –1.5 + 0 . 3 −0 . 3 † 

.3 � 32.8 + 1 . 1 −1 . 0 30.7 + 1 . 4 −1 . 3 34.9 + 1 . 8 −1 . 6 4.3 + 2 . 3 −2 . 1 

.0 � 12.5 + 0 . 5 −0 . 4 8.8 + 0 . 3 −0 . 3 16.2 + 0 . 9 −0 . 8 7.4 + 1 . 0 −0 . 9 

.2 � 49.1 + 1 . 6 −1 . 5 43.3 + 1 . 7 −1 . 6 54.9 + 2 . 8 −2 . 5 11.6 + 3 . 3 −3 . 0 

.2 � 13.8 + 0 . 2 −0 . 2 9.9 + 0 . 1 −0 . 1 17.7 + 0 . 4 −0 . 4 7.7 + 0 . 5 −0 . 4 

.4 � 26.3 + 0 . 7 −0 . 6 24.9 + 0 . 8 −0 . 8 27.7 + 1 . 0 −1 . 0 2.8 + 1 . 3 −1 . 2 † 
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Table B1 – continued 

Num . Date T start T end T peak Duration GOES CME Period Avg Period Impulsi v e Period Decay Period drift 
(s) class (s) (s) (s) (s) 

43 2014-01-01 18:40:00 19:04:10 18:52:03 1450 M9.9 � 14.1 + 0 . 3 −0 . 3 19.7 + 0 . 6 −0 . 5 8.5 + 0 . 1 −0 . 1 –11.3 + 0 . 6 −0 . 5 

44 2014-01-08 03:39:00 03:54:54 03:47:45 954 M3.6 � 18 + 0 . 5 −0 . 5 15.1 + 0 . 5 −0 . 5 20.9 + 1 . 0 −0 . 9 5.8 + 1 . 1 −1 . 0 

45 2014-01-30 07:54:00 08:28:17 08:10:51 2057 M1.1 � 20.6 + 0 . 5 −0 . 5 9.8 + 0 . 1 −0 . 1 31.3 + 1 . 0 −0 . 9 21.5 + 1 . 0 −0 . 9 

46 2014-02-11 16:34:00 17:07:54 16:51:43 2034 M1.8 � 31.2 + 0 . 8 −0 . 7 26.1 + 0 . 7 −0 . 7 36.3 + 1 . 3 −1 . 3 10.2 + 1 . 5 −1 . 4 

47 2014-02-24 11:03:00 11:31:20 11:17:07 1700 M1.2 � 32.2 + 1 . 9 −1 . 7 55.5 + 3 . 9 −3 . 4 8.8 + 0 . 1 −0 . 1 –46.6 + 3 . 9 −3 . 4 

48 2014-03-10 04:02:00 04:13:55 04:08:17 715 M1.0 – 11.7 + 0 . 3 −0 . 3 8.4 + 0 . 2 −0 . 2 15 + 0 . 7 −0 . 6 6.6 + 0 . 7 −0 . 6 

49 2014-03-12 10:55:00 11:14:54 11:05:09 1194 M2.5 – 12.7 + 0 . 2 −0 . 2 9.2 + 0 . 1 −0 . 1 16.3 + 0 . 5 −0 . 4 7.1 + 0 . 5 −0 . 5 

50 2014-04-18 12:31:00 13:34:52 13:02:58 3832 M7.3 � 42.9 + 1 . 1 −1 . 0 23.8 + 0 . 3 −0 . 3 62.1 + 2 . 1 −1 . 9 38.2 + 2 . 1 −2 . 0 

51 2014-05-07 16:07:00 16:50:56 16:29:08 2636 M1.2 � 41.1 + 1 . 8 −1 . 6 15.2 + 0 . 2 −0 . 2 66.9 + 3 . 6 −3 . 2 51.8 + 3 . 6 −3 . 2 

52 2014-06-12 04:14:00 04:27:55 04:21:17 835 M2.0 � 11.8 + 0 . 2 −0 . 2 11.6 + 0 . 3 −0 . 3 12.1 + 0 . 4 −0 . 3 0.6 + 0 . 5 −0 . 5 † 
53 2014-06-12 18:03:00 18:22:54 18:13:54 1194 M1.3 – 14.7 + 0 . 3 −0 . 3 12.3 + 0 . 3 −0 . 2 17 + 0 . 5 −0 . 5 4.6 + 0 . 6 −0 . 5 

54 2014-06-15 11:10:00 12:07:53 11:39:34 3473 M1.1 � 28.7 + 0 . 7 −0 . 6 10.2 + 0 . 1 −0 . 1 47.2 + 1 . 3 −1 . 2 37 + 1 . 3 −1 . 3 

55 2014-07-10 22:29:00 22:38:56 22:34:15 596 M1.5 � 10.4 + 0 . 3 −0 . 2 10.3 + 0 . 4 −0 . 3 10.5 + 0 . 4 −0 . 4 0.2 + 0 . 5 −0 . 5 † 
56 2014-08-21 13:19:00 13:42:53 13:31:41 1433 M3.4 � 37.2 + 1 . 7 −1 . 5 27.6 + 1 . 1 −1 . 0 46.7 + 3 . 3 −2 . 9 19.1 + 3 . 4 −3 . 0 

57 2014-08-25 20:06:00 20:35:56 20:20:50 1796 M3.9 � 28 + 0 . 8 −0 . 7 20.8 + 0 . 5 −0 . 5 35.3 + 1 . 4 −1 . 3 14.5 + 1 . 5 −1 . 4 

58 2014-09-03 13:20:00 14:27:55 13:54:11 4075 M2.5 � 37.2 + 0 . 6 −0 . 6 49.1 + 1 . 2 −1 . 2 25.2 + 0 . 3 −0 . 3 –23.8 + 1 . 3 −1 . 2 

59 2014-09-10 17:21:00 18:08:55 17:45:10 2875 X1.6 � 56.7 + 2 . 2 −2 . 0 36.5 + 1 . 0 −0 . 9 77 + 4 . 4 −3 . 9 40.5 + 4 . 5 −4 . 0 

60 2014-10-09 01:30:00 01:55:55 01:43:23 1555 M1.3 – 59.7 + 7 . 2 −5 . 5 98.5 + 14 . 3 
−11 . 1 20.9 + 0 . 6 −0 . 5 –77.6 + 14 . 3 

−11 . 1 

61 2014-11-03 11:23:00 12:22:54 11:53:30 3594 M2.2 � 44.1 + 1 . 0 −0 . 9 31 + 0 . 5 −0 . 5 57.2 + 1 . 9 −1 . 8 26.2 + 2 . 0 −1 . 8 

62 2014-11-04 07:59:00 09:16:53 08:38:41 4673 M2.6 � 28.7 + 0 . 3 −0 . 3 23.6 + 0 . 2 −0 . 2 33.8 + 0 . 5 −0 . 5 10.2 + 0 . 6 −0 . 5 

63 2014-11-05 18:50:00 20:37:54 19:44:38 6474 M2.9 � 56.1 + 1 . 1 −1 . 0 30.3 + 0 . 3 −0 . 3 81.8 + 2 . 1 −2 . 0 51.4 + 2 . 1 −2 . 0 

64 2014-11-06 01:29:00 01:48:54 01:39:21 1194 M3.2 � 19 + 0 . 5 −0 . 4 17.4 + 0 . 5 −0 . 5 20.7 + 0 . 7 −0 . 7 3.2 + 0 . 9 −0 . 9 † 
65 2014-11-06 21:53:00 22:38:49 22:16:01 2749 M2.5 – 23.6 + 0 . 3 −0 . 3 18.3 + 0 . 2 −0 . 2 28.8 + 0 . 6 −0 . 6 10.5 + 0 . 7 −0 . 6 

66 2014-11-07 10:13:00 10:30:56 10:22:15 1076 M1.0 – 17.1 + 0 . 4 −0 . 4 14.7 + 0 . 4 −0 . 4 19.5 + 0 . 7 −0 . 7 4.8 + 0 . 8 −0 . 8 

67 2014-11-15 11:40:00 12:25:55 12:03:21 2755 M3.2 � 28.7 + 0 . 4 −0 . 4 25.9 + 0 . 5 −0 . 5 31.4 + 0 . 7 −0 . 7 5.5 + 0 . 9 −0 . 8 

68 2014-12-17 04:25:00 05:16:55 04:50:06 3115 M8.7 � 64 + 2 . 0 −1 . 8 56.8 + 2 . 1 −2 . 0 71.2 + 3 . 4 −3 . 1 14.3 + 4 . 0 −3 . 7 

69 2014-12-18 21:41:00 22:14:55 21:58:03 2035 M6.9 � 29 + 0 . 7 −0 . 6 22.8 + 0 . 5 −0 . 5 35.2 + 1 . 3 −1 . 2 12.4 + 1 . 4 −1 . 3 

70 2014-12-20 00:11:00 00:44:55 00:28:00 2035 X1.8 � 21.3 + 0 . 5 −0 . 5 10.6 + 0 . 1 −0 . 1 31.9 + 1 . 0 −1 . 0 21.2 + 1 . 0 −1 . 0 

71 2015-03-02 15:10:00 15:45:56 15:28:16 2156 M3.7 � 41.1 + 1 . 3 −1 . 2 48.9 + 2 . 3 −2 . 1 33.3 + 1 . 1 −1 . 0 –15.6 + 2 . 6 −2 . 3 

72 2015-03-06 04:14:00 05:39:54 04:57:36 5154 M3.0 � 82.3 + 2 . 1 −2 . 0 65.8 + 1 . 7 −1 . 6 98.7 + 3 . 9 −3 . 6 32.9 + 4 . 3 −4 . 0 

73 2015-03-09 14:22:00 14:43:57 14:33:45 1317 M4.5 � 11.9 + 0 . 2 −0 . 2 14.1 + 0 . 3 −0 . 3 9.8 + 0 . 1 −0 . 1 –4.4 + 0 . 3 −0 . 3 

74 2015-03-09 23:29:00 00:16:54 ∗ 23:54:17 2874 M5.8 � 51.1 + 1 . 7 −1 . 5 36.3 + 0 . 9 −0 . 9 66 + 3 . 2 −2 . 9 29.7 + 3 . 3 −3 . 0 

75 2015-03-11 16:11:00 16:32:54 16:21:38 1314 X2.1 � 22.3 + 0 . 8 −0 . 7 13.3 + 0 . 3 −0 . 3 31.3 + 1 . 6 −1 . 4 18 + 1 . 6 −1 . 4 

76 2015-03-12 04:41:00 04:50:53 04:46:00 593 M3.2 – 11.4 + 0 . 4 −0 . 3 8.4 + 0 . 2 −0 . 2 14.3 + 0 . 7 −0 . 7 5.9 + 0 . 8 −0 . 7 

77 2015-03-12 11:38:00 12:01:53 11:50:26 1433 M1.6 – 21.3 + 0 . 5 −0 . 5 15.9 + 0 . 4 −0 . 3 26.7 + 1 . 0 −1 . 0 10.8 + 1 . 1 −1 . 0 

78 2015-03-12 12:09:00 12:18:53 12:14:23 593 M1.4 – 17.1 + 0 . 9 −0 . 8 21.1 + 1 . 6 −1 . 4 13.2 + 0 . 6 −0 . 6 –7.9 + 1 . 7 −1 . 5 

79 2015-03-12 13:50:00 14:25:53 14:08:39 2153 M4.2 – 14.5 + 0 . 1 −0 . 1 13.1 + 0 . 2 −0 . 2 16 + 0 . 2 −0 . 2 2.9 + 0 . 3 −0 . 3 † 
80 2015-03-13 03:47:00 04:14:54 04:01:49 1674 M1.2 – 33.7 + 1 . 3 −1 . 2 22.4 + 0 . 6 −0 . 6 44.9 + 2 . 5 −2 . 3 22.6 + 2 . 6 −2 . 4 

81 2015-03-16 10:39:00 11:16:53 10:57:59 2273 M1.6 – 27 + 0 . 6 −0 . 6 18.3 + 0 . 3 −0 . 3 35.6 + 1 . 2 −1 . 1 17.3 + 1 . 2 −1 . 1 

82 2015-03-17 22:49:00 23:59:55 23:34:48 4255 M1.0 � 14.8 + 0 . 1 −0 . 1 8.7 + 0 . 1 −0 . 1 20.9 + 0 . 2 −0 . 2 12.1 + 0 . 2 −0 . 2 

83 2015-04-21 07:08:00 07:33:54 07:20:48 1554 M1.0 – 19.1 + 0 . 4 −0 . 4 15.7 + 0 . 3 −0 . 3 22.5 + 0 . 7 −0 . 6 6.8 + 0 . 7 −0 . 7 

84 2015-06-21 02:04:00 03:03:32 02:36:26 3572 M2.7 � 86.9 + 3 . 3 −3 . 0 76.4 + 3 . 4 −3 . 1 97.4 + 5 . 6 −5 . 0 21 + 6 . 6 −5 . 9 

85 2015-06-21 02:06:00 03:05:51 02:36:45 3591 M2.6 � 84.8 + 3 . 1 −2 . 8 75.4 + 3 . 3 −3 . 0 94.1 + 5 . 2 −4 . 7 18.7 + 6 . 2 −5 . 6 

86 2015-06-22 17:39:00 19:06:55 18:24:42 5275 M6.5 � 20.2 + 0 . 1 −0 . 1 21.2 + 0 . 2 −0 . 2 19.2 + 0 . 1 −0 . 1 –1.9 + 0 . 2 −0 . 2 † 
87 2015-09-20 17:32:00 18:33:53 18:01:50 3713 M2.1 � 81.9 + 2 . 8 −2 . 6 70.2 + 2 . 8 −2 . 6 93.6 + 5 . 0 −4 . 5 23.4 + 5 . 7 −5 . 2 

88 2015-09-28 07:27:00 07:42:53 07:34:42 953 M1.1 – 13.5 + 0 . 3 −0 . 3 13.8 + 0 . 4 −0 . 4 13.3 + 0 . 4 −0 . 4 –0.5 + 0 . 6 −0 . 5 † 
89 2015-10-02 17:08:00 17:27:54 17:18:27 1194 M1.0 – 13.1 + 0 . 3 −0 . 2 9.5 + 0 . 2 −0 . 1 16.7 + 0 . 5 −0 . 5 7.3 + 0 . 5 −0 . 5 

90 2015-10-15 23:27:00 23:34:55 23:31:49 475 M1.1 – 11.2 + 0 . 4 −0 . 4 11.8 + 0 . 6 −0 . 6 10.7 + 0 . 5 −0 . 5 –1 + 0 . 8 −0 . 7 † 
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Table B1 – continued 

Num . Date T start T end T peak Duration GOES CME Period Avg Period Impulsi v e Period Decay Period drift 
(s) class (s) (s) (s) (s) 

91 2015-10-16 06:11:00 06:20:53 06:16:31 593 M1.1 – 18.7 + 1 . 0 −0 . 9 23.1 + 2 . 0 −1 . 7 14.2 + 0 . 7 −0 . 6 –8.9 + 2 . 1 −1 . 8 

92 2015-10-17 20:09:00 20:36:54 20:22:58 1674 M1.1 – 18.7 + 0 . 5 −0 . 5 9.3 + 0 . 1 −0 . 1 28.1 + 1 . 0 −0 . 9 18.7 + 1 . 0 −0 . 9 

93 2015-11-04 11:55:00 12:10:56 12:03:17 956 M2.5 � 13.1 + 0 . 3 −0 . 3 10.8 + 0 . 2 −0 . 2 15.4 + 0 . 5 −0 . 5 4.6 + 0 . 6 −0 . 5 

94 2015-12-21 00:52:00 01:13:57 01:03:04 1317 M2.8 � 21.2 + 0 . 6 −0 . 6 14.8 + 0 . 3 −0 . 3 27.7 + 1 . 2 −1 . 1 12.8 + 1 . 3 −1 . 2 

95 2015-12-22 03:15:00 03:52:55 03:34:19 2275 M1.6 � 32.3 + 0 . 7 −0 . 7 27.1 + 0 . 7 −0 . 6 37.4 + 1 . 3 −1 . 2 10.4 + 1 . 4 −1 . 3 

96 2015-12-23 00:23:00 00:56:54 00:40:46 2034 M4.7 � 38.1 + 1 . 2 −1 . 1 29.1 + 0 . 9 −0 . 8 47.1 + 2 . 3 −2 . 1 18 + 2 . 4 −2 . 2 

97 2016-07-23 05:00:00 05:31:52 05:16:43 1912 M7.6 � 20.9 + 0 . 4 −0 . 3 17.3 + 0 . 3 −0 . 3 24.6 + 0 . 6 −0 . 6 7.3 + 0 . 7 −0 . 7 

98 2017-04-02 07:50:00 08:13:56 08:02:56 1436 M5.3 � 22.6 + 0 . 5 −0 . 5 19.5 + 0 . 5 −0 . 5 25.7 + 1 . 0 −0 . 9 6.1 + 1 . 1 −1 . 0 

Notes. ∗ indicates that the flaring event took place over midnight, so the end time of the flare occurs on the subsequent day to the date indicated. 
† indicates that the period drift is smaller in magnitude than 4.09 s (twice the data cadence) and therefore the QPP is deemed to exhibit no period drift in this 
study. 
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