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ABSTRACT

We consider the classic $k$-center problem in a parallel setting, on the low-local-space Massively Parallel Computation (MPC) model, with local space per machine of $O(\delta^2)$, where $\delta \in (0,1)$ is an arbitrary constant. As a central clustering problem, the $k$-center problem has been studied extensively. Still, until very recently, all parallel MPC algorithms have been requiring $\Omega(k)$ or even $\Omega(k\delta^2)$ local space per machine. While this setting covers the case of small values of $k$, for a large number of clusters these algorithms require large local memory, making them poorly scalable. The case of large $k$, $k \geq \Omega(n^\delta)$, has been considered recently for the low-local-space MPC model by Bateni et al. (2021), who gave an $O(\log \log n)$-round MPC algorithm that produces $k(1+o(1))$ centers whose cost has multiplicative approximation of $O(\log \log n)$. In this paper we extend the algorithm of Bateni et al. and design a low-local-space MPC algorithm that in $O(\log \log n)$ rounds returns a clustering with $k(1+o(1))$ clusters that is an $O(\log^* n)$-approximation for $k$-center.
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1 INTRODUCTION

Clustering large data is a fundamental primitive extensively studied because of its numerous applications in a variety of areas of computer science and data science. It is a central type of problem in modern data analysis, including the fields of data mining, pattern recognition, machine learning, networking and social networks, and bioinformatics. In a typical clustering problem, the goal is to partition the input data into subsets (called clusters) such that the points assigned to the same cluster are “similar” to one another, and data points assigned to different clusters are “dissimilar”.

The most extensively studied clustering problems are $k$-means, $k$-median, $k$-center, various notions of hierarchical clustering, and also variants of these problems with some additional constraints (e.g., fairness or balance).

While originally the clustering problems have been studied in the context of classical sequential computation, most recently a large amount of research has been devoted to the non-sequential computational settings such as distributed and parallel computing, mainly because these are the only settings capable of performing computations in a reasonable time on large inputs, and because data is frequently collected on different sites and clustering needs to be performed in a distributed manner with low communication.

In this paper we consider one of the most fundamental clustering problems, the $k$-center problem, on the Massively Parallel Computation (MPC) model. MPC is a modern theoretical model of parallel computation, inspired by frameworks such as MapReduce [9], Hadoop [21], Dryad [17], and Spark [23]. Introduced just over a decade ago by Karloff et al. [18] (and later refined, e.g., in [1, 3, 8, 13]), the model has been the subject of an increasing quantity of fundamental research in recent years, becoming nowadays the standard theoretical parallel model of algorithmic study.

MPC is a parallel system with $m$ machines, each with $s$ words of local memory. (We also consider the global space $g$, which is the total space used across all machines, $g = s \cdot m$.) Computation takes place in synchronous rounds: in each round, each machine may perform arbitrary computation on its local memory, and then exchange messages with other machines. Each message is sent to a single machine specified by the machine sending the message. Machines must send and receive at most $s$ words each round. The messages are processed by recipients in the next round. At the end of the computation, machines collectively output the solution. The goal is to design an MPC algorithm that solves a given task in as few rounds as possible.

If the input is of size $n$, then one wants $s$ to be sublinear in $n$ (for if $s \geq n$ then a single machine can solve any problem without any communication, in a single round), and the total space across all the machines to be at least $n$ (in order for the input to fit onto the machines) and ideally not much larger. In this paper, we focus...
on the low-local-space MPC setting, where the local space of each machine is strongly sublinear in the input size, i.e., $s = O(n^\delta)$ for some arbitrarily constant $\delta \in (0, 1)$. This low-local-space regime is especially attractive because of its scalability. At the same time, this setting is particularly challenging in that it requires extensive inter-machine communication to solve clustering problems for the input data scattered over many machines.

In recent years we have seen a number of very efficient, often constant-time, parallel clustering algorithms that have been relying on a combination of a core-set and a “reduce-and-merge” approach. In this setting, one gradually filters the data set by typically reducing its size on every machine to $O(k)$, continuing until all the data can be stored on a single machine, at which point the problem is solved locally. Observe that this approach has an inherent bottleneck that requires that any machine must be able to store $\Omega(k)$ data points. Intuitively, this follows from the fact that if a machine sees $k$ data points that are all very far away from each other, it needs to keep track of all $k$ of them, for otherwise it might miss all the information about one of the clusters, which in turn could lead to a large miscalculation of the objective value. Similar arguments could be also used to argue that each machine needs to communicate $\Omega(k)$ points to the others (see [6] for a formalization of such intuition for a worst-case partition of points for $k$-median, $k$-means, and $k$-center problems, though the worst-case partition assumption means that this bound does not extend directly to MPC).

Because of that, most of the earlier clustering MPC algorithms, especially those working in a constant number of rounds (see, e.g., [11, 19]), require $\Omega(k)$ or even $\Omega(k \cdot n^{\Omega(1)})$ local space. Therefore in the setting considered in this paper, of MPC with local space per machine of $s = O(n^\delta)$, the approach described above cannot be applied when the number of clusters is large, when $k = \omega(s)$. This naturally leads to the main challenge in the design of clustering algorithms for MPC with low-local-space: how to efficiently partition the data into $k$ good quality clusters on an MPC with local space $s \ll k$. We believe that this setting is quantitatively different (and more challenging) from the setting when $k$ is smaller (or even comparable to) the amount of local space $s$.

In this paper, we focus on the $k$-center clustering problem, a standard, widely studied, and widely used formulation of metric clustering. The problem is given a set of $n$ input points, to find a subset of size $k$ of these points (called centers) such that that maximum distance of a point to its nearest center is minimized. Specifically, in this work, we focus on the case where $k \gg s$ and hence, when $k$ is quite large relative to $n$: one can think of these problem instances as “compressing” the input set of $n$ points into $k$ points. Very recently this problem has been addressed by Bateni et al. [2], who showed one can design an $O(\log \log n)$-round MPC algorithm, with local space $s = O(n^\delta)$ and global space $g = \tilde{O}(n^{1+\delta})$, that returns an $O(\log \log \log n)$-approximate solution with $k + o(k)$ centers. Our main result is an improved bound in the MPC model:

**Theorem 1.1 (Main result stated informally).** In $O(\log \log n)$ rounds on an MPC, we can compute an $O(\log^2 n)$ approximate solution to the $k$-centers problem using $k + o(k)$ centers.

The MPC has local space $s = O(n^\delta)$ and global space $g = \tilde{O}(n^{1+\delta})$ for any constant $\rho > 0$. The $n$ input points are in $\mathbb{R}^d$ for some constant $d$ and we assume that $k = \Omega(\log^2 n)$ for a suitable constant $c$. Our algorithm succeeds with high probability.

The algorithmic framework is based on a repeated application of locally sensitive sampling: sampling a set of “hub” points, assigning all other points to a nearby hub, and then adding new hubs to well-approximate the point set. We improve the approximation factor by a careful examination of the progress of clusters in some fixed optimal clustering over the course of the algorithm. Due to the depth of our iteration, clusters no longer satisfy certain properties with high probability, and carefully bounding the size of the clusters that fail to meet certain checks is an important challenge to overcome in our analysis. Additionally, we provide a more flexible guarantee on the global space, providing an accuracy parameter which can be set to reduce global space used at the expense of a larger approximation ratio (or vice versa). This is possible because of the way we implement locally-sensitive hashing (LSH) in MPC.

We believe our implementation of LSH in MPC could potentially see further applications, e.g., for other geometric problems.

### 1.1 Related work

There has been a large amount of work on various variants of the clustering problems (see, e.g., [22] for a survey of research until 2005), including some extensive study of the $k$-center clustering problem. The $k$-center problem is well known to be NP-hard and simple algorithms are known to achieve a 2-approximation [10, 12, 15]; this approximation ratio is tight unless $P = NP$ [16].

The study of clustering in the context of parallel computing is extremely well-motivated: as the size of typical data sets continue to increase, it becomes infeasible to store input data on a single machine, let alone iterate over it many times as greedy sequential algorithms require (see, e.g., [12]). It comes therefore as no surprise that there has been a considerable amount of work on $k$-center clustering algorithms in MPC. In particular, several constant-round, constant-approximation algorithms in the MPC setting were given recently for general metric $k$-center clustering, see, e.g., [5, 11, 19]. Much of this work used coresets or similar techniques to approximate the structure of the underlying data, naturally implying a requirement that the local space satisfies $s = \Omega(k)$ per machine and global space is $g = \Omega(nk)$ or $\Omega(n^\delta k^2)$ [5, 11, 19]. Specifically, Ene et al. [11] gave an $O(1)$ round 10-approximation MPC algorithm that uses local space $s = O(k^2 \log^2 n)$, Malkomes et al. [19] obtained a 2-round 4-approximation MPC algorithm with local space $s = \Omega(\sqrt{nk})$, and Ceccarello et al. [5] obtained a 2-round $(2 + \epsilon)$-approximation MPC algorithm that uses local space $s = O_{d,\epsilon}(\sqrt{nk})$ for the problem in metric spaces with doubling dimension $d$. As mentioned earlier, these algorithms are not scalable if $k$ is large relative to $n$ (for example, when $k = n^{1/3}$), making the case of large $k$ challenging. Furthermore, as argued by Bateni et al. [2], the case of large $k$ appears naturally in some applications of $k$-center clustering, including label propagation used in semi-supervised learning, or same-meaning query clustering for online advertisement or document search [20]. Unfortunately, we do not know of any

---

1 $\tilde{O}(f)$ hides a polynomial factor in $\log f$.

2 In particular, the constant in $O(\log^* n)$ of Theorem 1.1 depends on $\rho$. 
After addressing the case of large $k$, Bateni et al. [2] considered a relaxed version of $k$-center clustering for low dimensional Euclidean spaces with constant dimension. The goal of that work was to design a scalable MPC algorithm for the $k$-center clustering problem with a sublogarithmic number of rounds of computation, sublinear space per machine, and small global space. Bateni et al. [2] showed that in $(\log \log n)$ rounds on an MPC with $s = O(n^3)$, one can compute an $O(\log \log n)$-approximate solution to constant-dimension Euclidean $k$-center with $k(1 + o(1))$ centers. Their algorithm uses $\tilde{O}(n^{1+\delta} \cdot \log \Delta)$ global space. Bateni et al. [2] complemented their analysis by some empirical study to demonstrate that the designed algorithm performs well in practice.

Finally, in the related PRAM model of parallel computation Blelloch and Tangwonsan gave a $2$-approximation algorithm for $k$-center [4]. However, their algorithm requires $\Omega(n^2)$ processors and it is therefore difficult to translate the approach to our setting.

### 1.2 Technical contributions

Our main result in Theorem 1.1 is an extension of the approach developed in Bateni et al. [2] that significantly improves the quality of the approximation guarantee. To present these two results in the right context, we will briefly describe the main differences between these two works at a high level.

The approach of Bateni et al. [2] starts with the entire point set $P$ as a set of potential centers (solution), and refines it to $P = P_0 \supseteq \cdots \supseteq P_k$, until $|P_1| = k + o(k)$. The final set $P_1$ is reported as the output. It is not difficult to see that if we take an optimal clustering $C^*$ for $P$ (i.e., $C^*$ is the optimal solution to the $k$-center problem for $P$), then the number of potential centers in any cluster $C \in C^*$ reduces over rounds (that is, $|P_{i+1} \cap C| \leq |P_i \cap C|$). Let us define a cluster $C \in C^*$ to be irreducible from round $i$, if $i$ is the minimum index such that $|C \cap P_i| \leq 1$. Two central properties of the cluster refinement due to Bateni et al. [2] are that after $O(\log \log n)$ rounds the size of each cluster in $C^*$ reduces to $O(\log n)$, and that after that, the total number of the points in the reducible clusters in $C^*$ reduces after each round by a constant factor, implying that another $O(\log \log n)$ rounds suffice to ensure the desired number of centers (at most $k$ due to the reducible clusters and $o(k)$ due to the reducible clusters) and hence $\tau = O(\log \log n)$. This is then complemented by the analysis of the quality of the refinements which guarantees that each new refinement adds an additive term of $O(\text{opt})$ to the cost of the solution, giving in total a double logarithmic approximation ratio. They further gave a sketch of the analysis to get an approximation ratio of $O(\log \log \log n)$.

In our paper we substantially improve the approximation factor to $O(\log^2 n)$ by extending the framework in the following sense. We show that, after $O(\log \log n)$ rounds, the size of each cluster in $C^*$ reduces to $O(\log n)$ such that the refinement in each round adds an additive error of $O(\log \log \log n)$ to the cost of the solution. Then, we show that after additional $O(\log \log n)$ rounds, the sizes of almost all (but not all) clusters in $C^*$ reduce to $O(\log n)$ such that the refinement in each round adds an additive error of $O(\log \log \log n)$ to the cost of the solution. Next, we show that after another $O(\log \log \log n)$ rounds, the sizes of almost all clusters in $C^*$ reduce to a $\tilde{O}(\log \log \log n)$ such that the refinement in each round adds $O(\log \log \log \log n)$ to the cost of the solution, and so on. We continue this until the sizes of almost all clusters in $C^*$ reduce to $O(\log^2 n)$. Observe that the total number of rounds taken so far is bounded by $O(\log \log n)$, and we can argue that the current solution has an approximation ratio of $O(\log^2 n)$. An important challenge in analyzing this approach is that not all clusters satisfy these size guarantees with high probability. Indeed, we cannot obtain a high probability guarantee by cluster refinement relying on random sampling of the already small clusters; we can ensure only that most of the clusters are getting small. Let $C^{**} \subseteq C^*$ be the clusters that satisfy the reduction property as discussed above, that is, such that the number of points in each cluster of $C^{**}$ is bounded by $O(\log^2 n)$ currently. We argue that the total number of points in the reducible clusters in $C^{**}$ reduces by a constant factor after each successive round, adding an additive error of $O(\text{opt})$ each time. This implies that another $O(\log(\log^2 n))$ rounds are good enough to ensure that we have the desired number of centers at the end. To bound the total number of centers, we also need to show that the number of centers in clusters in $C^* \setminus C^{**}$ (that is, the set of clusters which fail to adhere to a size guarantee at some point during the algorithm) is bounded. Note that we cannot track which clusters succeed or fail (doing so would require us to know an optimal clustering), and so we use $C^*$ and $C^{**}$ only for the analysis. In summary, the approach sketched above will reduce the number of clusters to $k(1 + o(1))$, and will ensure that the total number of rounds spent by our algorithm is $O(\log \log n)$ and the approximation ratio of our solution is $O(\log^2 n)$. A more detailed overview is in Section 2.

Our approach relies heavily on the use of LSH (locality sensitive hashing), and we provide a flexible implementation of LSH in MPC which one can configure with an appropriate parameter $\rho$. Reducing the value of $\rho$ decreases the amount of global space used by the algorithm (global space used is $\tilde{O}(n^{1+\rho})$) while increasing the approximation ratio.

### 1.3 Notation and preliminaries

We now introduce the notation used through the paper.

First, we present the setting of the parameters of our MPC. The $k$-center algorithm in this paper works for any local space $s = O(n^3)$ for a constant $0 < \delta < 1$: the setting of $\delta$ has only a constant factor impact on the running time. Similarly, the MPC can have any global space $g = \tilde{O}(n^{1+\rho})$ for some constant $\rho > 0$: $\rho$ can be made arbitrarily small, and its setting has a constant factor impact on the approximation ratio. We sometimes refer to MPC with these choices of $s$ and $g$ simply as "MPC" in the rest of this paper.

Let us recall that certain operations, particularly sorting and prefix sum of $n$ elements, and broadcasting a value of size $< s$, can be computed deterministically in $O(1)$ rounds (see [13]).

The input to our problem is a set $P$ of $n$ points in $\mathbb{R}^d$, where $d$ is a constant, and an integer parameter $k < n$. We define $d(p, q)$ as the Euclidean distance between points $p$ and $q$ in $\mathbb{R}^d$. We generalize this notation to the distance between a point and a set: $d(p, S) := \min_{q \in S} d(p, q)$ is the minimum distance from $p$ to a point in $S$. We define $\text{Cost}(P, S) := \max_{p \in P} d(p, S)$ as the distance of the point in
which is "furthest away" from any point in $S$. Without loss of generality, we assume that the input set is re-scaled so that the minimum distance between any two points in $P$ is 1; then we let $\Delta$ to be the maximum distance between any two points in $P$.

We denote the set $\{1, \ldots, t\}$ by $[t]$ and $\log^{(i)} n := \log \ldots \log n$ the iterated logarithm of $n$. By convention $\log^{(0)} n := n$. The notations $\tilde{O}(f)$ and $\Theta(f)$ hide polynomial factors in $\log f$.

We now define formally the $k$-center clustering problem.

**Definition 1.2.** Let $P$ be a set of points in $\mathbb{R}^d$. A clustering $C$ of $P$ is a partition of $P$ into nonempty clusters $C_1, \ldots, C_t$. The radius of cluster $C_i$ is $\min_{x \in C_i} \max_{y \in C_i} d(x, y)$, and the cost of the clustering $C$ is the maximum of the radii of the clusters $C_1, \ldots, C_t$.

**Definition 1.3 (k-center clustering problem).** Let $k, n, d \in \mathbb{N}$ with $k \leq n$, and $P$ be a set of $n$ points in $\mathbb{R}^d$. The $k$-center problem for $P$ is to find a set $S \subseteq P$ such that $S^* = \arg \min_{S \subseteq P, |S|=k} \text{Cost}(P, S)$.

Moreover, $\text{Cost}(P, S^*)$ is defined as the (optimal) cost of the $k$-center problem for $P$.

We assume throughout the paper that $k > s$. However, our algorithms work as described provided that $k = \Omega((\log n)^3)$ for a suitable constant $c$ (which is also the main focus of the work).

**1.4 Our results — detailed bounds**

We now present in details the main result of this paper:

**Theorem 1.4 (Main result).** Let $P$ be any set of $n$ points in $\mathbb{R}^d$ and let $\text{opt}$ denote the optimal cost of the $k$-center clustering problem for $P$. There exists an MPC algorithm that in $O(\log \log n)$ rounds determines with high probability a set $T \subseteq P$ of $k + o(k)$ centers, such that $\text{Cost}(P, T) = O((\log n)^4) \cdot \text{opt}$. The MPC uses local space $s = O(n^3)$ and global space $g = O(n^{1+\delta} \log \log n)$.

Theorem 1.4 follows directly from a more general theorem.

**Theorem 1.5 (Generalization of Theorem 1.4).** Let $\alpha$ be an arbitrary integer, $1 \leq \alpha \leq \log^* n - c_0$ for some suitable constant $c_0$. Let $P$ be any set of $n$ points in $\mathbb{R}^d$ and let $\text{opt}$ denote the optimal cost of the $k$-center clustering problem for $P$. There exists an MPC algorithm that in $O(\log \log n)$ rounds determines with high probability a set $T \subseteq P$ of centers, such that $\text{Cost}(P, T) = O((\alpha + \log^{(\alpha+1)} n)) \cdot \text{opt}$ and $|T| \leq k \cdot \left(1 + \frac{1}{\Theta(\log^{(\alpha+1)} n)}\right) + \tilde{O}((\log n)^{2\alpha+1})$. The MPC uses local space $s = O(n^{2\alpha+4})$ and global space $g = \tilde{O}(n^{1+\delta} \log \log n)$.

Observe that in Theorem 1.5 we have $|T| = k + o(k)$, since we are assuming $k = \Theta((\log n)^{\delta})$ for some suitable constant $c$.

Let $c_0$ be the solution to the equation $\alpha = \log(\log^{(\alpha+1)} n)$; observe that $c_0 = \Theta(\log^* n)$. Then Theorem 1.4 is a corollary of Theorem 1.5 when we choose $\alpha = c_0$.

Theorem 1.5 can be seen as a fine-grained version of Theorem 1.4: as $\alpha$ increases the cost of the solution decreases and number of center increases (with the number of rounds always being $O(\log \log n)$). Therefore Theorem 1.5 is more amiable in practical scenarios in the following sense: $\alpha$ in Theorem 1.5 can be set to trade off between the quality of the solution and the number of centers in the solution. We would also like to highlight that the result of Bateni et al. [2] is a special case of Theorem 1.5 when $\alpha = 1$ and $\alpha = 2$ to obtain $O(\log \log n)$ and $O(\log \log \log \log n)$ approximation, respectively.

**1.5 Organization of the paper**

In Section 2 we give a proof of our main result predicated on the correctness of our main algorithm, and then give an overview of the subroutines which our main algorithm contains. In Section 3 we explain how LSH (locality-sensitive hashing) on MPC can be implemented to assign each point $p \in P$ to a hub in $H \subseteq P$ which is within a constant factor of the closest hub to $p$. In Sections 4 and 5 we prove critical properties of subroutines used in our main algorithm, and then in Section 6 we prove the correctness of our main algorithm. Finally, Section 7 contains some conclusions. Because of space constraints, missing proofs are deferred to the full version [7].
for the minimum \( r \) for which we get the number of centers equals to \( k + o(k) \). The details are in the full version \[7\].

### 2.1 Overview of the proof of Theorem 2.1

The idea to prove Theorem 2.1 is based on the framework which we call locally sensitive sampling. We generate a set \( H \subseteq P \) of points (called hubs) by sampling each point in \( P \) independently with a suitable probability, and assign all other points to one of the hubs based on its locality. Let \( B_h \) be the bag of the hub \( h \) — the set of points associated to a hub \( h \in H \). We run a variation of a well known greedy algorithm \[12\] (for \( k \)-center in the sequential setting) for each bag in parallel to find a set of intermediate centers \( C_h \) for hub \( h \) such that \( \text{Cost}(B_h, C_h) = O(r) \). We again repeat the procedure by setting \( \bigcup_{h \in H} C_h \) as the point set. We continue this process a particular number of times with a particular choice of probability and radius parameters, and report the centers, at that point of time, as the final solution.

This framework was recently used by Bateni et al. \[2\] to give an \( O(\log \log n) \)-round MPC algorithm with local space \( s = O(n^6) \) and global space \( g = \tilde{O}(n^{1+\rho} \cdot \log \Delta) \) in \( O(1) \) rounds. Nearest-Hub-Search uses locally sensitive hashing \[14\] and its implementation in MPC. For details on Nearest-Hub-Search, see Section 3.

**Sample-And-Solve** \((Q, p, r)\). Takes a set \( Q \) of at most \( n \) points, a sampling parameter \( p \), and a radius parameter \( r \). It produces some set of centers \( S \subseteq Q \) such that \( \text{Cost}(Q, S) = O(r) \). Importantly, this can be implemented in an MPC with local space \( s = O(n^6) \) and global space \( \tilde{O}(n^{1+\rho} \cdot \log \Delta) \) in \( O(1) \) rounds (Lemma 4.1) as, aside from using Nearest-Hub-Search to assign points to hubs, the computation is all done locally. **Sample-And-Solve** first samples each point in \( Q \) (independently) with probability \( p \) to be a set of sampled points called hubs. Then **Sample-And-Solve** calls Nearest-Hub-Search with input point set \( Q \) and hub set \( H \). After getting close \((q)\) for each \( q \in Q \setminus H \), **Sample-And-Solve** collects all points \( B_h \subseteq Q \) assigned to a hub \( h \in H \) (including hub \( h \)) and selects a set of centers \( C_h \) from \( B_h \) greedily using a variation of the sequential algorithm of \[12\], such that \( \text{Cost}(B_h, C_h) = O(r) \). Finally, the algorithm outputs \( S = \bigcup_{h \in H} C_h \). However, there is a difficulty to overcome: note that \( |B_h| \) may be \( o(n^6) \). So \( B_h \) may not fit into the local memory of a machine. We show that this can be handled by distributing the points in \( B_h \) into multiple machines, duplicating \( h \) across all such machines. See Section 4 for more details about **Sample-And-Solve**.

Algorithm **Sample-And-Solve** in our paper serves essentially the same purpose as the corresponding algorithm due to Bateni et al. \[2\]. The approximation guarantee and number of rounds performed are the same in both cases. However, the global space used by our algorithm **Sample-And-Solve** is more flexible in the following sense: reducing the value of \( \rho \) decreases the amount of global space used by the algorithm (global space used is \( O(n^{1+\rho} \cdot \log \Delta) \)) while increasing the approximation ratio.

**Uniform-Center** \((V_t, r, t)\). Takes a set \( V_t \) of at most \( n \) points, a radius parameter \( r \), and an additional parameter \( t \leq n \). It produces a set \( S \) of centers, by calling **Sample-And-Solve** \( t = O(\log \log t) \) times. \( S_{t-1} \) is the input to the \( i \)-th call and \( S_t \) is the output of the \( i \)-th call: overall we have \( S_0 = V_t \) and \( S_t = S \) (the output of Uniform-Center). The probability and radius parameters to the calls to **Sample-And-Solve** are set suitably. From the guarantees we have from **Sample-And-Solve**, we have the following guarantee for **Uniform-Center**: (i) it can be implemented in an MPC with local space \( s = O(n^6) \) and global space \( g = \tilde{O}(n^{1+\rho} \cdot \log \Delta) \) in \( O(\log \log t) \) rounds (Lemma 5.1), and (ii) \( \text{Cost}(V_t, S) = O(r \cdot t) = O(r \cdot \log \log t) \) (Lemma 5.2). **Uniform-Center** guarantees a reduction in cluster sizes in an optimal clustering in the following sense. Consider a fixed clustering \( C^* \) of \( V_t \) that has cost at most \( r \). For \( C \in C^* \) if \( |C \cap V_t| \leq t \), then \( |C \cap S| = O(\log t \cdot (\log \log t)^2) \), with probability at least \( 1 - \frac{1}{\log t} \). This is formally stated in Lemma 5.3: note that this ceases to be high probability when \( t = o(n) \). This guarantee on the size reduction plays a crucial role when proving the number of centers reported by **Ext-k-Center** in Section 6. For more details on **Uniform-Center**, see Section 5.

Our **Uniform-Center** is a full generalization of the analogous **Uniform-k-Center** in Bateni et al. \[2\]. In particular, **Uniform-k-Center** is a special case of our **Uniform-Center** when \( t = n \).

The constant inside \( O(\cdot) \) depends on \( \rho \).
This generalization plays a crucial role in the correctness of Ext-$k$-Center when we call Uniform-Center multiple times. Uniform-$k$-Center is not robust enough to be called from Ext-$k$-Center multiple times to achieve the desired result.

**Ext-$k$-Center.** The algorithm consists of two phases, where **Phase 1** consists of $\alpha$ subphases and **Phase 2** consists of $\beta = \Theta(\log((\alpha+1)n))$ subphases. In the $j$-th subphase of **Phase 1**, that is, in **Phase 1j**, Ext-$k$-Center calls Uniform-Center($T_{j-1}, r_{j-1}, t_{j-1}$), where $T_0 = P, r_0 = \frac{r}{\log \log n}, t_0 = n, t_1 = \Theta(\log(j)n)$, and $r_j = \frac{r}{\log \log n}$. Observe that the guarantees of Uniform-Center ensure the following:

(i) **Phase 1** can be implemented in an MPC with local space $s = O(n^3)$ and global space $g = \tilde{O}(n^{1+\beta} \log \Delta)$ in $\sum_j \log \log t_{j-1} = O(\log(n))$ rounds;

(ii) $\text{Cost}(T_{j-1}, T_j) = O(t_{j-1} \log \log t_{j-1}) = O(r)$ for each $j \in [\alpha]$. Hence, $\text{Cost}(P, T_{\alpha}) = O(ra)$.

Now consider **Phase 2** of Ext-$k$-Center.

In the $i$-th subphase of **Phase 2**, that is **Phase 2i**, Ext-$k$-Center calls Sample-And-Solve($T_{\alpha i-1}, \frac{1}{2}, r$), where $T = T_{\alpha i}$ is the final output of Ext-$k$-Center. From the guarantee of Sample-And-Solve, we have

(i) **Phase 2** can be implemented in an MPC with local space $s = O(n^3)$ and global space $g = \tilde{O}(n^{1+\beta} \log \Delta)$ in $\sum_j \log \log t_{j-1} = O(\log(n))$ rounds;

(ii) $\text{Cost}(T_{\alpha i-1}, T_{\alpha i}) = O(r)$ for each $i \in [\beta]$. Hence, $\text{Cost}(P, T) = \text{Cost}(P, T_{\alpha \beta}) = \text{Cost}(P, T_{\alpha}) + O(\beta r) = O(r \cdot (\alpha + \log((\alpha+1)n)))$.

Combining the guarantees concerning the round complexity, global space and approximation guarantee of **Phase 1** and **Phase 2**, we get the claimed guarantees on round complexity, global space and approximation guarantees in Theorem 2.1 (see Lemma 6.1 for round and global space guarantee and Lemma 6.2 for the guarantee on approximation factor).

Now, we discuss how we bound the number of centers that Ext-$k$-Center outputs, that is, $|C|$. Consider an optimal clustering $C^*$ of $P$ with cost at most $r$. A cluster $C \in C^*$ is said to be active (after **Phase 1**) if $|C \cap T_j| \leq t_j$ for each $j \leq \alpha$. We say $C$ is inactive, otherwise. Using the guarantee given by Uniform-Center assuming the reduction in cluster sizes, we can show that the total number of centers in $T_{\alpha}$, that is in inactive clusters, is $O\left(\frac{|C^*| \cdot \log(n)}{\log((\alpha+1)n)}\right)$, with probability at least $1 - \sum_{i=1}^{\alpha} \frac{1}{\log((\alpha+1)n)}$ (see Lemma 6.6). Note that $T_{\alpha}$ denotes the set of intermediate centers we have after **Phase 1**. So, for any cluster $C \in C^*$ that is active after **Phase 1**, it satisfies $|C \cap T_{\alpha}| \leq t_{\alpha} = \Theta(\log(\alpha)n)$. That is, with probability at least $1 - \sum_{i=1}^{\alpha} \frac{1}{\log((\alpha+1)n)}$, we have the following:

$$|T_{\alpha}| \leq |C^*| \cdot t_{\alpha} + O\left(\frac{|C^*|}{(\log(\alpha)n)\log(1)}\right).$$

We define an active cluster $C \in C^*$ is $i$-large if $|C \cap T_{\alpha i-1}| \geq 2$. We show that the total number of intermediate centers in any large clusters reduces by a constant factor in **Phase 2**, with probability at least $1 - \frac{1}{t_{\alpha i-1}}$. Note that the total number of intermediate centers in all active large clusters, just before **Phase 2**, is at most $|C^*| \cdot t_{\alpha} = |C^*| \cdot \Theta(\log(\alpha)n)$, and we are executing $\beta = \Theta(\log((\alpha+1)n))$ many sub-phases in **Phase 2**. We can show that the total number of centers in the active large clusters, after **Phase 2**, is at most $|C^*| \cdot t_{\alpha} + \Theta(\log(\alpha)n)^3$, with probability at least $1 - \frac{1}{t_{\alpha i-1}^3}$ (Lemma 6.7). Combined with the fact the number of active small clusters can be at most $|C^*|$ with the bound on number of inactive clusters in **Phase 2**, we have the desired bound on $|C|$. Full details of Ext-$k$-Center and its analysis are presented in Section 6.

## 3 NEAREST HUB SEARCH

Recall that our Nearest-Hub-Search algorithm takes a set $Q$ of points and a set $H \subseteq Q$ of hubs. For each $q \in (Q \setminus H)$, we want to find a hub $h \in H$ such that the distance between $q$ and $h$ is only a constant-factor more than the distance between $q$ and the closest hub to $q$ in $H$: informally, $h$ is “almost” the closest hub to $q$ in $H$.

In this section, we use locally sensitive hashing (LSH) [14] to implement algorithm Nearest-Hub-Search ($Q, H$) on MPC. Our implementation of locally sensitive hashing is parameterizable: by setting the parameter $\rho$ appropriately, one can reduce the global space while increase the approximation ratio, or vice versa.

First, we begin by recalling the definition of locally sensitive hashing, introduced in [14]:

**Definition 3.1 (Locally sensitive hashing)**. Let $r \in \mathbb{R}^+$, $c > 1$ and $p_1, p_2 \in (0, 1)$ be such that $p_1 > p_2$. A hash family $\mathcal{H} = \{h : \mathbb{R}^d \rightarrow \mathbb{U}\}$ is said to be a $(r, cr, p_1, p_2)$-LSH family if for all $x, y \in \mathbb{R}^d$ the following hold:

- If $d(x, y) \leq r$, then $P_{h \in \mathcal{H}}(h(x) = h(y)) \geq p_1$;
- If $d(x, y) \geq cr$, then $P_{h \in \mathcal{H}}(h(x) = h(y)) \leq p_2$.

Consider the following proposition that talks about the existence of a particular hash family, which will be useful to describe and analyze Nearest-Hub-Search ($Q, H$) in Algorithm 1.

**Proposition 3.2 ([14]).** Let $r, n \in \mathbb{N}$ and $\rho \in (0, 1)$. There exists a $(r, cr, (1/n)^\rho, 1/n)$-LSH family, where $c_\rho$ is a constant depending only on $\rho$.

In Nearest-Hub-Search ($Q, H$), $Q$ is a set of at most $n$ points and $H \subseteq Q$ is the set of hubs. Our objective is to find a hub for each point which is at most some constant factor further away than the nearest hub, rather than finding the hub which is the closest. We do this by making $\log \Delta$ guesses about the distance to the nearest hub, and for each guess trying to find a hub within that distance.

For our $\log \Delta$ guesses for $r$ (the distance to the closest hub), we take (independently and uniformly at random) $L = \Theta(n^\rho)$ many hash functions from a $(r, cr, (1/n)^\rho, 1/n)$-LSH family and use them to hash all the points, including the hubs. Then we gather all points with the same hash value on consecutive machines. We then need to find, for each point, a hub that is close to it. This is difficult if the number of hubs mapped to a given hash value is large: if $h$
hubs and \( m \) points are mapped to the same hash value, then we have to perform \( h \cdot m \) distance checks, which is potentially prohibitive if \( h \cdot m > s \). To overcome this we show that, if many hubs are mapped to the same hash-value, we are able to discard all but a constant number of them, and retain for each point a hub that is within a constant factor of the distance of the closest hub. This works because of the choice of our hash function and by the definition of LSH. The full algorithm \textsc{Nearest-Hub-Search} \((Q, H)\) is described in Algorithm 1, and its correctness is proved in Lemma 3.3.

**Lemma 3.3 (Nearest hub search).** Let \( Q \) be a set of at most \( n \) points in \( \mathbb{R}^d \), \( H \subseteq Q \) denote the set of hubs, and \( c_p \) be a suitable constant depending on \( p \). There exists an MPC algorithm \textsc{Nearest-Hub-Search} \((Q, H)\) (as described in Algorithm 1) that with high probability, in \( O(1) \) rounds, for all \( q \in Q \setminus H \), finds a hub \( \text{close}(q) \in H \) such that \( d(q, \text{close}(q)) < 2c_p \cdot d(q, H) \). The MPC uses local space \( s = O(n^6) \) and global space \( g = O(n^{1+p} \cdot \log^2 n \cdot \log \Delta) \).

**Algorithm 1: Nearest-Hub-Search \((Q, H)\)**

**Input:** A set \( Q \) of at most \( n \) points and a set of hubs \( H \subseteq Q \).

**Output:** For each point in \( Q \), report \( \text{close}(p) \in H \) such that \( d(p, \text{close}(p)) \leq 2c_p \cdot d(p, H) \), where \( c_p \) is a suitable constant depending only on \( p \).

1. begin
2. for \((i = 1 \text{ to } I) = \Theta(\log n)\) do
3. for \((j = 0 \text{ to } \log \Delta)\) do
4. Set \( r = 2^j \)
5. Take \( L = \Theta(n^p) \) many hash function \( f_1, \ldots, f_L \) (independently and uniformly at random) from a \((r, c_p, r, (1/n)^p, 1/n)\)-LSH family.
6. for \((\ell = 1 \text{ to } L)\) do
7. Determine \( f_j(q) \) for each \( q \in Q \).
8. Find the distance of each \( q \in Q \) with at most a constant (say 10) number of hubs \( h \in H \) such that \( f_j(q) = f_j(h) \). If we get such a \( h \in H \) such that \( d(q, h) \leq c_p \cdot r \), then we set \( \text{close}^{i \cdot j}(q) = h \) and null otherwise.
9. Set \( \text{close}^{i \cdot j}(q) = \text{null} \) if \( \text{close}^{i \cdot j}(q) = \text{null} \) for all \( \ell \in [L] \). Otherwise, set \( \text{close}^{i \cdot j}(q) = \text{close}^{(i - 1) \cdot j}(q) \) for some \( \ell \in L \).
10. end
11. Set \( \text{close}(q) = \text{null} \) if \( \text{close}^{i \cdot j}(q) = \text{null} \) for all \( j \in [\log \Delta] \). Otherwise, \( \text{close}(q) = \text{close}^{j \cdot j}(q) \) such that \( j^* \) is minimum among all \( j \) for which \( \text{close}^{j \cdot j}(q) \) is not null.
12. end
13. If there exists a \( q \in Q \) such that \( \text{close}(q) \) is null for all \( i \in [\log n] \), then report \text{Fail}.
14. Otherwise, set \( \text{close}(q) = \text{close}(q) \) for some \( i \in I \).
15. end

From Algorithm 1, note that we repeat a procedure (lines 3–12) that find an almost closest hub with probability \( 2/3 \) \( I = \Theta(\log n) \) times, and report the output we get from any of the instances. Consider Lemma 3.4, that says that, in \textsc{Nearest-Hub-Search} each point \( q \in Q \) finds \( \text{close}(q) \in H \) satisfying the required property with high probability. This will immediately imply the correctness of Lemma 3.3. We discuss the MPC implementation of \textsc{Nearest-Hub-Search} in the full version [7].

Note that \( \text{close}(q) \) (which is either null or a point in \( H \) such that \( d(q, \text{close}(q)) = O(d(q, H)) \)) denotes the output of \textsc{Nearest-Hub-Search} for point \( q \in Q \) \( H \) and the instance \( i \) in.

**Lemma 3.4.** For a particular \( q \in Q \setminus H \) and \( i \in I \), \( \text{close}(q) \in H \) is not null and \( d(q, \text{close}(q)) \leq 2c_p \cdot d(q, H) \), with probability at least \( 2/3 \).

Now, consider the way \textsc{Nearest-Hub-Search} sets the value of \( \text{close}(q) \) in lines 14–15 from \( \text{close}(q) \)'s. By Lemma 3.4, we have \( \text{close}(q) \) such that it is not null and \( d(q, \text{close}(q)) \leq 2c_p \cdot d(q, H) \) with probability at least \( 1 - \frac{1}{2^\log \Delta} \). This is because \( I = \Theta(\log n) \).

Applying the union bound over all points in \( Q \setminus H \), we see that Lemma 3.3 is implied by Lemma 3.4, except the details of MPC implementation (which is discussed in the full version [7]).

### 4 SAMPLE AND SOLVE

In this section, we describe \textsc{Sample-And-Solve} \((Q, p, r)\), which is a subroutine in \textsc{Uniform-Center} and \textsc{Ext-k-Center} in Sections 5 and 6, respectively. \textsc{Sample-And-Solve} \((Q, p, r)\) takes a set \( Q \) of at most \( n \) points, a sampling parameter \( p \), and a radius parameter \( r \), it relies on \textsc{Nearest-Hub-Search} discussed in Section 3, and produces a set of centers \( S \subseteq Q \) such that \( \text{Cost}(Q, S) = O(r) \).

**Algorithm 2: Greedy \((R, h, r)\)**

**Input:** Set \( R \) of at most \( n \) points; radius parameter \( r \in \mathbb{R}^+ \).

**Output:** A set \( G \subseteq R \) of centers.

1. begin
2. Set \( G \leftarrow \{h\} \).
3. while \( (\exists \ x \in R \text{ with } d(x, G) = \min_{y \in G} d(x, y) > 4c_p r) \) do
4. // Here \( c_p \) is the constant as in Lemma 3.3.
5. Let \( x \in R \) be the point furthest from \( G \); add \( x \) to \( G \).
6. end
7. Report the set \( G \) of centers.
8. end

\textsc{Sample-And-Solve} \((Q, p, r)\) calls algorithm \textsc{Greedy} \((R, h, r)\) as a subroutine, which produces a set of centers \( G \subseteq R \) such that \( \text{Cost}(R, G) = O(r) \). \textsc{Greedy} \((R, h, r)\) is a variation of a classic 2-approximation algorithm for \( k \)-center in the sequential setting [12]. In \textsc{Sample-And-Solve} \((Q, p, r)\), the idea is to sample each point in \( Q \) (independently) with probability \( p \) to form a set of hubs \( H \). Then each point \( q \in Q \) will be assigned to some hub \( h \in H \) by using \textsc{Nearest-Hub-Search} (as described in Algorithm 1). For \( h \in H \), let \( B_h \) be the set of points assigned to \( h \) (including \( h \) itself). We run \textsc{Greedy} for the points in \( B_h \), to produce a set of centers \( S_h \) \( S_h \) is the output reported by \textsc{Sample-And-Solve}. There are other technicalities - \( |B_h| \) may be much larger than \( s \). In that case, we distribute the points in \( B_h \setminus \{h\} \) across a number of machines,
Algorithm 3: SAMPLE-AND-SOLVE (Q, p, r)

Input: Set Q of at most n points; probability parameter p ∈ (0, 1); radius parameter r ∈ R^+.
Output: A set S ⊆ Q of centers.
begin
1  if \( |Q| \leq s = O(n^\delta) \) then
2    Call Greedy(Q, q, r) for some arbitrary q ∈ Q, and report the set of centers output by it as S.
end
4  Sample each point in Q independently with probability p. Points which are sampled form the set of hubs H.
6  If H = ∅, report FAIL.
7  For each point q in Q, assign it to the closest hub in H by calling Nearest-Hub-Search(Q, H, p). We call the set of points assigned to a hub h ∈ H the bag corresponding to h, and denote it as B_h. Note that B_h includes h.
9  for (each h ∈ H) do
11    if \( |B_h| \leq s \) then
12      Collect B_h on a single machine.
13      \( S_h \leftarrow \text{Greedy}(B_h, h, r) \).
14    else
15      Form bags \( B_{h_1}, \ldots, B_{h_w} \), keeping h in every \( B_{h_i} \) (i ∈ [w]) and putting other point in \( B_h \setminus \{h\} \) into exactly one of the \( B_{h_i}s \), such that \( |B_{h_i}| \leq s = O(n^\delta) \) for each i ∈ [w].
17      \( S_h \leftarrow \text{Greedy}(B_{h_i}, h, r) \), where i ∈ [w].
18  end
19  end
20
21 Report set of centers \( S = \bigcup_{h \in H} S_h \).
end

but we send h to each machine, ensuring that the total number of points assigned to a machine (including h) is less than s—and then we apply Greedy to the points on each of these machines.

The formal algorithm for SAMPLE-AND-SOLVE is presented in Algorithm 3. The approximation guarantee, round complexity and space complexity of SAMPLE-AND-SOLVE are stated in Lemma 4.1. An additional property of SAMPLE-AND-SOLVE is stated in Lemma 4.3 which will be useful in both Section 5 and Section 6.

Lemma 4.1 (Approximation guarantee, round complexity and space complexity of SAMPLE-AND-SOLVE). Consider SAMPLE-AND-SOLVE (Q, p, r), as described in Algorithm 3. With probability at least \( 1 - \min \left\{ e^{-\Omega(p \cdot n^\delta)}, \frac{1}{n^{10}} \right\} \), it does not report FAIL, and moreover:
1. It produces a set of centers \( S \subseteq Q \) such that \( \text{Cost}(Q, S) \leq 4\rho \cdot r = O(r) \), where \( \rho \) is the constant as in Lemma 3.3.
2. It takes \( O(1) \) MPC rounds with local space \( s = O(n^\delta) \) and global space \( g = \tilde{O}(n^{1+\rho} \cdot \log \Delta) \).

Remark 4.2. We call SAMPLE-AND-SOLVE from UNIFORM-CENTER (Algorithm 4) with probability parameter p = \( \Omega \left( \frac{\log n}{n^\rho} \right) \). Therefore, the success probability of SAMPLE-AND-SOLVE in our case is always at least \( 1 - \frac{1}{n^{10}} \).

Lemma 4.3 (An additional guarantee of SAMPLE-AND-SOLVE). Let \( C \in Q \) be a clustering of Q having cost at most r. Then, with high probability, the following holds for any \( C \in C_r \): if at least one hub is selected from \( C \), then no further point in \( C \setminus H \) is selected as a center, that is, \( |S \cap C| = |H \cap C| \).

5 UNIFORM CENTER ALGORITHM

In this section, we describe UNIFORM-CENTER (V, r, t), which iteratively refines a set of centers to a smaller set of centers, by calling SAMPLE-AND-SOLVE on a quadratically-increasing probability schedule. It calls SAMPLE-AND-SOLVE \( \Theta(\log \log t) \) times. The i-th call to SAMPLE-AND-SOLVE is SAMPLE-AND-SOLVE (\( S_{i-1}, p_{i-1}, r \)) (in particular); it produces a set \( S_i \subseteq S_{i-1} \) of centers as the output, where \( S_0 = V \) and the probability parameters are suitably set. The algorithm is given in Algorithm 4; the round complexity, space complexity and approximation guarantee are given in Lemmas 5.1 and 5.2 — they follow from the guarantees we have for SAMPLE-AND-SOLVE in Lemma 4.1 and the fact that UNIFORM-CENTER (V, r, t) calls SAMPLE-AND-SOLVE \( O(\log \log t) \) times. UNIFORM-CENTER has an additional guarantee (see Lemma 5.3) relating to the reduction of cluster sizes. This plays a crucial role in proving the correctness of EXT-k-CENTER in Section 6. In particular it helps to bound the number of centers output by EXT-k-CENTER.

Algorithm 4: UNIFORM-CENTER (V, r, t)

Input: A set of points V of at most n points, a radius parameter \( r \in R^+ \), and an additional parameter \( t \leq n \).
Output: A set \( S \subseteq V \) of centers.
begin
2  \( \rho_0 = O \left( \frac{\log n}{n^\rho} \right) \), \( s_0 = t \), and \( S_0 \leftarrow V \).
3  for \( i = 1 \) to \( \tau = O(\log \log t) \) do
4    \( S_i \leftarrow \text{SAMPLE-AND-SOLVE} \left( S_{i-1}, p_{i-1}, r \right) \).
5    \( s_i \leftarrow \sqrt{s_{i-1}} \) and \( p_i = \frac{1}{s_i} \).
6  end
7  Report \( S = S_\tau \).
end

Lemma 5.1 (Round complexity and global space of UNIFORM-CENTER). Consider UNIFORM-CENTER (V, r, t), as described in Algorithm 4. The number of rounds taken by the algorithm is \( O(\log \log t) \) and the global space used by the algorithm is \( g = \tilde{O}(n^{1+\rho} \cdot \log \Delta) \).

Lemma 5.2 (Approximation guarantee of UNIFORM-CENTER). Consider UNIFORM-CENTER (V, r, t) as described in Algorithm 4. It produces output S such that \( \text{Cost}(V, S) = O(r \cdot \log \log t) \).

Lemma 5.3 (Reduction in cluster sizes). Consider UNIFORM-CENTER (V, r, t) as described in Algorithm 4, and a fixed clustering
$C_r$ of $V_t$ that has cost $r$. It produces output $S \subseteq V_t$ such that the following holds for any $C \in C_r^t$: if $|C \cap V_t| \leq t$, then with probability at least $1 - \frac{1}{4^{|C_r^t|}}$, we have $|C \cap S| = O \left( \log t \cdot (\log \log t)^2 \right)$.

Proof. Let $b_t = (1 + \eta)^{|S_t|} \log t \cdot (\log \log t)^2$, where $i$ is an non-negative integer and $\eta = \Theta \left( \frac{1}{\log \log t} \right)$. Observe that

$$b_{t-1} = (1 + \eta)^{t-1} s_{t-1} \log t \cdot (\log \log t)^2 = O \left( \log t \cdot (\log \log t)^2 \right).$$

Using induction on $i (i \in \mathbb{N})$, we will show that $|C \cap S_t| \leq b_{t-1}$ for each $i$ with $1 \leq i \leq t$, with probability at least $1 - \frac{1}{4^{|C_r^t|}}$. This will imply the desired result as $S_t$ is the output after the $i$-th iteration, and $S = S_t$. Hence, $|C \cap S| \leq b_{t-1} = O \left( \log t \cdot (\log \log t)^2 \right)$.

For $i = 1$,

$$|C \cap S_1| \leq |C \cap S_0| = |C \cap V_t| \leq t \leq b_0.$$  

The first inequality follows as $S_1 \subseteq S_0$; the second equality follows as $S_0 = V_t$; the third inequality follows from the given condition that $|C \cap V_t| \leq t$; and the fourth one holds by the definition of $b_0$.

Suppose the statement holds for each $i$ with $1 \leq i \leq t - 1$, that is, $|C \cap S_i| \leq b_{t-1}$ for each $i$ with $1 \leq i \leq t - 1$. Now we argue for $i = t$. If $|C \cap S_{t-1}| \leq b_{t-1}$, then $|C \cap S_t| \leq b_{t-1}$, as $S_t \subseteq S_{t-1}$. So, let us assume that $|C \cap S_{t-1}| > b_{t-1}$.

Consider the $t$-th iteration of Uniform-Center: it calls algorithm SAMPLE-AND-SOLVE($S_{t-1}, p_{t-1}, \tau$), and produces $S_t$ as the set of intermediate centers. Let $H_t \subseteq S_t$ be the set of hubs sampled in the call of SAMPLE-AND-SOLVE($S_{t-1}, p_{t-1}, \tau$), where each point in $S_{t-1}$ (independently) included in $H_t$ with probability $p_{t-1}$.

Before proceeding, we make two observations:

**Observation 5.4.** The probability, that at least one point from $C \cap S_{t-1}$ is in $H_t$, is at least $1 - \frac{1}{4^{|C_r^t|}}$.

Proof. The probability, that no point in $C \cap S_{t-1}$ ($|C \cap S_{t-1}| > b_{t-1}$) is included in $H_t$, is at most

$$(1 - p_{t-1})^{b_{t-1}} = \left(1 - \frac{1}{s_{t-1}}\right)^{b_{t-1}} \leq \frac{1}{t^{\Omega(1)}}.$$  

Here, we have used that $b_{t-1} = (1 + \eta)^{t-1} s_{t-1} \log t \cdot (\log \log t)^2$.  

**Observation 5.5.** With probability at least $1 - \frac{1}{4^{|C_r^t|}}$, the number of points in $C \cap S_{t-1}$ that are in $H_t$ is at most $|C \cap S_{t-1}| \cdot \frac{1}{s_{t-1}}$.

Proof. By induction hypothesis, $|C \cap S_{t-1}| \leq b_{t-2}$. The expected number of points of $C \cap S_{t-1}$ that are in $H_t$ is

$$|C \cap S_{t-1}| \cdot \frac{1}{s_{t-1}} \leq \frac{b_{t-2}}{s_{t-1}} = \frac{(1 + \eta)^{t-2} s_{t-2} \log t \cdot (\log \log t)^2}{s_{t-1}} = \frac{(1 + \eta)^{t-2} s_{t-2} \log t \cdot (\log \log t)^2}{s_{t-1}} = \mu.$$  

By using Chernoff bound, the probability, that the number of points of $C \cap S_{t-1}$ that are in $H_t$ is more than $(1 + \eta) \mu = b_{t-1}$, is at most $e^{-\frac{\mu}{2^{\mu}}} \leq \frac{1}{4^{|C_r^t|}}$.

Observations 5.4 and 5.5, along with Lemma 4.3, give us that $|C \cap S_t| = |H_t| \leq b_{t-1}$ with probability at least $1 - \frac{1}{4^{|C_r^t|}}$.

6 THE MAIN ALGORITHM

In this section, we present our main algorithm Ext-$k$-CENTER. Recall the overall description of Ext-$k$-CENTER in Section 2. Ext-$k$-CENTER has two phases. In Phase 1, it calls Uniform-Center-$\alpha$, times, and in Phase 2, it calls Sample-And-Solve $\beta$ times, where $\alpha$ is the input precision parameter and $\beta = \Theta(\log (\alpha + 1) n)$. The formal algorithm is described in Algorithm 5. We prove the round complexity and space complexity of Ext-$k$-Center in Lemma 6.1, the approximation guarantee in Lemma 6.2 and the bound on the number of centers in Lemma 6.3.

**Algorithm 5:** Ext-$k$-Center ($P, \rho$)

**Input:** Set $P$ of $n$ points; tradeoff parameter $\alpha$; radius parameter $\rho \in \mathbb{R}^+$.

**Output:** A set $T \subseteq P$ of centers.

1. **begin**
2. **Phase 1:**
3. $T_0 \leftarrow P$, $t_0 = n$, and $r_0 = \log \log n$.
4. for $(j = 1 \to \alpha)$ do
5. **Phase 1:**
6. $T_j \leftarrow$ Uniform-Center($T_{j-1}$, $r_{j-1}$, $t_{j-1}$).
7. $t_j = \Theta(\log t_{j-1} \cdot (\log \log t_{j-1})^{\frac{3}{2}})$,
   // Note that $t_j = \Theta(\log t_{j-1} = \Theta(\log (\alpha + 1) n)$.
8. $r_j = r \cdot \log \log t_j$.
9. **end**
10. **Phase 2:**
11. for $(i = 1 \to \beta = \Theta(\log (\alpha + 1) n))$ do
12. **Phase 2:**
13. $T_{\alpha+i} \leftarrow$ Sample-And-Solve($T_{\alpha+i-1}$, $\frac{1}{2}, \rho$).
14. **end**
15. Report $T = T_{\alpha+i}$.
17. **end**

**Lemma 6.1** (Round complexity and global space of Ext-$k$-Center).
Consider Ext-$k$-Center $(P, \tau)$, as described in Algorithm 5. The number of rounds taken by the algorithm is $O(\log \log n)$ and the global space used by the algorithm is $g = O(n^{3/2} \cdot \log \Delta)$.

**Lemma 6.2** (Approximation guarantee of Ext-$k$-Center). Let us consider Ext-$k$-Center $(P, \tau)$ as described in Algorithm 5. It produces output $T \subseteq P$ such that $\text{Cost}(P, T) = O(r \cdot (\alpha + \log (\alpha + 1) n))$.

Proof. Observe that

$$\text{Cost}(P, T) = \text{Cost}(T_0, T_{\alpha+\beta}) \leq \text{Cost}(T_0, T_\alpha) + \text{Cost}(T_\alpha, T_{\alpha+\beta})$$

It therefore suffices to show that $\text{Cost}(T_0, T_\alpha)$ and $\text{Cost}(T_\alpha, T_{\alpha+\beta})$ are bounded by $O(\tau r)$ and $O(r \cdot \log (\alpha + 1) n)$, respectively.

For any $j$ with $1 \leq j \leq \alpha$, note that Ext-$k$-Center $(P, \tau)$ calls Uniform-Center($T_{j-1}$, $r_{j-1}$, $t_{j-1}$) in Phase 1 and produces $T_j$ as the output. So, by Lemma 5.2, Cost($T_{j-1}$, $T_j$) = $O(r_{j-1} \cdot \log t_{j-1})$, which is $O(r)$. Hence,  

$$\text{Cost}(T_0, T_\alpha) \leq \sum_{j=1}^{\alpha} \text{Cost}(T_{j-1}, T_j) = \alpha \cdot O(r) = O(r \cdot \alpha)$$
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For any $i$ with $1 \leq i \leq \beta$, note that Ext-\text{k-Center} $(P, r)$ calls Sample-And-Solve $(T_{\alpha i-1}, 1/2, r)$ in Phase 2.i and produces $T_{\alpha i}$ as the output. So, by Lemma 4.1 (i), Cost $(T_{\alpha i-1}, T_{\alpha i}) = O(r)$. Hence, as $\beta = \Theta(\log(\alpha+1) n)$,

$$\text{Cost}(T_{\alpha}, T_{\alpha+1}) \leq \sum_{i=1}^{\beta} \text{Cost}(T_{\alpha i-1}, T_{\alpha i}) = O(r \cdot \log(\alpha+1) n).$$

**Lemma 6.3** (Number of centers reported by Ext-\text{k-Center}). Consider Ext-\text{k-Center} $(P, r)$ as described in Algorithm 5. It produces output $T$ such that, with probability at least $1 - \frac{1}{(\log(\alpha+1)) n^{1/10}}$,

$$|T| \leq |C_r| \left(1 + \frac{1}{\Theta(\log(\alpha) n)}\right)\Theta((\log(\alpha) n)^3).$$

Here, $C_r$ is a clustering of $P$ that has the minimum number of centers among all possible clustering of $P$ with cost at most $r$ such that $|C_r| = \Omega((\log n)^2)$, where $c$ is a suitable constant.

Now, we introduce the notion of active and inactive clusters in the following definition, which is useful in proving Lemma 6.3. Inactive clusters are clusters which, at some point during Phase 1, fail to reduce in size sufficiently. After the sub-phase during which they fail to reduce in size sufficiently, we assume that they never reduce in size again (since this is the worst case). We are then able to bound the total number of centers in inactive clusters (Lemma 6.6). Active clusters, by contrast, always reduce in size as we expect: the number of centers in active clusters is therefore easy to bound.

**Definition 6.4.** Let $C_r$ be an optimal clustering with cost at most $r$. For each $C \in C_r$ and $j$ with $1 \leq j \leq \alpha$, we say $C$ is inactive in Phase 1.j if $|C \cap T_{\alpha i}| > t_j$ for some $i$ with $1 \leq i < j$. Otherwise, if $|C \cap T_{\alpha i}| \leq t_j$ for every $i$ with $1 \leq i < j$, $C$ is called active in Phase 1.j.

Let $C'_r \subseteq C_r$ be the set of clusters that are active after Phase 1, that is, Phase 1.$\alpha$. By the definition of active clusters, for each $C \in C'_r$, $|C \cap T_{\alpha}| \leq t_{\alpha}$. Note that Ext-\text{k-Center} goes over $\beta$ sub-phases in Phase 2. In Phase 2.i, we call Sample-And-Solve $(T_{\alpha i-1}, 1/2, r)$, and get $T_{\alpha i}$ as the intermediate centers. For $0 \leq i \leq \beta$, a cluster $C \in C'_r$ is said to be $i$-large if $|C \cap T_{\alpha i}| \geq 2$. Let $Y_i \subseteq C'_r$ denote the set of $i$-large clusters, and let $Y_\alpha$ denote the total number of points that are in $i$-large clusters, that is, $Y_i = \sum_{C \in T_{\alpha i}} |C \cap T_{\alpha i}|$.

Note that, in Lemma 6.3, we want to bound the number of centers in $T = T_{\alpha i}$. We first observe that $|T|$ can be expressed as the sum of three quantities:

**Observation 6.5.** $|T| = |T_{\alpha i}| = |C_r| + Y_\alpha + \sum_{C \in C_r \setminus C'_r} |C \cap T_{\alpha}|$.

**Proof.** Observe that since $T_{\alpha i} \subseteq T_{\alpha}$, we obtain,

$$T_{\alpha i} = \sum_{C \in C_r \setminus C'_r} |C \cap T_{\alpha i}| + \sum_{C \in C'_r} |C \cap T_{\alpha i}|$$

$$\leq \sum_{C \in C_r \setminus C'_r} |C \cap T_{\alpha}| + \sum_{C \in C'_r} |C \cap T_{\alpha}|.$$

To bound the second inequality by $|C_r| + Y_\alpha$, observe that

$$\sum_{C \in C_r \setminus C'_r} |C \cap T_{\alpha i}| = \sum_{C \in C_r \setminus C'_r} |C \cap T_{\alpha} + \sum_{C \in C'_r} |C \cap T_{\alpha} + |C \cap T_{\alpha i}| = \sum_{C \in C_r \setminus C'_r} |C \cap T_{\alpha} + \sum_{C \in C'_r} |C \cap T_{\alpha} + \sum_{C \in C_r \setminus C'_r} |C \cap T_{\alpha}| + \sum_{C \in C'_r} |C \cap T_{\alpha} + \sum_{C \in C_r \setminus C'_r} |C \cap T_{\alpha}| = \sum_{C \in C_r \setminus C'_r} |C \cap T_{\alpha}| + \sum_{C \in C'_r} |C \cap T_{\alpha}| = |C_r| + Y_\alpha.$$
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