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Significance

For decades, psychologists have 
studied attitudes with the goal of 
developing better techniques for 
measuring and predicting them. 
Here, we examine how large 
natural language datasets can be 
used to predict people’s implicit 
attitudes, that is, automatic 
associations between a concept 
and an evaluation. We apply 
computational models that use 
the strength of association of 
words in language to proxy the 
associations in people’s minds. 
We show that these models 
predict biases in implicit attitudes 
that cannot be explained using 
participant self- reports. We also 
develop a computational method 
that combines linguistic 
associations with existing 
psychological data, and show 
that it generates especially good 
predictions, thereby facilitating 
several practical applications.
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Large- scale language datasets and advances in natural language processing offer oppor-
tunities for studying people’s cognitions and behaviors. We show how representations 
derived from language can be combined with laboratory- based word norms to predict 
implicit attitudes for diverse concepts. Our approach achieves substantially higher cor-
relations than existing methods. We also show that our approach is more predictive of 
implicit attitudes than are explicit attitudes, and that it captures variance in implicit 
attitudes that is largely unexplained by explicit attitudes. Overall, our results shed light 
on how implicit attitudes can be measured by combining standard psychological data 
with large- scale language data. In doing so, we pave the way for highly accurate compu-
tational modeling of what people think and feel about the world around them.

implicit attitudes | implicit association test | natural language processing |  
word embeddings | computational modeling

Large- scale digital data have greatly improved our ability to model human cognition and 
behavior. One powerful application involves knowledge representations derived from nat-
ural language. By observing the distribution of words in language data, it is now possible 
to specify, for arbitrary linguistically encodable concepts, quantitative representations that 
capture what people know and associate with those concepts (1–3) (see ref. 4–7 for reviews). 
These distributed semantic representations (DSRs) typically take the form of vectors (also 
known as word embeddings) in high- dimensional semantic spaces. Since vectors in DSR 
models capture semantic representations, the similarity of vectors proxies the strength of 
association between any two concepts. This makes them useful for studying associative 
processes in memory (8–10) and judgment (11, 12), and subsequently implicit attitudes, 
which are the associations that people have between concepts and evaluations (13, 14).

With respect to implicit attitudes, researchers have shown that DSR- based measures 
of association generate the racial and gender biases observed in implicit association tests 
(IATs) (15). This finding has led to considerable further research, both in psychology and 
in fields like natural language processing and artificial intelligence, as it implies that 
everyday language contains the types of biases observed in experimental data, and that 
computational models trained on this language are biased in a human- like manner (16–21) 
(see ref. 22 for a review). Although biased computational models have far- reaching and 
harmful consequences for society, they provide both practical and theoretical utility for 
behavioral scientists. From a practical perspective, DSRs trained on different types of 
language corpora can be used to measure differences in bias across different cultural and 
linguistic groups. Additionally, by quantitatively predicting people’s attitudes toward thou-
sands of common concepts, DSR- based models can be used to develop interventions for 
mitigating harmful biases. Theoretically, the fact that DSR models possess human- like 
implicit attitudes implies that these attitudes are the product of the same mechanisms, 
and can be studied using the same theoretical tools, as cognitions and behaviors in other 
areas of psychology where DSRs have been shown to be useful. Overall, natural language 
provides a unique window into the elusive mental representations that underpin peoples’ 
attitudes, beliefs, and preferences.

Despite these important implications, there is little research on how language biases can 
be used to accurately predict implicit attitudes. The dominant approach, known as the 
word embedding association test (WEAT), predicts implicit attitudes by measuring 
DSR- based associations between target concepts and evaluative words in the stimuli used 
in IATs (14) (see also ref. 13 for a related approach). Thus, for example, the implicit attitude 
toward target concepts like Flower and Insect in an IAT with evaluative attribute words 
like “lucky” and “disaster” (as in ref. 15) is predicted by 1) measuring the relative similarity 
of the word vector for “flower” with vectors for “lucky” vs. “disaster,” 2) measuring the 
relative similarity of the vector for “insect” with vectors for “lucky” vs. “disaster,” and 3) 
subtracting the first similarity from the second. DSR- based attitudes from this approach 
are moderately correlated with observed implicit attitudes in existing IATs (for example, 
there is a correlation of 0.26 between predicted and observed implicit attitudes for the four D
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evaluative IATs in table 1 of ref. 14). Although these moderate 
correlations are intriguing, it is possible that better predictions 
could be obtained by using other measurements of implicit atti-
tudes in DSRs.

In this paper, we examine an alternative approach that relies on 
laboratory- based word valence norms collected by Warriner et al. 
(23). Valence norms—human ratings of emotional responses to 
common words—are widely used in psychological research, both 
to study the nature of emotions (e.g. ref. 24) and to analyze the 
effects of emotions on other psychological processes (e.g. ref. 25). 
We propose that by combining DSRs with valence norms, we can 
better proxy the associative evaluations that generate implicit 
biases than with DSRs alone. We explore two ways of using valence 
norms for implicit attitude prediction. The first reproduces the 
core calculations of WEAT but replaces IAT evaluative stimuli 
words with larger sets of positive and negative words obtained 
from valence norms. The second fits ratings for valence norm 
words on DSR vectors for those words, and then, with the 
best- fitting model, estimates the valence of concepts in IAT tasks 
using those concepts’ DSR vectors. According to this Valence 
Estimation Model (VEM), the implicit attitude for a concept is 
simply a valence judgment made using the concept’s distributed 
semantic representation. This valence judgment can be predicted 
using a DSR- based model that has been fit on valence norms data.

In addition to considering several ways of extracting attitudes 
from language, we also examine whether these attitudes are better 
predictors of IAT scores or explicitly held attitudes, and additionally 
if they capture variance in IAT scores that is separate from that 
captured by explicit attitude measures. We do so with a large dataset 
of both implicit and explicit attitude measures released by Project 
Implicit (26). Prior work has not compared language biases on 
implicit vs. explicit measures, and it is not known whether DSRs 
are able to add any additional predictive power to the modeling of 
implicit attitudes on top of explicit attitudes. Likewise, prior work 
has not explored the types of concepts for which DSRs make good 
implicit attitude predictions. Thus, our tests are necessary to deter-
mine not only the best ways of predicting attitudes with language, 
but also the psychological properties of language- based attitudes, 
and their relationship with established behavioral measures of 
attitudes.

Results

Overview of Dataset and Models. The data used in the present 
paper were collected as part of the attitudes, identities, and 
individual differences study (26), released by Project Implicit. 
The dataset includes approximately 200,000 complete responses 
on 95 unique evaluative IATs along with several measures of 
explicit attitudes corresponding to each IAT. Each IAT has two 
concepts, and measures the relative implicit attitude for one 
concept compared to the other. Examples of IATs include astrology 
– science, Denzel Washington – Tom Cruise, dogs – cats, gay 
people – straight people, Redsox – Yankees, television – books, 
and wrinkles – plastic surgery. The primary dependent variable 
in our analysis was the aggregate D score. This is the average 
participant response time difference in categorizing one concept 
(e.g., astrology) as positive vs. negative relative to the other concept 
(e.g., science), and allows us to capture population- level implicit 
attitudes toward the two concepts in each IAT task. We had 95 
aggregate D scores, one for each of the 95 IATs. We also considered 
the 11 different self- reported explicit attitude measures in the 
Project Implicit dataset. These include explicit personal evaluative 
judgments for the concepts in the IATs (e.g., how much the 
participant likes or dislikes astrology vs. science). They also include 

explicit assessments of social and cultural attitudes for the concepts 
(e.g., how much the participant thinks that others like or dislike 
astrology vs. science). The Project Implicit dataset also contains 
self- reported meta- attitudinal assessments of the concepts (e.g., the 
stability of the participant’s feelings for astrology and science, the 
cultural pressure to think certain ways about astrology and science 
etc.), which we used to examine the types of words for which 
DSR- based models are particularly accurate. The self- reported 
explicit attitude and meta- attitudinal variables are summarized 
in SI Appendix, Table S1. Finally, in addition to these measures, 
the dataset contains a variety of demographic variables, which we 
used to assess the robustness of our results for different populations 
of participants.

In our primary analysis, we attempted to predict aggregate D 
scores for the IATs using DSRs, which are quantitative representa-
tions for words and concepts that are recovered based on word 
cooccurrence statistics in natural language. Although there are 
many approaches to extracting DSRs from language data, the two 
most prominent models are Word2Vec (2) and GloVe (3). We 
performed our primary analysis with a pretrained version of the 
former model and replicated it in robustness tests with a pretrained 
version of the latter model. We applied DSRs to the Project 
Implicit dataset using both the WEAT and the VEM, which are 
described in detail in the Materials and Methods section. The 
WEAT approach was implemented using the original IAT evalu-
ative attribute words (15). By contrast, VEM was implemented 
by training a ridge regression model to predict the valence rating 
of words in Warriner et al.’s valence norms data (23) using their 
DSR vectors. The best- fit regression model was then applied to 
the DSR vectors for the individual target concepts in the Project 
Implicit IATs to predict their individual valence ratings. The dif-
ference in the predicted ratings for the two target concepts in an 
IAT (e.g. the difference in the predicted valence rating for astrol-
ogy vs. science) was taken as a measure of the relative implicit 
attitude for one concept over the other.

We also attempted several variants of the WEAT model that 
replaced the IAT evaluative stimuli words with positively or neg-
atively valenced words from our valence norms data. For our 
WEAT- 10 model, we obtained the ten most positively and ten 
most negatively valenced words in Warriner et al.’s data (23), and 
used them to calculate the WEAT scores. Our WEAT- 100 and 
WEAT- 1000 models used larger numbers of positively and neg-
atively valenced words in the same way. Finally, the WEAT- Full 
model used the full dataset of valence ratings; that is, it split the 
valence norms dataset into to two equally sized sets corresponding 
to positive and negative words, and used relative vector similarities 
of these two sets to calculate the WEAT score.

We additionally tested several variants of the estimation 
approach, which replaced the valence norms dataset with other 
emotion norms datasets. For example, our arousal estimation 
model replaced valence ratings with arousal ratings in Warriner 
et al.’s data (23). Likewise, our anger, disgust, fear, happiness, 
sadness, and surprise estimation models used ratings for words on 
these six basic emotions in Mohammad and Turney’s data (27). 
Our reason for applying this approach with other types of emo-
tions was to test its specificity to the valence dimension. If implicit 
attitudes correspond to word valence (and not other emotional 
qualities of words), then we should expect our main VEM to 
outperform the estimation approach applied to other emotional 
qualities.

Predicting Implicit Attitudes. We began by examining the 
performance of our Word2Vec DSR metrics in predicting IAT 
scores in the Project Implicit dataset. The aggregate D score for D
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the IATs was our dependent variable. As predictors, we considered 
13 (5 WEAT- based and 8 estimation- based) DSR metrics, each of 
which served as a predictor variable in a separate regression. For 
example, our first regression specified Di = β0 + β1∙WEATi + ε, 
where Di is the implicit attitude score in the ith IAT test and WEATi 
is the original WEAT model’s prediction for this test. The R2 
values from these 13 regressions are displayed in Fig. 1A, and the 
outputs of the full regressions are shown in SI Appendix, Table S2. 
Here, we see that the original WEAT approach performed well, 
generating R2 = 0.13, corresponding to a positive correlation 
that surpasses the Bonferroni corrected threshold for significance 
(P < 0.05/13 = 0.004). The WEAT approach applied to only 
the ten most positive and negative words in ref. 13 performed 
poorly, though increasing the number of positive and negative 
words used in WEAT substantially improved its performance. The 
best performing WEAT model, WEAT- Full, divided the entire 
valence norms dataset into equal- sized positive and negative sets 
of words and achieved an R2 = 0.20. Even better correlations were 
obtained using VEM, which achieved an R2 = 0.26, doubling 
the R2 from the original WEAT method. It is interesting to note 
that the improvement of VEM over the original WEAT method 
is also apparent when examining the four evaluative IAT tests in 
ref. 14 (insects–flowers, weapons–instruments, African American–
European American names, and old people–young people names). 
Here, even though WEAT predicted the direction of all four effects 
successfully, it achieved only a moderate correlation of r = 0.26 
(equivalent to R2 = 0.07) in predicting the magnitude of the four 
effects. Repeating the analysis in ref. 14 with VEM more than 
doubles the correlation, to r = 0.58 (equivalent to R2 = 0.34). 
Fig. 1A also shows that the estimation method applied to other 
emotional qualities (like arousal or distinct emotions) performed 
relatively poorly. However, as indicated in SI Appendix, Table S2, 
the effects are in the expected direction, with negative emotions 
(e.g., anger, fear, sadness) having a negative relationship with 
implicit attitudes.

In Fig. 2A, we present a scatter plot of aggregate D scores 
against VEM predictions for each of the IATs. Here, positive values 
on the X and Y axes correspond to positive VEM and implicit 
biases favoring concept B in IATs titled A – B (e.g. the skeptical 
– trusting IAT shows a bias favoring trusting). Fig. 2A reveals a 
strong positive correlation between the IAT D scores and our 
model’s predictions [r(91) = 0.51; P < 0.001; 95% CI = [0.34, 
0.65]]. That said, there are some outliers in Fig. 2A, such as the 

Pepsi—Coke IAT and the old people—young people IAT, for 
which model predictions are in the opposite direction to human 
data. Both of these IAT tests used visual, rather than lexical stim-
uli, and our attempt to model these IAT results using DSRs 
involved simply querying our model vocabularies for the phrases 
“pepsi,” “coke,” “old_people” and “young_people,” along with 
their upper and title case variants (see Materials and Methods and 
SI Appendix for more details). This resulted in a prediction of more 
positive attitude for Pepsi over Coke and for old people over young 
people, which is the opposite of what was found in the Project 
Implicit data. We suspect that our Pepsi – Coke error is caused by 
disambiguation issues (“coke” refers to the beverage but also to 
the illegal drug and the coal- based fuel, both of which are nega-
tively valenced), whereas our old people – young people error is 
likely a spurious prediction caused by using single low- frequency 
phrases to elicit model predictions. Indeed, when tested separately, 
we find that VEM achieves an R2 = 0.55 for lexical stimuli but 
only R2 = 0.12 for image stimuli. In Supplemental Information, 
we consider alternate methods for obtaining DSR vectors for con-
cepts with visual IAT stimuli. However, since these methods were 
tested post hoc, we do not use these methods for the main analysis 
in this paper.

In Fig. 2B we present a scatter plot of VEM’s predicted valence 
for the individual target concepts in each IAT. This scatter plot shows 
that there is a general positive relationship in the predicted implicit 
attitude for the concepts that make up each topic (e.g., concept pairs 
like friends—family are both given high predictions, whereas those 
like capital punishment—imprisonment are both given low predic-
tions) [r(91) = 0.53; P < 0.001; 95% CI = [0.37, 0.66]]. That said, 
this figure also points out several concept pairs for where there are 
strong valence differences. These are pairs like skeptical—trusting 
and gay people—straight people, pairs for which we also observe a 
corresponding bias in the Project Implicit data.

Predicting Explicit Attitudes. Next, we replicated the above 
analysis for the explicit attitude measures in the Project Implicit 
dataset; that is, we attempted to predict explicit attitudes using 
DSRs. For simplicity, we performed this analysis only for VEM 
(the best- performing DSR metric). There are 11 explicit attitude 
measures, and as in the previous analysis, we used each of these 
measures as dependent variables in 11 separate regressions. The R2 
values from these 11 regressions are displayed in Fig. 1B, and the 
outputs of the full regressions are shown in SI Appendix, Table S3 
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(note that the labels for these metrics correspond to those used in 
the Project Implicit dataset, and further details about these variables 
are presented in SI Appendix, Table S1). Here, we can see that 
although VEM predictions were positively correlated with some 
explicit attitude measures, R2s for these explicit attitude measures 
were much lower than those for D. In fact, only 3 of the 11 
regressions crossed the Bonferroni corrected significance threshold 
(P < 0.05/11 = 0.004). These were for the gut feelings, negative 
thoughts, and cultural attitudes variables. The participants’ beliefs 
about the relative cultural attitudes toward the two IAT concepts 
was the best predicted explicit attitude variable with an R2 = 0.13 
(roughly half of the R2 achieved when predicting D).

Comparing DSRs with Explicit Attitude Measures. The above 
tests found that VEM captures about twice as much variance in 
implicit attitudes as existing WEAT metrics, and additionally, that 
it captures about twice as much variance in implicit attitudes as it 
does in explicit attitudes. We next examined whether VEM captured 
variance in implicit attitudes that was not predictable using explicit 
attitudes. For this, we ran two sets of regressions for each of the 11 
explicit attitude variables. The first of these regressions attempted 
to predict D using only the explicit attitude variable as a predictor 
(e.g., D ~ gut feeling), whereas the second attempted to predict D 
using both the explicit attitude variable and the VEM score (e.g., 
D ~ gut feeling + VEM). The results of these two sets of regressions 
are shown in Fig.  3A, which reveals that the addition of VEM 
scores to each of the explicit attitude variables substantially improves 
predictions of D. The best performing model combines self- reported 
preference with VEM and achieves an R2 = 0.41. Using self- reported 
preference alone achieves only R2 = 0.24. SI Appendix, Table S4 
provides the results of each of these regressions, and demonstrates 
that VEM was a significant predictor (with a Bonferroni corrected 
P < 0.05/22 = 0.002) in every regression.

We also repeated the above analysis in two additional regressions, 
which used all 11 explicit attitude measures as predictors at the 

same time. Here, we found that the regression model without VEM 
achieved an adjusted R2 = 0.26, whereas the regression model with 
VEM achieved an adjusted R2 = 0.37. In the latter test, VEM was 
the only variable that surpassed the Bonferroni- corrected threshold 
for significance (P < 0.05/22 = 0.002).

Factor Structure of Attitudes. The results of the previous section 
demonstrate that VEM captures variance in implicit attitudes that 
cannot be captured with explicit attitudes. Although this does 
suggest that associative biases in language uniquely track implicit 
attitudes, our previous analysis does not consider the full set of 
interrelationships between the variables. Thus, we attempted an 
exploratory factor analysis in which we decomposed the covariance 
of our VEM predictions, the implicit attitude (D) score, and the 11 
explicit attitude variables, over the 95 different IATs in the Project 
Implicit dataset. This factor analysis was performed with varimax 
rotation and Kaiser normalization, and revealed a clean three- factor 
solution which captures 90.53% of the variance in the data. All 
variables had loadings above 0.7 and no variable loaded onto more 
than one factor. The factor loadings for the 13 variables in this 
analysis are shown in Fig. 3B. This figure shows that the first factor 
is uniquely composed of the nine personal explicit attitude variables, 
the second factor is uniquely composed of the two social/cultural 
explicit attitude variables, and the third factor is uniquely composed 
of VEM and D variables. This provides unequivocal evidence that 
associations in language obtained though VEM uniquely track 
implicit attitudes, and moreover that explicit attitudes can be 
separated into two factors: One corresponding to personally held 
attitudes, and the other corresponding to attitudes that are believed 
to be held by others.

Additional Tests. In our SI Appendix section, we report additional 
analyses designed to explore the determinants of VEM’s 
performance, and to evaluate the robustness of its implicit attitude 
predictions. In summary, we show that VEM performs better at 
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predicting D for IATs for which there is high cultural pressure to 
think positively or negatively about the concepts (SI Appendix, 
Fig. S1A). We return to these results in our discussion section. 
We also show that our results replicated when we separately used 
VEM to predict D of participants who scored above or below the 
population median on ten demographic variables included in the 
Project Implicit dataset (SI Appendix, Fig. S1B). We also replicated 
the general pattern of results concerning VEM’s performance 
with GloVe vectors (SI  Appendix, Fig.  S2A). Finally, we show 
that our predictive performance increased to R2 = 0.32, when 
we supplemented our list of concepts and phrases for the visual 
IATs with participant- generated words (SI Appendix, Fig. S2B). 
This indicates that substantial improvements to our approach are 
possible with carefully curated word stimuli.

Discussion

Our results show that semantic representations derived from 
large- scale language data can accurately predict implicit atti-
tudes for a large and diverse set of concepts, including trait 
words, people, places, social groups, brands, and abstract ideas. 
These results also illustrate the value of standard psychological 
data—in particular, valence norms—for modeling implicit atti-
tudes. We show that these data significantly improve the 

correlations achieved by existing methods, like the WEAT. 
However, even better predictions are possible using a different 
approach, the VEM, which predicts the valence of words using 
a statistical model applied to their word vectors. By combing 
DRSs with valence norms, VEM doubles the amount of variance 
in implicit attitudes that can be explained by language biases, 
relative to previous work. These results persisted when we fit 
separate models to different subsets of participants split on key 
demographics, as well as when we used alternative DSR 
models.

We also tested the interrelationships between language biases, 
implicit attitudes, and explicit attitudes. First, we show that 
language biases predict implicit attitudes better than any indi-
vidual explicit attitude measure. More rigorous analysis shows 
that language biases explain variance in implicit attitudes that 
cannot be accounted for by explicit attitude measures. We also 
found that language biases are much more correlated with 
implicit attitudes than they are with explicit attitudes. Finally, 
and perhaps most importantly, a factor analysis revealed that 
language biases and implicit attitudes load onto the same factor, 
which is different to the factors corresponding to personally held 
or culturally held explicit attitudes. This provides strong evidence 
that language biases uniquely track implicit (and not explicit) 
attitudes.
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Fig. 3. (A) R2 values from models predicting aggregate D scores using explicit attitude measures with and without the addition of VEM scores. (B) Factor loadings 
for VEM scores, along with implicit and explicit attitudes in the Project Implicit dataset. Note that the negative thoughts variable was reverse coded in both analyses.

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 U
N

IV
E

R
SI

T
Y

 O
F 

W
A

R
W

IC
K

 L
IB

R
A

R
Y

 P
E

R
IO

D
IC

A
L

S 
D

E
PT

 o
n 

Ju
ne

 1
5,

 2
02

3 
fr

om
 I

P 
ad

dr
es

s 
13

7.
20

5.
72

.3
5.

http://www.pnas.org/lookup/doi/10.1073/pnas.2220726120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2220726120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2220726120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2220726120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2220726120#supplementary-materials


6 of 8   https://doi.org/10.1073/pnas.2220726120 pnas.org

Our results also have implications for our understanding of the 
psychological underpinnings of implicit attitudes and the way 
they relate to biases in language. For example, we found that DSR 
models trained on valence norms provide a much better prediction 
of implicit attitudes than similar models trained on other types of 
emotion norms (such as arousal, anger, etc.). This is consistent 
with theories that propose that implicit attitudes are the outcomes 
of associative processes that drive the accessibility of valence- based 
content (28–31), as well as with recent empirical work that shows 
that IAT results are largely invariant to the specific valence words 
used as stimuli (32). However, this result does raise an interesting 
question: Why do valence norms, which are explicit participant 
ratings of word valence, predict implicit attitudes for IAT stimuli 
much better than they predict explicit valence judgments for IAT 
stimuli? The answer to that is that the valence norms stimuli, on 
which VEM is trained, involve common (noncontroversial) words, 
for which both implicit and explicit valence judgments are aligned. 
In the case of IAT stimuli, for which implicit and explicit valence 
assessments diverge (28–31), VEM continues to track implicit 
valence judgments, which like DSRs, reflect the associations inher-
ent in language.

In SI Appendix, we show that language biases are much better 
predictors of implicit attitudes when there is cultural pressure to 
think or evaluate the concepts in a certain way. Consistent with 
this result, we note that the Project Implicit cultural attitude var-
iable (which captures participants’ explicit beliefs about cultural 
attitudes toward concepts) is the explicit attitude measure that is 
most correlated with language bias. These two results are consistent 
with theories that argue that implicit attitudes are reflective of 
biases and stigmas inherent in culture (30, 33, 34). Participants 
may not be able to explicitly describe these cultural biases and 
may be unaware that these biases even exist. But cultural biases 
are nonetheless reflected in language, which is why language (even 
more so than explicit beliefs about cultural attitudes) is such a 
good predictor of implicit attitudes.

The nuanced arguments advanced in the previous two para-
graphs can be formalized and tested using more rigorous statis-
tical tools like structural equation models. Although we have not 
done so in the present paper, due to power issues [95 observa-
tions, with several predictor and mediating variables, is not 
enough to test complex causal models (35)], we believe that 
doing so should be the focus of future research. This will require 
both implicit and explicit attitude data on a larger set of con-
cepts, as well as potentially DSR models trained on different 
types of language data.

Future work should also explore ways to improve the predictive 
performance of our models. After all, even though we have greatly 
improved upon the correlations reported in prior work, a lot of 
the variation in people’s IAT scores remains unexplained. In 
SI Appendix section, we have shown that predictive performance 
can be greatly increased if we ask participants to generate word 
sets for image IATs. A similar improvement could be possible if 
we ask participants to list the synonyms and hyponyms of lexical 
IAT concepts. In fact, there are already established psychological 
datasets of word associations and semantic relations (36, 37). As 
with valence norms, combining these datasets with DSRs derived 
from language has the potential to advance our ability to model 
people’s attitudes.

In recent years, IAT has come under scrutiny by scientists who 
challenge its validity as a predictor of behavior, and indeed chal-
lenge the theoretical distinction between implicit and explicit 
attitudes (38, 39); see also refs. 40 and 41 for responses. Our 
analysis applies only to the aggregate magnitude of the bias 

obtained from IATs, and therefore our results do not speak to the 
validity of IAT as a measure of individual differences, which is 
the focus of much of this criticism. This does not undermine the 
significance of our findings, however, as group- level differences 
in the strength of the IAT bias for concepts are well- established 
and can have important societal consequences (40). Our findings 
that IAT scores load onto the same factor as language biases (a 
factor that is distinct from both personally held, and beliefs about 
culturally held explicit attitudes) also shows an important 
real- world correlate of implicit attitudes that cannot be predicted 
by explicit attitudes (addressing some of the challenges of 
refs. 38 and 39).

The success of our approach corroborates a growing body of 
research that shows how semantic representations based on large 
volumes of language data can be used to predict cognitions and 
behaviors. Earlier versions of this technique (1–3, 7, 9–12, 16–22, 
42) (see ref. 4–6 for a review) use the relative similarities of DSR 
word vectors to proxy people’s associations with various concepts. 
As with WEAT, these methods achieve a moderate level of perfor-
mance in predicting participant responses. More recent work has 
refined DSR predictions with the use of laboratory- based human 
data. In this work, a small set of human responses are used to train 
DSR models to predict (out- of- sample) responses for arbitrary words 
and concepts (8, 43–46) (see ref. 47 for a review). Like the VEM 
model, this technique uses a pretrained language model to specify 
the underlying representations and associations for thousands of 
words, but fine- tunes these representations to accurately model a 
psychological variable of interest. By doing so, it is able to achieve 
far better predictions than earlier vector similarity methods. Indeed, 
it is this combination of pretraining and fine- tuning that is respon-
sible for many of the recent successes of language models in natural 
language processing and artificial intelligence.

Ultimately, by developing and testing the VEM approach, we 
offer a predictive tool that greatly exceeds the performance of 
previous DSR methods and explicit attitude measures, for mod-
eling implicit attitudes. In this way, we facilitate many practical 
applications. For example, our approach could be used to predict, 
in an a- priori manner, IAT scores for millions of concept pairs. 
These scores could be used as covariates in research in which it is 
cost prohibitive to obtain IAT scores for underlying concepts. 
These scores could also be used to identify and correct implicit 
biases in organizational and social settings. In a similar way, our 
approach could also be used to advance fair and nondiscriminatory 
AI technologies. AI can perpetuate discrimination when under-
lying models are trained on biased data. VEM allows us to quantify 
such a bias in a much more accurate manner than previous meth-
ods. Finally, unlike prior methods for extracting implicit attitudes 
from DSRs, VEM is not constrained by experimenter’s decisions 
about the words to use when calculating association. As such, our 
approach circumvents any preexisting beliefs about the nature of 
the bias, which may be colored by the (implicit) biases held by 
the researchers.

Taken together, our paper reveals that human language uniquely 
tracks implicit biases, and that computational models applied to 
large- scale language data can be used to predict implicit biases. 
One may wonder, what is the added value of finding better models 
of implicit attitudes based on DSRs? Here, we echo the conclusions 
drawn by ref. 22, who point out that language that is filled with 
harmful prejudices and false stereotypes will contribute toward the 
propagation of these attitudes in society. It is therefore crucial that 
existing biases are better understood and more accurately measured 
if we are to develop better theories and methods for minimizing 
their impact. Our paper is one step toward this goal.
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Materials and Methods

Variables Used in the Main Analysis. We obtained the aggregate D scores 
by simply averaging the individual- level D scores for each of the 95 IATs in 
the Project Implicit dataset (26). This gave us 95 aggregate D scores, which 
we attempted to predict using associations obtained from DSRs, using differ-
ent variants of the WEAT and VEM methods (see below for details). There are 
also 11 explicit attitude measures in the Project Implicit data. For 9 of these 
(gut reactions, actual feelings, valence, warmth, liking, evaluations, positive 
thoughts, negative thoughts, and cultural attitudes), the Project Implicit data-
set provides each participant’s difference in ratings for the two concepts (e.g., 
difference in liking ratings). We averaged the difference variables across all 
participants. Two of the explicit attitude measures, (self) preference and oth-
er’s evaluations, were comparative measures, without an associated difference 
variable. These were also averaged across participants. Finally, we reversed the 
negative thoughts variable prior to our analysis. We also used various meta- 
attitudinal and demographic variables for robustness tests, details of which are 
provided in SI Appendix.

Word Embedding Models. The Word2Vec model (2) used in this paper was 
pretrained on a very large corpus of news articles, and has 300 dimensional 
representations for over 3 million words and phrases. This model is especially 
useful for our tests as many of the concepts in the IAT stimuli are associated with 
multiword phrases (e.g., “Burger King,” “Hillary Clinton,” “free will,” and “New 
York”). The model’s vast vocabulary contains many of these concepts, and thus the 
model can be used to make predictions for most IAT tests in the Project Implicit 
dataset. We also replicated our main results with a GloVe model (3) in SI Appendix. 
Note that both Word2Vec and GloVe have been found to be useful for predicting 
cognitions and behaviors in human participants, and both are therefore suitable 
models for the study of implicit attitudes (4).

Valence Norms. We used a dataset of valence norms collected by Warriner et al. 
(23). This dataset has ratings for 13,915 words on a scale of 1 to 9 (with higher 
ratings corresponding to more positive valence). The most positively valenced 
words in this dataset are “vacation” and “happiness,” whereas the most negatively 
valenced words are “pedophile” and “rapist.” This dataset also has arousal norms, 
with higher ratings corresponding to words with higher arousal. The most arousing 
words in this dataset are “insanity” and “gun,” whereas the least arousing words 
in this dataset are “grain” and “calm.” Finally, we used an emotion norms dataset 
collected by Mohammad and Turney (27), with ratings for 14,182 words on six 
emotions: anger, disgust, fear, happiness, sadness, and surprise. These ratings 
are binary, with words pertaining to a given emotion being given a rating of 1 
(and other words rated as 0).

WEAT. Each word (or phrase) in the Word2Vec and GloVe models’ vocabulary is 
a point in a 300 dimensional semantic space. Thus, word i can be written as a 
vector wi = [wi1, wi2, …, wi300]. The similarity between the vectors for words proxies 
word association. Although there are many different similarity metrics, the most 
prominent metric (and the one that we use in our paper) is cosine similarity, which 
is the cosine of the angle of the words’ vectors. With this metric, we can write the 
association between words i and j as:

 
[1]s(wordi ,wordj ) = cossim(wi ,wj ) = (wi ⋅wj )∕||wi|| ⋅ ||wj||

Cosine similarity is bounded between −1 and +1. Thus, words with highly posi-
tive cosine similarities with each other are considered to be positively associated, 
whereas words with highly negative cosine similarities with each other are con-
sidered to be negatively associated.

The cosine similarity–based word association measure can be used for sev-
eral applications, including the measurement of implicit attitudes. For example, 
ref.  14  have used cosine similarity in the WEAT, which measures the relative 
association of two concepts with positively and negatively valenced words. For 
concept words X and Y and positively and negatively valenced words A and B, 
WEAT specifies the implicit association as:

 [2]WEAT (X , Y , A, B) = AVEx∈X [S(x, A, B)] − AVEy∈Y [S(y, A, B)]

with:

 [3]S(z, A, B)] = AVEa∈A[s(z, a)] − AVEb∈B[s(z, b)]

Intuitively, WEAT(X, Y, A, B) is the average similarity of words in X with words 
in A vs. B, minus the average similarity of words in Y with words in A vs. B. 
Since A consists of positively valenced words and B consists of negatively 
valenced words, a positive WEAT score implies that words in X have more 
positive valence associations than words in Y. As discussed above, the WEAT 
measurement of attitudes has been shown to predict the direction of attitudes 
observed in several IATs. A related measure, used in ref.  13, gives similar 
results. Note that we did not normalize the similarity differences in Eq. 3 by 
dividing them by the SD. This has been used in ref. 14  for some statistical 
tests, however, we found that doing so for our analysis obscures cross- IAT 
variability in the data and makes it hard to compare the implicit attitude in 
one IAT test to another.

In our main implementation of WEAT, we used the original IAT evaluative 
stimuli words from Appendix A of ref. 15. However, we also replicated our analysis 
with evaluative stimuli words taken from Warriner et al.’s valence norms data 
(23). For each of these alternate models, we used the top N and bottom N rated 
words to specify A and B in Eqs. 2 and 3. There were four such models, WEAT- 10, 
WEAT- 100, WEAT- 1000, and WEAT- Full, using N = 10, N = 100, N = 1,000 and 
N = 6,957 words, respectively. The last of these used the full dataset of words 
in Warriner et al.’s data (23) (with a median split on ratings to classify a word as 
positive or negative).

VEM. The VEM attempts to predict the valence of each of the words in an IAT’s 
stimuli set, and subsequently uses these predictions to estimate the valence of 
the associated constructs. Formally, this is done by training a regression model 
on Warriner et al.’s valence norms data (23), with valence ratings as a dependent 
variable and DSR vector dimensions as predictor variables. We can write the 
300- dimensional vector representation of a word i as wi and its valence rating 
as Vi. VEM proposes Vi = β0 + β∙wi, and attempts to find the best fitting β0 
and β for the 13,915 words in the valence norms data. Due to the high dimen-
sionality of the word vectors, we used a ridge regression instead of a standard 
linear regression. Prior work has found that such regression models do a good 
job at predicting valence ratings for new words (48, 49) (also see ref. 43–46). 
Indeed, we verified that the above approach was able to predict valence ratings 
accurately using a 10- fold cross validation exercise. This revealed an average 
out- of- sample R2 = 0.62 on the valence norms dataset. This corresponds to a 
correlation of r = 0.79, which is higher than the correlation achieved using the 
WEAT metric on Warriner et al.’s dataset (50). The superiority of VEM over WEAT in 
predicting valence ratings indicates that VEM may also provide a better account 
of implicit attitudes.

After fitting β0 and β on the full valence norms data, we applied VEM to the 
concepts in the Project Implicit IAT tasks. For an IAT with two sets of target words 
X and Y, the VEM approach specifies the implicit association as:

 [4]VEM(X , Y ) = AVEx∈X [V (x)] − AVEy∈Y [V (y)]

with:

 
[5]V (wordi ) = �0 + � ⋅ wi

We replicated VEM with the arousal ratings in Warriner et  al.’s data (23) and 
emotion ratings in Mohammad and Turney’s data (27). The ratings in ref. 27 are 
binary, so we used a logistic regression (with L2 regularization) to fit the model, 
and used the logarithm of predicted probability estimates to capture the (con-
tinuous) emotion prediction for a concept.

Data, Materials, and Software Availability. Raw Survey data have been depos-
ited in OSF (https://osf.io/xwavp/). Previously published data were used for this 
work (https://osf.io/gvzwm/).
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