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Abstract. In this article, we present an invariance principle for the paths of the directed random polymer in space dimension two in the
subcritical intermediate disorder regime. More precisely, the distribution of diffusively rescaled polymer paths converges in probability
to the law of Brownian motion when taking the weak disorder limit. So far analogous results have only been established for d �= 2.
Along the way, we prove a local limit theorem which allows us to factorise the point-to-point partition function of the directed polymer
into a product of two point-to-plane partition functions.

Résumé. Dans cet article, nous présentons un principe d’invariance pour les chemins du polymère aléatoire dirigé dans l’espace de
dimension deux et dans le régime de désordre intermédiaire sous-critique. Plus précisément, la distribution des chemins de polymères
sous un changement d’échelle diffusif converge en probabilité vers la loi du mouvement brownien en prenant la limite de désordre
faible. Jusqu’à présent, des résultats analogues n’ont été établis que pour d �= 2. En cours de route, nous prouvons un théorème limite
local qui nous permet de factoriser la fonction de partition point à point du polymère dirigé en un produit de deux fonctions de partition
point à plan.
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1. Introduction and main results

The directed polymer model describes a random walk whose law is exponentially tilted by a random environment. The
strength of the environment is described by a non-negative parameter β ≥ 0, corresponding to the inverse tempera-
ture, which we will refer to as disorder strength. Individual models may vary but the most common definition is as
follows: consider the law PN,x of a nearest neighbour random walk of length N starting at x ∈ Zd . Furthermore, let
ω = (ωn,z)(n,z)∈N×Zd be a family of random variables with law P (independent of PN,x ). For a fixed realisation of ω, the
directed polymer measure of length N and disorder strength β ≥ 0 is then defined using the following change of measure

Pω
β,N,x(dS) := 1

Zβ,N(0, x,N, �)
exp

(
N∑

n=1

(
βωn,Sn − λ(β)

))
PN,x(dS),

where λ(β) is a positive constant, which we will fix in the subsequent section. The denominator

Zβ,N(0, x,N, �) := EN,x

[
exp

(
N∑

n=1

(
βωn,Sn − λ(β)

))]

is a (random) normalising constant, called the (point-to-plane) partition function, making Pω
β,N,x a probability measure.

Here, � denotes the free boundary condition of the endpoint SN to take arbitrary values in Zd . The notation for the
partition function might seem overloaded at this point but will become clear below.
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The original model goes back to the physics literature [23] where directed random polymers were introduced to study
the interface in two-dimensional Ising models with random interactions. Subsequently, the model was studied by the math-
ematical community [9,24] and attracted attention because of its application to stochastic partial differential equations
(SPDEs), see for example [4,6]. But even on its own, the directed random polymer remains an interesting mathematical
model. We refer to [16,17] and references therein for an overview of the polymer literature.

Henceforth we will choose PN,x to be the path measure of the symmetric simple random walk of length N starting at
x ∈ Zd . Without loss of generality we will assume x = 0 and omit the space index, thus, simply writing PN = PN,0 and
EN for the corresponding expectation. Moreover, let ω = (ωn,z)(n,z)∈N×Zd be a collection of i.i.d. real random variables
satisfying

E[ωn,z] = 0, E
[
ω2

n,z

] = 1, λ(β) := logE
[
eβωn,z

]
< ∞ ∀β > 0 small enough,

which we will refer to as disorder. For technical reasons, we also require a concentration inequality for the law P. More
precisely, we assume the existence of γ > 1 and C1,C2 ∈ (0,∞) such that for every n ∈ N and convex, 1-Lipschitz
f : Rn �→R we have

P
(∣∣f (ω1, . . . ,ωn) − Mf

∣∣ ≥ t
) ≤ C1 exp

(
− tγ

C2

)
,(1.1)

where (ωi)1≤i≤n is a subset of the family of random variables introduced above and Mf is a median of f (ω1, . . . ,ωn).
Condition (1.1) guarantees control on the negative tail of the environment and is for example satisfied whenever ω is
bounded or Gaussian; see [31] for an even wider class of potential laws and more details. See also Remark 2.5 for a
discussion and possible approach to weaken this assumption.

It was shown in [9], that the partition function’s limit, as N diverges, is either positive or equal zero P-almost surely.
The monotonicity in β of this behaviour was proven in [18]: for arbitrary dimension d there exists a βc = βc(d) such that
P-almost surely

lim
N→∞Zβ,N(0,0,N, �)

{
> 0 if β ∈ {0} ∪ (0, βc),

= 0 if β > βc.

The subcritical phase is referred to as weak disorder regime, whereas the supercritical phase is known as the strong disor-
der regime. In particular, they established that βc = 0 whenever d ≤ 2. In the interest of seeing a limit of Zβ,N(0,0,N, �)

with non-trivial fluctuations in d ≤ 2, β needs to be rescaled as a function of N appropriately; see [2,14] and the account
we give in Section 1.3. Note that the concept of considering polymers when the disorder strength is scaled as a function
of N appeared already earlier in the physics literature [10,11].

The case of dimension two is special: after rescaling β = βN ∼ β̂
√

π(logN)−1, for some β̂ ≥ 0, we see a phase
transition in β̂ [14]. More precisely, the limit limN→∞ ZβN,N(0,0,N, �) is strictly positive if β̂ ∈ (0,1) and vanishes
if β̂ ≥ 1. Note that the log-scaling of βN , but not the corresponding phase transition in β̂ , was already observed in [5].
In the one-dimensional case no such phase transition exists and the limiting partition function is strictly positive for
β = βN ∼ β̂N−1/4 and arbitrary β̂ > 0.

1.1. Main result

In this paper we consider directed random polymers in two space-dimensions. We are particularly interested in the asymp-
totic behaviour of paths under the measure Pω

β,N in the large N limit. The first step is to determine the scaling exponent

ξ > 0 such that N−ξ SN under Pω
β,N has a non-trivial (random) limit, before determining the exact limiting distribution of

the rescaled endpoint. Here, we say the polymer is diffusive if ξ = 1
2 , subdiffusive if ξ < 1

2 and superdiffusive otherwise.
After establishing the endpoint distribution, the next natural step is to determine the limit law of the paths N−ξ (Sn)0≤n≤N .
As we will see, this is not straightforward due to the random environment, cf. Remark 1.9.

Consider the directed polymer measure Pω
β,N introduced above. The random measure is supported on the space

{(Sn)n ∈ (Z2)N+1}, more precisely its support is given by the subset 	0,N of nearest neighbour paths starting at the
origin. Because we use the space C[0,1] := C([0,1],R2) equipped with the supremum-norm as reference space for the
paths, we introduce the mapping πN : 	0,N �→ C[0,1] given by

X
(N)
t := (

πN(S)
)
t
= 1√

N

(
StN� + (

tN − tN�)(StN�+1 − StN�)
)
,(1.2)
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which embeds discrete nearest-neighbour paths in the space of continuous functions by linearly interpolating between
integer points and rescaling space-time diffusively. Furthermore, we equip C[0,1] with the Borel σ -algebra F which
implies measurability of the projection maps πN .

The paper’s main contribution is an invariance principle for rescaled polymer paths. Along the way we determine the
limiting finite-dimensional distributions of the rescaled polymers. We take the weak disorder limit, which is the large N

limit when scaling β = βN ∼ β̂
√

π(logN)−1 where 0 < β̂ < 1. More precisely, we consider

βN := β̂√
RN

, where RN :=
N∑

n=1

∑
z∈Z2

PN(Sn = z)2 = logN

π
+ O(1)(1.3)

denotes the replica overlap of the simple random walk.
Our first result states that the finite-dimensional distributions of the quenched polymer measure π∗

NPω
βN ,N converge to

the ones of Brownian motion with diffusion matrix 1√
2
I2 in P-probability.

Theorem 1.1. Let β̂ ∈ (0,1) and βN be as in (1.3), then for any 0 ≤ t1 < · · · < tk ≤ 1 we have

π∗
N Pω

βN ,N

(
(Xt1, . . . ,Xtk ) ∈ ·) d→ P

(
1√
2
(Wt1 , . . . ,Wtk ) ∈ ·

)
, in P-probability,

where P denotes the Wiener measure on C[0,1]. We wrote π∗
N for the push-forward operation under πN .

Convergence of finite-dimensional distributions and tightness of the disorder-averaged polymer measure (cf.
Lemma 3.3) suffice to show that the limiting rescaled polymer paths have the same law as Brownian motion.

Theorem 1.2. Let β̂ ∈ (0,1) and βN be as in (1.3). Then

π∗
NPω

βN ,N

d→ P
(

1√
2
W ∈ ·

)
, as N → ∞, in P-probability,

where P denotes the Wiener measure on C[0,1].

Despite the random polymer converging to a stochastic process (which is independent of the disorder) on a macroscopic
scale, the disorder influences the behaviour of the polymer on small scales. On the microscopic level, the disorder prevails
and we can deduce a local limit theorem, which allows to compare the microscopic polymer transition probabilities to the
ones of Brownian motion, weighted by random multiplicative factors which depend on the rescaled transition space-time
points.

Proposition 1.3. Let β̂ ∈ (0,1), βN as in (1.3) and

(zj )
k
j=1 = (

zj (N)
)k

j=1 ∈ (Z2)k such that lim
N→∞

zj√
N

=: xj exists,

(mj )
k
j=1 = (

mj(N)
)k

j=1 ∈ Nk such that lim
N→∞

mj

N
=: tj ∈ (0,1) exists with 0 < t1 < · · · < tk < 1.

Then, (
N

2

)k

Pω
βN ,N (Sm1 = z1, . . . , Smk

= zk)
d→

k∏
j=1

: eY−(tj ,xj ) :: eY+(tj ,xj ) :
k∏

j=1

p 1
2 (tj −tj−1)

(xj − xj−1),(1.4)

where Y±
j ’s are i.i.d. centred Gaussians with variance log(1 − β̂2)−1. We used the shorthand notation : eY := eY− 1

2E[Y 2]
for the Wick exponential.

The local limit theorem above reinforces the picture that the considered subcritical intermediate disorder regime is
indeed the region where effects of disorder start to emerge in a non-trivial way.

Remark 1.4. We excluded the case tk = 1 from Proposition 1.3, since it would only give rise to a single factor : eY−(1,x):.
However, the proof can be repeated almost verbatim to include this case.
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1.2. Comparison to the literature

We give a short overview on the literature of diffusivity of directed random polymers. Consider the two dimensional case
and βN scaled as in (1.3), then it was proven in [14] that the diffusively rescaled field{

ZβN,N

(
0, √Nx�, tN�, �) : t > 0, x ∈ R2}

converges to the solution of the stochastic heat equation with additive space-time white noise, but to the author’s best
knowledge there are no results on diffusivity of the polymer paths in this case. Subcritical scalings β2

N � R−1
N in d = 2

were considered by Feng [22], who proved diffusivity of the polymer endpoint. However, under such subcritical scalings
the partition function’s variance vanishes in the large N limit, which essentially brings us to the situation of setting β̂ = 0.
Theorem 1.1 and 1.2, on the other hand, consider a critical scaling under which the partition function converges to a non-
trivial random variable and a transition (in β) of the polymer path behaviour is expected. Our result not only covers the
diffusivity of the polymer endpoint but fully determines the behaviour of the limiting polymer paths in the corresponding
subcritical regime under diffusive scaling.

In dimension d ≥ 3, diffusivity of the directed random polymer in the weak disorder regime was first proven to hold
with probability one in [24] for sufficiently small disorder strength. The works by Bolthausen [9] and Kifer [28] simplified
and extended the original result further. The first invariance principles were deduced in [3,37] where, for β > 0 in the L2-
phase, almost sure convergence to the law of Brownian motion with dimension-dependent diffusion matrix was achieved.
Later, it was extended to the full weak disorder regime by Comets and Yoshida [18] in the sense of a functional central
limit theorem which holds in probability. Theorem 1.2 can be viewed as the analogous result in d = 2.

Recently, Junk [25,26] gave an alternative proof of determining the limit of the polymer endpoint distribution (for
bounded bond disorder) in d ≥ 3 by introducing a comparison principle for partition functions of distinct parameters
β . This allows them to transform the polymer endpoint distribution into the one of the simple random walk with a
multiplicative error, that converges to one.

A result for the case of d = 1 was presented in papers by Alberts, Khanin and Quastel. In [2] they showed that transition
probabilities of the discrete polymer measure admit a random limit when space-time is scaled diffusively. Because every
β > 0 lies in the strong disorder regime, they also relied on an intermediate disorder scaling: βN ∼ β̂N−1/4. In [1] they
constructed the corresponding continuum polymer measure using the random field of transition probabilities that arose in
[2]. As opposed to d ≥ 3, the limiting distribution of polymer paths turned out to be singular w.r.t. the Wiener measure
when scaled diffusively, while maintaining the same basic properties as Brownian motion.

An analogous result was also shown for the continuum disordered pinning model in [12]. The advances, both for the
pinning model and the (1 + 1)-dimensional directed polymer, then motivated to provide a general skeleton for the study
of weak disorder scaling limits of discrete systems, see [13].

A natural extension of the invariance principle in Theorem 1.2 is to strengthen the result to P-a.s. convergence, similar
to the results for the L2-phase in d ≥ 3 [3,37]. We want to point out that such results, holding with probability one,
usually exploit the fact that the sequence of partition functions (Zβ,N )N forms a martingale. In the two-dimensional case,
this property is lost due to the dependency β = βN , which is why we do not expect our methods to yield an almost sure
invariance principle.

The statement of the local limit theorem, Proposition 1.3, is reminiscent of the construction in [1], where the limiting
field of partition functions was used to construct the continuum directed polymer in (1 + 1)-dimension. Because in d = 1
the random (macroscopic) field induced by the limiting partition functions is continuous in its time and space points, the
constructed polymer measure is the correct limiting object. In d = 2 this is however not the case anymore, which leads
to substantial different behaviour of the polymer paths on a microscopic and macroscopic level. This (rough) structure of
the partition function requires substantial work in order to establish the limiting polymer’s behaviour.

Remark 1.5. Theorem 1.1 and 1.2 should hold for a larger class of symmetric random walks which satisfy a local limit
theorem in the sense of [14, Hypothesis 2.4] and their replica overlap fulfils RN → ∞ as a slowly varying function.

Remark 1.6. Instead of studying discrete polymers, we could have similarly worked with polymers in the continuous
space-time domain [0,1]×R2 where the simple random walk is replaced by a Brownian motion and the disorder is given
by a space-time white noise ξ . The corresponding polymer measure is then defined by the following Gibbsian tilt

Pξ
βε,ε

(dX) ∝ exp

(
βε

∫ 1

0
ξε(s,Xs) ds − 1

2
β2

ε ‖j‖2
2ε

−2
)

P(dX),
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where ξε = ξ(t, ·) ∗ jε with jε = ε−2j (·/ε) for some j ∈ C∞
c (R2). As we turn off the mollification ε → 0, we will need

to tune the disorder strength like βε = β̂
√

2π/ log ε−1, similar to the discrete polymer. The corresponding version of
Theorem 1.2 in the continuum then reads as follows: for every β̂ ∈ (0,1)

Pξ
βε,ε

d→ P, as ε → 0 in P-probability.(1.5)

Since all properties of the partition function of the discrete polymer also hold in the continuum, see [14,15], the proof of
the above fact should follow along the same lines. However, we refrain from giving a full proof to keep the paper at a
reasonable length.

1.3. Background and outline of the proof

Before presenting the outline of the proofs, we want to motivate the choice of the disorder scaling βN . A second moment
calculation of the partition function, which was already performed in [24], however for a polymer model of slightly
different form, provides the following heuristic:

E
[
Zβ,N(0,0,N, �)2] = E⊗2

N

[
N∏

n=1

e
(λ(2β)−2λ(β))1Sn=S′

n

]

= E⊗2
N

[
N∏

n=1

(
1 + σ 21Sn=S′

n

)]

=
N∑

k=0

σ 2k
∑

1≤n1<···<nk≤N

E⊗2
N

[
k∏

i=1

1Sni
=S′

ni

]
,

where S and S′ are two independent random walks of length N and σ is given by

σ = σ(β) :=
√

eλ(2β)−2λ(β) − 1.(1.6)

Note that λ(2β) − 2λ(β) ∼ β2 for small β > 0 and therefore limβ→0 β/σ(β) = 1 [15, Equation (2.15)]. We upper bound
the sum by ignoring the ordering of ni ’s which yields

E
[
Zβ,N(0,0,N, �)2] ≤

N∑
k=0

σ 2k

(
N∑

n=1

∑
z∈Z2

PN(Sn = z)2

)k

.

Recalling the replica overlap from (1.3) and considering the fact that σ(β) ∼ β for small β > 0, this suggests that the
correct rescaling is given by β = βN := β̂/

√
RN , whenever β̂ ∈ (0,1). Throughout the paper we will write σN := σ(βN).

Indeed, it was proven in [14] that under βN the partition function ZβN,N(0,0,N, �) converges to a non-trivial (random)
limit whenever β̂ ∈ (0,1), see also (1.12) below. Moreover, they noticed the existence of a transition on the finer scale
with β̂c = 1 denoting the critical point where the L2-norm of the partition function blows up in the limit. Whenever
β̂ ∈ (0,1) and βN is scaled as above, we speak of the intermediate weak disorder regime.

Theorem 1.2, in the present paper, states that rescaled polymer paths in the intermediate weak disorder limit behave like
the ones of Brownian motion. However, this is not a straightforward consequence of the positivity of the limiting partition
function, but requires precise estimates quantifying the correlation structure of the limiting field. The first step towards
the main result is to show convergence of the finite-dimensional distributions of the (rescaled) directed polymer measure
to the ones of Brownian motion, cf. Theorem 1.1. We begin by observing that for m1, . . . ,mk ∈N and z1, . . . , zk ∈ Z2

Pω
βN ,N (Sm1 = z1, . . . , Smk

= zk)

= 1

ZβN,N(0,0,N, �)

k+1∏
j=1

EN

[
e

∑mj
n=mj−1+1(βNwn,Sn−λ(βN ))

1Smj
=zj

|Smj−1 = zj−1
]
,
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where m0 = z0 = 0, mk+1 = N and zk+1 = �. For our purposes it will be more convenient to rewrite the above expression
in terms of the expectations conditioned on both the start and end point, i.e.

Pω
βN ,N (Sm1 = z1, . . . , Smk

= zk)

= 1

ZβN,N(0,0,N, �)

k+1∏
j=1

ZβN ,N (mj−1, zj−1 | mj , zj )qmj −mj−1(zj − zj−1),
(1.7)

where we introduced the point-to-point partition functions

ZβN ,N (mj−1, zj−1 | mj , zj ) := EN

[
e

∑mj
n=mj−1+1(βNωn,Sn−λ(βN ))|Smj−1 = zj−1, Smj

= zj

]
and the shorthand qn(z) denoting the transition probability PN(Sn = z) of the simple-random walk.

Remark 1.7. Note that the point-to-point partition function ZβN ,N (0,0 | N,z) also takes the disorder at the endpoint into
consideration. However, as it will turn out, it is more natural to compare the product of point-to-plane partition functions
to the point-to-point partition function

ZβN,N(0,0 | N,z) := EN

[
e
∑N−1

n=1 (βNωn,Sn−λ(βN ))|S0 = 0, SN = z
]
,(1.8)

not taking the endpoint-disorder into account. The distinction of the point-to-point partition functions’ notation may be
very subtle, but so is the difference between them. In fact, the difference between (1.8) and ZβN ,N (0,0 | N,z) vanishes in
L2(P): ∥∥ZβN ,N (0,0 | N,z) − ZβN,N(0,0 | N,z)

∥∥2
2 = ∥∥ZβN,N(0,0 | N,z)

∥∥2
2E

[(
eβNωN,z−λ(βN ) − 1

)2]
= ∥∥ZβN,N(0,0 | N,z)

∥∥2
2

(
eλ(2βN )−2λ(βN ) − 1

)
,

where we used the independence property of the disorder in the first equality. Because the first term on the r.h.s. is
uniformly bounded in N and λ(2βN) − 2λ(βN) ∼ β2

N , the L2-difference vanishes. We refer to both ZβN,N(0,0 | N,z)

and ZβN ,N (0,0 | N,z) as point-to-point partition function since the meaning will be clear from the context.

With the slight abuse of notation, we will write for 0 ≤ s < t ≤ 1

ZβN ,N (sN,y | tN, z)

instead of ZβN ,N (sN�, y | tN�, z). Similarly, for the point-to-plane partition function. Furthermore, for future reference,
we introduce the plane-to-point partition function, which is defined as

ZβN,N(m̃, �,m, z) := EN

[
e
∑m−1

n=m̃(βwn,Sn−λ(β))|Sm = z
]
.(1.9)

One can think of it as the partition function of a polymer starting in (m, z) and evolving backwards in time. For conve-
nience, we will refer to both point-to-line and line-to-point as point-to-plane whenever the context is clear.

Having representation (1.7) at hand, we see the necessity to understand the limiting behaviour of point-to-point par-
tition functions, before analysing the finite-dimensional distributions of the polymer measure. In order to manage such
point-to-point partition functions, we prove a local limit theorem (Proposition 2.1) which states that they can be approxi-
mated by the product of two point-to-plane partition functions, i.e.

ZβN ,N (0,0|N,z) = ZβN,N

(
0,0,

N

2
, �

)
ZβN,N

(
N

2
, �,N, z

)
+ εN,(1.10)

with εN vanishing in L2(P). Factorisations of this nature were proven in d ≥ 3 [19,33,36,38]. During completion of this
paper, Nakajima and Nakashima [34] proved independently a result similar to Proposition 2.1 in the continuous space-
time setting, see also Remark 2.3. They use the local limit theorem to extend the class of SPDEs and initial conditions
that admit Edwards–Wilkinson fluctuations.

We want to put particular emphasis on [36] because of the similarities in their work and our proof of Proposition 2.1.
Their proof of the local limit theorem of the form (1.10) uses the fact that polynomial chaos components, (2.5), can
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be factorised using a single random walk transition probability which is of order qN(z) [36, Theorem 2]. Our proof of
Lemma 2.6 resembles this approach. Additionally, they explain how a central limit theorem for the end-point distribution
can be obtained from the above factorisation [36, Theorem 4]. It is interesting to note that Sinai proved the local limit
theorem under the condition

σ(β)2R∞ < 1,(1.11)

where R∞ := limN→∞ RN , which is only finite in dimension d ≥ 3. Formally generalising condition (1.11) w.r.t. the
weak disorder limit in d = 2, it reads σ(βN)2RN < 1 which is equivalent to our assumption β̂ < 1 due to σ(βN) ∼ βN .

As a consequence of (1.10), the limiting distribution of point-to-point partition functions can be deduced from the
corresponding point-to-plane partition functions approximating it. In [14, Theorem 2.12], Caravenna, Sun and Zygouras
proved that finite families of partition functions of directed polymers converge jointly to a multivariate log-normal dis-
tribution. More precisely, consider the collection of space-time points ((ni, zi))1≤i≤k = ((ni(N), zi(N)))1≤i≤k such that
for every 1 ≤ i, j ≤ k

RN−ni
/RN → 1, as N → ∞, and

lim
N→∞R|ni−nj |∨|zi−zj |2/RN = ζi,j ∈ [0,1] exists,

then (
ZβN,N(ni, zi,N, �)

)
1≤i≤k

→ (: eYi :)1≤i≤k
,(1.12)

where (Yi)1≤i≤k is a multivariate Gaussian with

E[Yi] = 0 and E[YiYj ] = log
1 − β̂2ζi,j

1 − β̂2
∀1 ≤ i, j ≤ k.(1.13)

Particularly, the result holds for space-time points ((ni, zi))1≤i≤k having positive macroscopic distance, in which case the
corresponding tuple (Yi)1≤i≤k consists of independent Gaussians because ζi,j = 1i �=j .

Remark 1.8. This fact is precisely the reason for the different behaviour of the limiting polymer law in d = 2 com-
pared to d = 1. In the one-dimensional case the partition functions have non-trivial dependency in the large N limit for
macroscopically separated space-time points, see [2], leading to a path measure singular w.r.t. the Wiener measure. In the
two-dimensional setting (1.13) implies that partition functions started from macroscopically separated points will have
independent limits, leading to an self-averaging effect for the polymer measure. However, for points having vanishing
macroscopic distance, the limiting field will have non-trivial dependency.

After having dealt with the approximation of point-to-point partition functions, we can move on to the convergence
of quenched polymer marginals. The greatest difficulty when dealing with the finite-dimensional marginals of the form
(1.7) is the fact that none of the point-to-point partition functions is independent of the denominator ZβN,N(0,0,N, �).
We outline the approach taken in this paper; for the sake of simplicity, we only explain the following for the end-point
distribution.

First, we prove that the limiting annealed polymer marginal, i.e. limN→∞ E[Pω
βN ,N ( 1√

N
SN ∈ ·)], agrees with the ones

of Brownian motion, cf. Lemma 3.2. In fact, we show the much stronger result that the quenched marginal can be approx-
imated in L1(P) by a simplified representation, without the partition function ZβN,N(0,0,N, �) in the denominator:

lim
N→∞

∥∥∥∥Pω
βN ,N

(
1√
N

SN ∈ B

)
−

∑
z∈√

NB

ZβN ,N

(
N

2
, �,N, z

)
qN(z)

∥∥∥∥
1
= 0,(1.14)

using the factorisation in (1.10). Here and throughout the paper
√

NB denotes the set {z ∈ Z2 : z√
N

∈ B}. The expectation

of the latter representation is immediate, which yields the annealed limit P( 1√
2
W1 ∈ B).

In order to conclude convergence of the quenched marginal, the natural next step would be to prove that∑
z∈√

NB ZβN ,N (N
2 , �,N, z)qN(z) converges to its mean in L1(P). Instead, we show the stronger convergence in L2(P),

i.e.

lim
N→∞

∥∥∥∥ ∑
z∈√

NB

ZβN ,N

(
N

2
, �,N, z

)
qN(z) − P

(
1√
2
W1 ∈ B

)∥∥∥∥
2
= 0,
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since this reduces to a second moment calculation. Estimating the second moment of
∑

z∈√
NB ZβN ,N(N

2 , �,N, z)qN(z),
requires careful evaluation of the partition functions’ covariance structure, cf. Lemma 4.3, leading to a law-of-large
number like behaviour. Together with (1.14) this yields L1(P)-convergence of the quenched end-point distribution.

When calculating second moments, we essentially introduce a second independent copy of the polymer before av-
eraging over the environment, see also [18]. A difference in our approach is that we exploit the fact that in d = 2 the
subcritical regime coincides with the L2-regime. In other words, the positivity of the limiting partition function happens
exactly in the regime where the L2(P)-norm remains uniformly bounded. On the other hand, in d ≥ 3 this is not the case
as the L2-regime is a strict subset of the weak disorder regime. Thus, Comets–Yoshida constructed, taking only advantage
of the positivity of the limiting partition function, a (random) inhomogeneous Markov chain characterising the limiting
discrete polymer measure with infinite time horizon.

After proving convergence of finite-dimensional distributions, cf. Theorem 1.1, we show that for any fixed function
F ∈ Cb(C[0,1])

π∗
NEω

βN ,N

[
F(X)

] → E
[
F

(
1√
2
W

)]
, as N → ∞, in P-probability,(1.15)

by blending in ideas from the classical Donsker’s invariance principle: using tightness of the annealed polymer measure,
it suffices to restrict the polymer paths to a compact set K ⊂ C[0,1] when testing against a function F ∈ Cb(C[0,1]). The
Stone–Weierstrass theorem then states that F can be approximated uniformly by cylinder functions on K , i.e. functions
that only depend on finitely many marginals of the polymer path. Together with Theorem 1.1 this yields the functional
central limit theorem.

Lastly, we prove equivalence of functional central limit theorem and invariance principle by using a countable weak
convergence determining family of functions, cf. Proposition 4.9. This yields weak convergence of the polymer measures
as stated in Theorem 1.2. Note that the same argument allows rewriting the functional central limit theorem for d ≥ 3 in
[18] in terms of an invariance principle, cf. Corollary 4.11.

Remark 1.9. We want to stress that (1.15) is not yet a classical invariance principle stating convergence of the polymer
measure, but only a central limit theorem stating convergence when paths are tested against individual test functions. To
emphasise this point, we note that a ‘true’ invariance principle (in P-probability) reads as follows: for every sequence
(Nj )j∈N in N there exists a subsequence (Njm)m∈N and a set 	 ⊂ 	 of full measure such that

π∗
Njm

Eω
βNjm

,Njm

[
F(X)

] → E
[
F

(
1√
2
W

)]
∀F ∈ Cb

(
C[0,1]),

for every ω ∈ 	. In (1.15) on the other hand, we fix a function F ∈ Cb(C[0,1]) for which there exists a subsequence and
a set 	 of full mass, on which the convergence holds. The dependency of (Njm)m∈N and 	 on F does not allow us to
exchange the order of quantifiers without further reasoning.

1.4. Structure of the article

The remainder of the paper is structured as follows. In Section 2 we prove that point-to-point partition functions can be
approximated by the point-to-plane partition functions which we introduced above. In Section 3 we use this fact to prove
convergence of the annealed finite-dimensional distributions of the polymer measure to the ones of a Brownian motion
with diffusion matrix 1√

2
I2, where I2 denotes the identity matrix in R2×2. Together with a tightness argument this yields

an annealed invariance principle, cf. Proposition 3.1. Section 4 is divided into three parts. First, we prove Theorem 1.1,
where we use the self-averaging behaviour described above. Next, we present the proof of the invariance principle, cf.
Theorem 1.2, where we exploit the tightness of the annealed polymer measure. Lastly, we show the local limit theorem
for the polymer marginals on microscopic scales, Proposition 1.3.

1.5. Notation

Throughout the paper, qn(z) denotes the shorthand for the transition probabilities PN(Sn = z) of the simple random walk.
Its continuous counterpart, the density of a centred Gaussian variable on R2 with variance t is written as pt(x); we also
write λ(·) = λ(d)(·) for the Lebesgue measure on Rd . Moreover, ‖ · ‖p denotes the Lp(P)-norm, i.e.

‖ · ‖p
p := E

[| · |p]
,

for every p > 0. Lastly, we will write aN ∼ bN for sequences if limN→∞ aN/bN = 1.



1992 S. Gabriel

2. Approximation of the point-to-point partition function

This section’s main result is given by the following Proposition which states that point-to-point partition functions can be
locally uniformly approximated by the product of a point-to-plane and a plane-to-point partition function.

Proposition 2.1. Let β̂ ∈ (0,1), x ∈R2 and r > 0 be arbitrary, then for 0 < s+ < t− < 1 we have

sup
z∈√

NB(x,r)
s.t. qN (z)>0

∥∥ZβN ,N (0,0 | N,z) − ZβN,N

(
0,0, s+N,�

)
ZβN,N

(
t−N,�,N, z

)∥∥
2 → 0.

The statement remains true when replacing ZβN ,N (0,0 | N,z) with ZβN,N(0,0 | N,z), which we introduced in (1.8).

Remark 2.2. Proposition 2.1 also holds for s+ = 1 and t− = 0 w.r.t. L1+δ(P)-convergence for some δ > 0 small enough.
This can be shown following the same steps in the proof of Proposition 2.1. After completion of this paper, it was proved
that supN∈NE[ZβN ,N (0,0,N, �)p] < ∞ for arbitrary p > 0 [20,32]. The stronger moment estimates, allow to lift the
mode of convergence from L1+δ(P) to L2(P).

Throughout this section, the point x ∈ R2 plays the role of the macroscopic endpoint of the polymer path. In particular,√
NB(x, r) includes all microscopic points which are close to x on a macroscopic scale in the large N limit which is

important in Sections 3 and 4. Note that Proposition 2.1 remains true when replacing the initial time s = 0 and final time
t = 1 with arbitrary values 0 ≤ s < t ≤ 1, i.e. when considering partition functions ZβN,N(sN,0 | tN, z) or ZβN ,N (sN,0 |
tN, z).

Remark 2.3. A similar result was obtained recently and independently by Nakajima and Nakashima [34, Theorem 2.8].
They proved that the point-to-point partition function of a directed random polymer in the continuum can be approximated
in L2(P) by the product of point-to-plane partition functions with mesoscopic time-horizon if the distance between start
and terminal space-point is not too large. Similar to the present paper, they show that contributions to the point-to-point
partition function only come from the environment close to start and endpoint, before they replace the Brownian Bridge
measure by two Brownian motions running independently forward and backward in time. For the partition function of a
polymer of length N , an equivalent result to [34, Theorem 2.8] for the discrete case would read as follows

sup
z∈Z2:|z|≤√

N logN
s.t. qN (z)>0

∥∥ZβN ,N (0,0 | N,z) − ZβN,N(0,0, lN , �)ZβN ,N (N − lN , �,N, z)
∥∥2

2 → 0,(2.1)

for lN = N1−(logN)γ−1
with γ ∈ (0,1). In contrast to Proposition 2.1, here the radius of uniformity is

√
N logN . This

is due to keeping track of vanishing rates in their proof, which allows to strengthen the result. Likewise, exact evalua-
tion of the quantities in Lemma A.1 using the local limit theorem should allow to increase the radius of uniformity in
Proposition 2.1 to the same order. However, in regards of our main result this is not necessary.

Before continuing, we remind the reader that the partition function ZβN,N(0,0,N, �) can be written in terms of a
discrete chaos expansion [14,15]:

ZβN,N(0,0,N, �) = EN

[
e
∑N

n=1
∑

z∈Z2 (βNωn,z−λ(βN ))1Sn=z
]

= EN

[
N∏

n=1

∏
z∈Z2

(1 + σNηn,z1Sn=z)

]
(2.2)

= 1 +
N∑

k=1

Z
(k)
βN ,N (0,0,N, �),

where Z
(k)
βN ,N (0,0,N, �) is defined below and

ηn,z = η(N)
n,z := 1

σN

(
eβNωn,z−λ(βN ) − 1

)
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being centred i.i.d. random variables with unit variance. In the last equality of (2.2) we expanded the products which gives
rise to the k-th homogeneous chaos denoted by

Z
(k)
βN ,N (0,0,N, �) := σk

N

∑
1≤n1<···<nk≤N

z1,...,zk∈Z2

(
k∏

i=1

qni−ni−1(zi − zi−1)ηni ,zi

)
,(2.3)

with (n0, z0) denoting the origin (0,0) ∈ N × Z2. Note that the terms in the series expansion above are orthogonal in
the sense that E[Z(k)

βN ,N (0,0,N, �)Z
(j)
βN ,N (0,0,N, �)] = 0, whenever k �= j , due to the different number of disorder-terms

considered. Throughout the paper, we will use this fact in second moment computations without further explanation.
An analogous expansion holds for the plane-to-point partition function ZβN,N(0, �,N, z) with

Z
(k)
βN ,N (0, �,N, z) := σk

N

∑
0≤n1<···<nk≤N−1

z1,...,zk∈Z2

(
k∏

i=1

qni+1−ni
(zi+1 − zi)ηni ,zi

)
,(2.4)

where we assumed (nk+1, zk+1) = (N, z) and used the symmetry of the transition probabilities of the simple random
walk. Similarly, for the point-to-point partition function we write

ZβN,N(0,0 | N,z) = 1 +
N∑

k=1

Z
(k)
βN ,N (0,0 | N,z)

and

Z
(k)
βN ,N (0,0 | N,z) := σk

N

∑
1≤n1<···<nk≤N−1

z1,...,zk∈Z2

(
k∏

i=1

qni−ni−1(zi − zi−1)ηni ,zi

)
qN−nk

(z − zk)

qN(z)
.(2.5)

We point out that the point-to-plane partition function can be recovered by taking the average over all possible endpoints
and include the endpoint-disorder:

ZβN,N(0,0,N, �) =
∑
z∈Z2

ZβN ,N (0,0 | N,z)qN(z) =
∑
z∈Z2

ZβN,N(0,0 | N,z)eβNωN,z−λ(βN )qN(z).

The proof of Proposition 2.1 relies on the fact that the main contribution of the point-to-point partition function comes
from two mesoscopic sized subsets of the space-time domain around the start and terminal point. These space-time areas
are the same as the ones giving main contribution to the partition functions ZβN,N(0,0,N, �), see [15]. For a microscopic
reference point (n, z) ∈N×Z2, we define such sets both forward and backward in time:

A±
N(n, z) := {

(m,y) : |y − z| ≤ N1/2−aN/4 and 0 ≤ ±(m − n) ≤ N1−aN
}
,

where aN := (logN)γ−1 for some γ ∈ (0,1).
As already mentioned above, only samples inside of A+

N(0,0) ∪ A−
N(N, z) will contribute to the L2-limit of

Z
(k)
βN ,N (0,0 | N,z). On this account, we introduce the following decomposition

Z
(k)
βN ,N (0,0 | N,z) = Z

(k),A
βN ,N (0,0 | N,z) + Ẑ

(k)
βN ,N (0,0 | N,z),

where Z
(k),A
βN ,N (0,0 | N,z) denotes the sum

σk
N

∑
1≤n1<···<nk≤N−1

z1,...,zk∈Z2

(ni ,zi )∈A+
N(0,0)∪A−

N (N,z)

(
k∏

i=1

ηni,zi
qni−ni−1(zi − zi−1)

)
qN−nk

(z − zk)

qN(z)
(2.6)
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Fig. 1. Restricting samples to the macroscopic vanishing boxes A±
N

implies the existence of a large jump over time.

and Ẑ
(k)
βN ,N (0,0 | N,z) the corresponding remainder. This restriction can be thought of as ‘turning off’ the disorder outside

the two boxes; for visualisation the reader may refer to Figure 1 below. Similarly, we separate

ZβN,N(0,0 | N,z) = ZA
βN ,N (0,0 | N,z) + ẐβN ,N (0,0 | N,z)(2.7)

with ZA
βN,N (0,0 | N,z) = ∑N

k=0 Z
(k),A
βN ,N (0,0 | N,z). Sometimes we will also use this notation for point-to-plane partition

functions. Then, Z
(j),A
βN ,N (0,0,N, �) and Z

(j),A
βN ,N (0, �,N, z) will stand for the multi-linear polynomials in (2.3) and (2.4)

with disorder restricted to A+
N(0,0) or A−

N(N, z), respectively. Moreover, we want to mention that Z
(j),A
βN ,N (0,0,N, �) = 0

for all j > N1−aN , hence,

ZA
βN,N (0,0,N, �) =

N1−aN �∑
j=0

Z
(j),A
βN ,N (0,0,N, �),(2.8)

similarly for the line-to-point partition function. Lastly, note that the size of A±
N only depends on the level of approxima-

tion N and not the point-to-point partition function’s final time.
We will frequently make use of higher-order and negative moment estimates of the partition function. We summarise

equations (3.12), (3.14) and (3.15) from [15] in the following lemma.

Lemma 2.4 (Caravenna–Sun–Zygouras). Let β̂ ∈ (0,1), then

(i) there exists a δ = δ(β̂) > 0 and a constant C ′̂
β

< ∞ such that for every p ∈ [2,2 + δ]

sup
N∈N

E
[
ZβN,N(0,0,N, �)p

] ≤ C ′̂
β
,

sup
N∈N

E
[
ZA

βN ,N (0,0,N, �)p
] ≤ C ′̂

β
and

sup
N∈N

E
[
ẐβN ,N (0,0,N, �)p

] ≤ C ′̂
β
(aN)p/2.

(ii) for every p > 0 there exists a constant Ĉβ̂,p > 0 such that

sup
N∈N

E
[
ZβN,N(0,0,N, �)−p

] ≤ Ĉβ̂,p and sup
N∈N

E
[
ZA

βN,N (0,0,N, �)−p
] ≤ Ĉβ̂,p.

Because ZβN,N(0,0,N, �) and ZβN,N(0, �,N, z) have the same distribution, all statements in Lemma 2.4 hold for the
plane-to-point partition function, too.

Remark 2.5. That Lemma 2.4(ii) holds for arbitrary negative moments, is a consequence of the concentration inequality
(1.1) and a left-tail estimate, see [15, Proposition 3.1]. We will use this control, in the proof of Lemma 3.2 and Proposi-
tion 1.3, to separate products of partition functions using Hölder’s inequality, cf. (3.10). From the estimate (3.10) we see
that control of either large negative or positive moments of the partition function is sufficient. Hence, with an improved
control on positive moments, it should be possible to push control from negative moments to positive ones. It was re-
cently shown that all positive moments of the partition function are uniformly bounded in N [20,32] (without the need
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of assumption (1.1)), and it is expected that all statements in Lemma 2.4(i) continue to hold for arbitrary p > 0. Thus,
assumption (1.1) could then be replaced by supN∈NE[ZβN,N(0,0,N, �)−p] < ∞ for some p > 2.

Although we will follow a similar approach in evaluating the limits of ZA
βN,N (0,0 | N,z) and ẐβN ,N (0,0 | N,z),

we present their respective proofs separately for the sake of a more approachable presentation. We start with the chaos
decomposition restricted to the macroscopically vanishing set A+

N(0,0) ∪ A−
N(N, z).

2.1. A single jump factorises the term

For the term Z
(k),A
βN ,N (0,0 | N,z) we only consider sample points (ni, zi)

k
i=1 that lie inside A+

N(0,0) ∪ A−
N(N, z) by re-

stricting the sum in (2.6). Particularly, this implies for every polymer path with k intermediate samples the existence of a
single ‘large’ jump across the valley separating (0,0) and (N, z). This jump divides the polymer samples into two chains,
one close to the starting point (0,0), the other one close to the terminal point (N, z). These two chains can be analysed
independently.

Following the above explanation, it is reasonable to rewrite (2.6) by summing over all possible positions of this ‘large’
jump:

Z
(k),A
βN ,N (0,0 | N,z)

= σk
N

k∑
j=0

∑
(ni ,zi )∈A+

N(0,0)∀i≤j

(ni ,zi )∈A−
N(N,y)∀i>j

s.t. 1≤n1<···<nk≤N−1

(
k∏

i=1

qni−ni−1(zi − zi−1)ηni ,zi

)
qN−nk

(z − zk)

qN(z)
,(2.9)

where j is the largest index before the jump, see also Figure 1. For the sake of clarity, we will abbreviate the con-
ditions in the sum by (ni, zi)

k
i=1 ∈ A(j) and write

∑
(ni ,zi )

k
i=1∈A(j)

coherently. Most notably, when omitting the ratio

qnj+1−nj
(zj+1 − zj )/qN(z) in (2.9) the r.h.s. simplifies to

k∑
j=0

Z
(j),A
βN ,N (0,0,N, �)Z

(k−j),A
βN ,N (0, �,N, z),

and the two partition functions inside the sum are stochastically independent. Here, we used the notation defined in (2.3)
and (2.4) and enhanced thereafter. This motivates the statement of the following lemma.

Lemma 2.6. For all x ∈ R2 and r > 0 we have

sup
z∈√

NB(x,r)
s.t. qN (z)>0

∥∥ZA
βN ,N (0,0 | N,z) − ZA

βN,N (0,0,N, �)ZA
βN ,N (0, �,N, z)

∥∥
2 → 0,

as N tends to infinity.

Proof. Let x ∈R2 and r > 0. We begin by noting that

ZA
βN,N (0,0,N, �)ZA

βN ,N (0, �,N, z) =
N∑

k=0

k∑
j=0

Z
(j),A
βN ,N (0,0,N, �)Z

(k−j),A
βN ,N (0, �,N, z).(2.10)

This follows from the fact that Z
(j),A
βN ,N (0,0,N, �) = 0 whenever j > N1−aN (similarly for Z

(k−j),A
βN ,N (0, �,N, z)):

N∑
k=0

k∑
j=0

Z
(j),A
βN ,N (0,0,N, �)Z

(k−j),A
βN ,N (0, �,N, z) =

N1−aN∑
j=0

Z
(j),A
βN ,N (0,0,N, �)

j+N1−aN∑
k=j

Z
(k−j),A
βN ,N (0, �,N, z),

where we changed the order of the sums and added the restrictions j, k − j ≤ N1−aN . After an index shift in the inner
sum, we see that (2.10) holds true due to identity (2.8).
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Thus, expanding the r.h.s. of (2.10), we have

ZA
βN ,N (0,0,N, �)ZA

βN ,N (0, �,N, z)

=
N∑

k=0

k∑
j=0

σ
2j
N

∑
(ni ,zi )

j
i=1∈A+

N(0,0)

s.t. 1≤n1<···<nj

(
j∏

i=1

qni−ni−1(zi − zi−1)ηni ,zi

)
(2.11)

× σ
2(k−j)
N

∑
(̃ni ,̃zi )

k−j
l=1 ∈A−

N(N,z)

s.t. ñ1<···<ñk−j ≤N−1

(
k−j∏
i=1

qñi+1−ñi
(̃zi+1 − z̃i )ηñi ,̃zi

)
.

Now, using representations (2.9) and (2.11), we can estimate the second moment in the statement of the lemma, due to
orthogonality, in terms of

N∑
k=0

E

[(
Z

(k),A
βN ,N (0,0 | N,z) −

k∑
j=0

Z
(j),A
βN ,N (0,0,N, �)Z

(k−j),A
βN ,N (0, �,N, z)

)2]

≤
N∑

k=0

k∑
j=0

E

[(
Z

(j),A
βN ,N (0,0,N, �)Z

(k−j),A
βN ,N (0, �,N, z)

)2

× sup
(nj ,zj )∈A+(0,0)

(nj+1,zj+1)∈A−(N,z)

(
qnj+1−nj

(zj+1 − zj )

qN(z)
− 1

)2]
.

(2.12)

Therefore, we only need to show that the ratio qnj+1−nj
(zj+1 − zj )/qN(z) is negligible, which is intuitively clear since

(nj , zj ) and (nj+1, zj+1) are on a macroscopic level close to (0,0) and (N, z), respectively. Using the estimate

sup
(nj ,zj )∈A+(0,0)

(nj+1,zj+1)∈A−(N,z)

∣∣∣∣qnj+1−nj
(zj+1 − zj )

qN(z)
− 1

∣∣∣∣ ≤ sup
|N−n|<2N1−aN

|z−y|<2N1/2−aN /4

∣∣∣∣ qn(y)

qN(z)
− 1

∣∣∣∣,(2.13)

we can upper bound (2.12) further (note that the r.h.s. of (2.13) does not depend on k or j ) and finally have

N∑
k=0

E

[(
Z

(k),A
βN ,N (0,0 | N,z) −

k∑
j=0

Z
(j),A
βN ,N (0,0,N, �)Z

(k−j),A
βN ,N (0, �,N, z)

)2]

≤ sup
|N−n|<2N1−aN

|z−y|<2N1/2−aN /4

∣∣∣∣ qn(y)

qN(z)
− 1

∣∣∣∣2 N∑
k=0

k∑
j=0

E
[(

Z
(j),A
βN ,N (0,0,N, �)Z

(k−j),A
βN ,N (0, �,N, z)

)2]
.

Again, the sum of the right hand side is uniformly bounded in N and z, cf. Lemma 2.4. The last step consists of showing
that the ratio of random-walk-transition-kernels is indeed uniformly close to one, i.e.

sup
z∈√

NB(x,r)
s.t. qN (z)>0

sup
|N−n|<2N1−aN

|z−y|<2N1/2−aN /4

∣∣∣∣ qn(y)

qN(z)
− 1

∣∣∣∣ → 0, as N → ∞.(2.14)

This follows directly from Lemma A.1(i) and finishes the proof. �

2.2. Multiple exceptional jumps are negligible

Lemma 2.6 states that instead of looking at the point-to-point partition function restricted to have a single large jump from
A+

N(0,0) to A−
N(N, z), it suffices to look at the product of two point-to-plane partition functions, one looking forward the
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Fig. 2. When considering k samples, the existence of a time-jump that is at least of length N
k

, still allows us to split samples into two groups (while

paying a multiplicative constant k). At least one of the two groups will contain samples outside the boxes A±
N

.

other one looking backward in time. In order to prove the stronger result in Proposition 2.1 it remains to show that samples
with points outside of A+

N(0,0)∪A−
N(N, z) do not contribute to the L2-limit of the partition function. We say that samples

of this kind have an exceptional jump, if there exists an index 1 ≤ ĵ ≤ k such that (nĵ , zĵ ) /∈ A+
N(0,0) ∪ A−

N(N, z). We

will use (ni, zi)
k
i=1 /∈ A as a shorthand.

Lemma 2.7. For every x ∈R2 and r > 0 we have

lim
N→∞ sup

z∈√
NB(x,r)

E
[(

ẐβN ,N (0,0 | N,z)
)2] = 0.

Proof. Similar to the case where all samples are sufficiently close to the start and end point, we can again partition
samples into two groups. First note that for every collection of k samples there is at least one index 0 ≤ j ≤ k such that
nj+1 − nj ≥ N

k
, cf. Figure 2 (here we use again the notation nk+1 = N ). Consequently, we may write

E
[(

Ẑ
(k)
βN ,N (0,0 | N,z)

)2]
≤ σ 2k

N

k∑
j=0

∑
(ni ,zi )

k
i=1 /∈A

1

{
nj+1 − nj ≥ N

k

}

×
(

j∏
i=1

q2
ni−ni−1

(zi − zi−1)

)
q2
nj+1−nj

(zj+1 − zj )

q2
N(z)

(
k+1∏

i=j+2

q2
ni−ni−1

(zi − zi−1)

)
.

Once more, we want to separate indices into two groups which requires the removal of a ratio of random walk transition
kernels. We apply Lemma A.1(ii) which yields

q2
nj+1−nj

(zj+1 − zj )

q2
N(z)

≤ sup
z∈√

NB(x,r)
s.t. qN (z)>0

sup
n≥N/k

zj+1−zj ∈Z2

q2
n(zj+1 − zj )

q2
N(z)

≤ Ck2,(2.15)

with C being a non-negative constant, independent of N and k.
In the remainder of the proof we do not explicitly state results to hold locally uniformly in z. However, the reader

should note that the statements remain true when adding the supremum over {z ∈ √
NB(x, r) : qN(z) > 0} in front of all

expressions below.
We just proved that

E
[(

Ẑ
(k)
βN ,N (0,0 | N,z)

)2] ≤ Ck2σ 2k
N

k∑
j=0

∑
(ni ,zi )

k
i=1 /∈A

nj+1−nj ≥N/k

(
j∏

i=1

q2
ni−ni−1

(zi − zi−1)

)

×
(

k+1∏
i=j+2

q2
ni−ni−1

(zi − zi−1)

)
,

(2.16)
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for some positive constant C. Since (ni, zi)
k
i=1 /∈ A, we know there exists a ĵ ∈ {1, . . . , k} such that (nĵ , zĵ ) /∈ A+

N(0,0) ∪
A−

N(N, z). Note that ĵ does not necessarily agree with j and we consider the two cases ĵ ≤ j and ĵ > j separately. First,
assume that ĵ ≤ j , then we can estimate the product which does not contain ĵ as follows

∑
0≤nj+1<···<nk≤N−1

zj+1,...,zk∈Z2

(
k+1∏

i=j+2

q2
ni−ni−1

(zi − zi−1)

)
≤

( ∑
1≤n≤N

z̃∈Z2

q2
n(̃z)

)k−j

= R
k−j
N ,

where we dropped the constraint of the ni ’s being ordered and also used the symmetry of the simple random walk
transition probabilities in the first step. Thus,

Ck2σ 2k
N

k∑
j=0

∑
(ni ,zi )

k
i=1 /∈A

nj+1−nj ≥N/k

1ĵ≤j

(
j∏

i=1

q2
ni−ni−1

(zi − zi−1)

)(
k+1∏

i=j+2

q2
ni−ni−1

(zi − zi−1)

)

≤ Ck2
k∑

j=0

(
σ 2

NRN

)k−j
σ

2j
N

∑
1≤n1<···<nj ≤N

(zi )
j
i=1∈(Z2)j

∃ĵ s.t. (nĵ ,zĵ )/∈A+
N(0,0)

(
j∏

i=1

q2
ni−ni−1

(zi − zi−1)

)
(2.17)

= Ck2
k∑

j=0

(
σ 2

NRN

)k−j
E

[(
Ẑ

(j)
βN ,N (0,0,N, �)

)2]
.

We can perform the same estimates in the case of ĵ > j (in fact, we overestimate with ĵ ≥ j ) with the roles of A+
N(0,0)

and A−
N(N, z) reversed. Together with (2.16) and (2.17) this yields

E
[(

Ẑ
(k)
βN ,N (0,0 | N,z)

)2]
≤ Ck2

k∑
j=0

((
σ 2

NRN

)k−j
E

[(
Ẑ

(j)
βN ,N (0,0,N, �)

)2] + (
σ 2

NRN

)j
E

[(
Ẑ

(k−j)
βN ,N (0, �,N, z)

)2])
(2.18)

= 2Ck2
k∑

j=0

(
σ 2

NRN

)k−j
E

[(
Ẑ

(j)
βN ,N (0,0,N, �)

)2]
,

where we used E[(Ẑ(j)
βN ,N (0,0,N, �))2] = E[(Ẑ(j)

βN ,N (0, �,N, z))2] in the last step. Overall, using (2.18) and orthogonality
of the polynomial chaos components, we have

E
[(

ẐβN ,N (0,0 | N,z)
)2] ≤ 2C

N∑
k=1

k2
k∑

j=1

(
σ 2

NRN

)k−j
E

[(
Ẑ

(j)
βN ,N (0,0,N, �)

)2]
.(2.19)

Switching the order of the two sums and performing an index shift, we have

N∑
k=1

k2
k∑

j=1

(
σ 2

NRN

)k−j
E

[(
Ẑ

(j)
βN ,N (0,0,N, �)

)2] =
N∑

j=1

E
[(

Ẑ
(j)
βN ,N (0,0,N, �)

)2]N−j∑
k=0

(k + j)2(σ 2
NRN

)k

which overall yields

E
[(

ẐβN ,N (0,0 | N,z)
)2] ≤ C

N∑
j=1

j2E
[(

Ẑ
(j)
βN ,N (0,0,N, �)

)2]
.(2.20)
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Here we used the fact that

N−j∑
k=0

(k + j)2(σ 2
NRN

)k ≤ j2

(
1 + 4

∞∑
k=1

k2(σ 2
NRN

)k

)
→ j2

(
1 + 4

∞∑
k=1

k2β̂2k

)
, as N → ∞,

for all j ≥ 1. Because the series converges, recall that limN→∞ σ 2
NRN = β̂2 < 1, the series on the l.h.s. is uniformly

bounded in N and can be absorbed in the constant C. In Lemma B.1, in the Appendix, we deduce that

E
[(

Ẑ
(j)
βN ,N (0,0,N, �)

)2] ≤ Cj2(σ 2
NRN

) j
2 aN ∼ Cj2β̂j aN ,

which is a direct implication of the estimates in [15, Section 3.4]. Hence,

N∑
j=1

j2E
[(

Ẑ
(j)
βN ,N (0,0,N, �)

)2] ≤ CaN

N∑
j=1

j4β̂j ,

which yields that (2.20) vanishes in the large N limit, since aN → 0. This completes the proof. �

It is worth pointing out that the estimates used in (2.14) and (2.15) hold because z ∈ √
NB(x, r) is macroscopically

bounded which prevents blow ups of (NqN(z))−1. This is the reason why Proposition 2.1 only holds locally uniformly.
We are now ready to prove this section’s main result, namely the point-to-point partition function can in fact be

factorised into a product of two point-to-plane partition functions.

Proof of Proposition 2.1. First, we ignore the supz∈√
NB(x,r),qN (z)>0 and only consider a single, fixed z ∈ Z2 such that

qN(z) > 0. As already mentioned in Remark 1.7, ZβN ,N (0,0 | N,z) can be approximated arbitrary well in L2(P) by
ZβN,N(0,0 | N,z) in the large N limit, which is why we can restrict ourselves to the latter in this proof.

Recall that 0 < s+ < t− < 1. Using the triangle inequality yields the estimate∥∥ZβN,N(0,0 | N,z) − ZβN,N

(
0,0, s+N,�

)
ZβN,N

(
t−N,�,N, z

)∥∥
2

= ‖(ẐβN ,N (0,0 | N,z) + ZA
βN,N (0,0 | N,z)

) − ZβN,N

(
0,0, s+N,�

)
ZβN,N

(
t−N,�,N, z

)‖2

≤ ∥∥ẐβN ,N (0,0 | N,z)
∥∥

2 + ∥∥ZA
βN ,N (0,0 | N,z) − ZA

βN ,N

(
0,0, s+N,�

)
ZA

βN,N

(
t−N,�,N, z

)∥∥
2

+ ∥∥ZA
βN ,N

(
0,0, s+N,�

)
ZA

βN ,N

(
t−N,�,N, z

) − ZβN,N

(
0,0, s+N,�

)
ZβN,N

(
t−N,�,N, z

)∥∥
2.

The first and second term vanish due to Lemma 2.7 and Lemma 2.6, respectively. Intuitively, the third term is negligible
due to the results in [14] which state that only samples inside the boxes A±

N contribute to the L2-limit of the point-to-plane
partition functions. We begin by estimating∥∥ZA

βN,N

(
0,0, s+N,�

)
ZA

βN ,N

(
t−N,�,N, z

) − ZβN,N

(
0,0, s+N,�

)
ZβN,N

(
t−N,�,N, z

)∥∥
2

≤ ∥∥(
ZA

βN ,N

(
0,0, s+N,�

) − ZβN,N

(
0,0, s+N,�

))
ZA

βN ,N

(
t−N,�,N, z

)∥∥
2

+ ∥∥ZβN,N

(
0,0, s+N,�

)(
ZA

βN ,N

(
t−N,�,N, z

) − ZβN,N

(
t−N,�,N, z

))∥∥
2

= ∥∥ẐβN ,N

(
0,0, s+N,�

)∥∥
2

∥∥ZA
βN ,N

(
t−N,�,N, z

)∥∥
2

+ ∥∥ZβN,N

(
0,0, s+N,�

)∥∥
2

∥∥ẐβN ,N

(
t−N,�,N, z

)∥∥
2,

where we used independence of the disorder on the disjoint time intervals [0, s+] and [t−,1] in the last step. The second
moments of ẐβN ,N converge to zero, see Lemma 2.4, whereas the 2-norms of ZA

βN ,N and ZβN,N are uniformly bounded

in N . Note that all statements in the proof hold uniformly on balls
√

NB(x, r), therefore the local uniformity in the
statement of the Proposition follows. This completes the proof. �

Before we move on to the next section, we state and prove the analogous result of Lemma 2.4(i) for the point-to-point
partition function:

Corollary 2.8 (Hypercontractivity). Let x ∈R2 and r > 0 be arbitrary. For every β̂ < 1 there exists a δ = δ(β̂) > 0 and
C > 0 such that
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(i) supN∈N supz∈√
NB(x,r)E[ZβN,N(0,0 | N,z)2+δ] ≤ C,

(ii) supN∈N supz∈√
NB(x,r)E[ZβN ,N (0,0 | N,z)2+δ] ≤ C.

Proof. Let x ∈R2 and r > 0. First, we prove statement (i) for the point-to-point partition function ZβN,N(0,0 | N,z), ig-
noring the endpoint-disorder. From the proof of Proposition 2.1 and Lemma 2.4, we know that supz∈√

NB(x,r)E[ZβN,N(0,

0 | N,z)2] is uniformly bounded in N . Moreover, the point-to-point partition function still has the form of a multi-linear
polynomial. In order to lift the boundedness to the (2 + δ)-moment for δ > 0 sufficiently small, we apply the hypercon-
tractivity property, see for example Appendix B in [15]. It is easy to check that the necessary conditions are still satisfied.
Thus, we may estimate the p-th moment, p ≥ 2, by

E
[
ZβN,N(0,0 | N,z)p

] ≤
(

N∑
k=0

c2k
p E

[
Z

(k)
βN ,N (0,0 | N,z)2]) p

2

.(2.21)

Here, cp is a constant which only depends on p and the law of the noise η(N). In [15, Theorem B.1] it was additionally
shown that limp↓2 cp = 1. In order to show that the sum is uniformly bounded in N , we split it into the two (by now well
known) parts:

N∑
k=0

c2k
p E

[
Z

(k)
βN ,N (0,0 | N,z)2]

=
N∑

k=0

c2k
p E

[
Z

A,(k)
βN ,N (0,0 | N,z)2] +

N∑
k=0

c2k
p E

[
Ẑ

(k)
βN ,N (0,0 | N,z)2],

(2.22)

due to orthogonality. The second term on the r.h.s. can be upper bounded using (2.18) and Lemma B.1

N∑
k=0

c2k
p E

[
Ẑ

(k)
βN ,N (0,0 | N,z)2] ≤ C

N∑
k=0

c2k
p k2

k∑
j=0

(
σ 2

NRN

)k−j
E

[(
Ẑ

(j)
βN ,N (0,0,N, �)

)2]

≤ aNC

N∑
k=0

c2k
p k2

k∑
j=0

(
σ 2

NRN

)k−j (
σ 2

NRN

)j/2
j2

≤ aNC

N∑
k=0

k5(c4
pσ 2

NRN

)k/2
,

and vanishes because c2
pβ̂ < 1 for p ≥ 2 small enough, where we used the fact that c2

pσN

√
RN ∼ c2

pβ̂ . The first term on
the r.h.s. of (2.22), on the other hand, can be estimated by

N∑
k=0

c2k
p E

[
Z

A,(k)
βN ,N (0,0 | N,z)2]

≤
(

sup
|N−n|<2N1−aN

|z−y|<2N1/2−aN /4

qn(y)

qN(z)

) N∑
k=0

c2k
p

k∑
j=0

E
[
Z

A,(j)
βN ,N (0,0,N, �)2]E[

Z
A,(k−j)
βN ,N (0, �,N, z)2]

≤
(

sup
|N−n|<2N1−aN

|z−y|<2N1/2−aN /4

qn(y)

qN(z)

) N∑
k=0

(k + 1)c2k
p

(
σ 2

NRN

)k
,

where we performed a similar estimate as in the proof of Lemma 2.6 in the first inequality, recall display (2.9). In the
second step we simply used the fact that E[ZA,(j)

βN ,N (0,0,N, �)2] ≤ (σ 2
NRN)j (and similarly for the line-to-point partition

function). Again for p ≥ 2 small enough, cp can be absorbed into β̂ , whereas Lemma A.1(i) gives that the supremum
converges to one. Overall, this yields that (2.21) is uniformly bounded in N .
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The estimate for ZβN ,N (0,0 | N,z) follows now from (i). Recall that

ZβN ,N (0,0 | N,z) = eβNωN,z−λ(βN )ZβN ,N(0,0 | N,z),

where we included again the disorder at the endpoint separately. We then have

E
[
ZβN ,N (0,0 | N,z)p

] = E
[(

eβNωN,z−λ(βN )
)p]

E
[
ZβN,N(0,0 | N,z)p

]
,

using the independence property of the disorder ω. Choosing p < 2 + δ, where δ = δ(β̂) from part (i), we know the
second term is uniformly bounded. It remains to estimate E[(eβNωN,z−λ(βN ))p] = eλ(pβN )−pλ(βN ). By Taylor expansion
we can write λ(pβN)− pλ(βN) ∼ 1

2p(p − 1)β2
N , which yields boundedness of the exponential. This concludes the proof

of (ii). �

3. The annealed polymer measure

After proving the factorisation of point-to-point partition functions, we can finally start analysing the limiting poly-
mer measure. As dealing with the annealed polymer measures first will substantially simplify the required steps in the
quenched case, we define the disorder-averaged measure μβN,N on (C[0,1],F), by

μβN,N(B) := E
[
π∗

N Pω
βN ,N (B)

] ∀B ∈ F .(3.1)

This section’s main result is an invariance principle for the paths of the annealed polymer measure.

Proposition 3.1 (Annealed invariance principle). For β̂ ∈ (0,1), we have

μβN,N
d→ P

(
1√
2
W ∈ ·

)
, as N → ∞,

where we recall that P denotes the Wiener measure on C[0,1].

We begin by showing that the limiting finite-dimensional distributions of μβN,N agree with the ones of a Brownian
motion with diffusion matrix 1√

2
I2. In the section’s second part we prove the required tightness in C[0,1]. Together with

the identification of finite-dimensional distributions, this yields Proposition 3.1.
Instead of determining the finite-dimensional distributions of the interpolated paths, it suffices to work with the corre-

sponding starting point of the interpolation. To see this, recall that under π∗
N Pω

βN ,N we have

Xt = 1√
N

StN� + 1√
N

(
tN − tN�)(StN�+1 − StN�).(3.2)

Because the simple random walk has a finite range transtition kernel, the second term vanishes for N large and we are left
with 1√

N
StN�. Thus, the weak limits of 1√

N
StN� and Xt (under π∗

NPω
βN ,N ) must coincide if they exist. We will assume

tN ∈ N for the sake of notation.
Let 0 < t1 < t2 < · · · < tk ≤ 1. Throughout the remaining sections it will be convenient to fix a partitioning of the time

intervals (ti−1, ti] and (tk,1] using t±i ’s such that

t+i−1 < t−i < ti < t+i .(3.3)

Now, recalling the representation in (1.7), the idea when proving convergence of the marginal distributions is to replace
the first point-to-point partition function using Proposition 2.1:

ZβN ,N (0,0 | t1N,z1)

ZβN ,N (0,0,N, �)
� ZβN,N(0,0, t1N,�)ZβN ,N (0, �, t1N,z1)

ZβN ,N (0,0,N, �)
,(3.4)

where ‘�’ should be understood as approximation in L1(P) for large N . Because both the denominator and the first term
in the numerator only depend on the disorder in a small neighbourhood around the starting point, they converge to the
same limit and should cancel as N diverges. We are then left with the remaining point-to-point partition functions which
can be analysed separately due to independence of the disorder on disjoint time intervals.
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Having the above approach in mind, we introduce a shorthand notation for the following constellation of terms. Con-
sider 0 < t1 < t2 < · · · < tk < 1, we define

Qω
βN,N

(
(ti ,Bi)

k
i=1

)
:=

∑
zi∈

√
NBi

1≤i≤k

ZβN ,N

(
t−1 N,�, t1N,z1

)(k−1∏
j=1

ZβN,N

(
tjN, zj , t

+
j N, �

)
ZβN,N

(
t−j+1N,�, tj+1N,zj+1

))
(3.5)

× ZβN,N

(
tkN, zk, t

+
k N, �

) k∏
j=1

q(tj −tj−1)N (zj − zj−1).

Whenever tk = 1, the partition function ZβN,N(tkN, zk, t
+
k N, �) is dropped, since it depends on the disorder outside of

{0, . . . ,N} ×Z2.

Lemma 3.2. For β̂ ∈ (0,1) and 0 < t1 < t2 < · · · < tk ≤ 1 we have

lim
N→∞

∥∥∥∥Pω
βN ,N

(
1√
N

St1N ∈ B1, . . . ,
1√
N

StkN ∈ Bk

)
− Qω

βN,N

(
(ti ,Bi)

k
i=1

)∥∥∥∥
1
= 0,(3.6)

for every choice of bounded measurable sets (Bi)
k
i=1 ∈ (R2)k satisfying λ(∂Bi) = 0.

In particular, this implies

lim
N→∞E

[
Pω

βN ,N

(
1√
N

St1N ∈ B1, . . . ,
1√
N

StkN ∈ Bk

)]
= P

(
1√
2
Wt1 ∈ B1, . . . ,

1√
2
Wtk ∈ Bk

)
.(3.7)

Proof. We only elaborate the steps for the case k = 2 and t2 = 1; the general statement follows along the same lines
modulo more involved notation. Let (Bi)1≤i≤2 be bounded sets with boundary of Lebesgue-measure zero. Throughout
the proof, we assume B(xi, ri)’s to be balls large enough such that they cover the bounded sets Bi . We write t0 = 0 and
z0 = 0 for the starting point of the random polymer.

First, we will replace the point-to-point partition function ZβN ,N (0,0 | t1N,z1) in (1.7) by its point-to-plane coun-
terparts, using Proposition 2.1. Afterwards, we exchange the arising term ZβN,N(0,0, t+0 N,�) with ZβN,N(0,0,N, �) to
cancel the point-to-plane partition function in the denominator. In other words, we want to show that

sup
zi∈

√
NB(xi ,ri )

s.t. qt1N(z1)>0

∥∥∥∥ZβN ,N (t1N,z1 | N,z2)

ZβN ,N (0,0,N, �)

(
ZβN ,N (0,0 | t1N,z1) − ZβN,N(0,0,N, �)ZβN ,N

(
t−1 N,�, t1N,z1

))∥∥∥∥
1

(3.8)

vanishes in the large N limits. Afterwards, the remaining point-to-point partition function can be replaced using again
Proposition 2.1, which yields (3.6).

Instead of showing the above convergence in (3.8) directly, we divide the statement into two, more manageable, terms
by introducing the intermediate term ZβN,N(0,0, t+0 N,�)ZβN ,N (t−1 N,�, t1N,z1).

• We start with the replacement of the point-to-point partition function following Proposition 2.1. First, we apply the
Cauchy–Schwartz inequality which yields∥∥∥∥ZβN ,N (t1N,z1 | N,z2)

ZβN ,N (0,0,N, �)

(
ZβN ,N (0,0 | t1N,z1) − ZβN,N

(
0,0, t+0 N,�

)
ZβN,N

(
t−1 N,�, t1N,z1

))∥∥∥∥
1

≤ ∥∥ZβN,N(0,0,N, �)−1
∥∥

2

∥∥ZβN ,N (t1N,z1 | N,z2)
∥∥

2(3.9)

× ∥∥ZβN ,N (0,0 | t1N,z1) − ZβN,N

(
0,0, t+0 N,�

)
ZβN,N

(
t−1 N,�, t1N,z1

)∥∥
2.

Here we used independence of the disorder on the disjoint time intervals (0, t1N ] and (t1N,N] in addition to the
fact that partition functions ZβN ,N (sN,0 | tN, z) only depend on the disorder ω in (sN, tN ] × Z2. The last term in
(3.9) vanishes uniformly in z ∈ √

NB(x1, r1) due to Proposition 2.1, whereas the first and second term are uniformly
bounded, cf. Lemma 2.4 and Corollary 2.8, respectively.
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• Lastly, we can estimate the remaining norm using again the fact that we have arbitrary good control of negative mo-
ments of ZβN,N(0,0,N, �). Using

ZβN,N

(
0,0, t+0 N,�

) − ZβN,N(0,0,N, �) = ẐβN ,N

(
0,0, t+0 N,�

) − ẐβN ,N (0,0,N, �),

the Cauchy–Schwarz inequality gives∥∥∥∥ZβN,N(0,0, t+0 N,�) − ZβN,N(0,0,N, �)

ZβN ,N (0,0,N, �)
ZβN ,N

(
t−1 N,�, t1N,z1

)
ZβN ,N (t1N,z1 | N,z2)

∥∥∥∥
1

≤
∥∥∥∥ ẐβN ,N (0,0, t+0 N,�) − ẐβN ,N (0,0,N, �)

ZβN ,N (0,0,N, �)

∥∥∥∥
2

∥∥ZβN,N

(
t−1 N,�, t1N,z1

)
ZβN ,N (t1N,z1 | N,z2)

∥∥
2.

The second term on the r.h.s. is uniformly bounded by Lemma 2.4(ii). The first term, on the other hand, can be estimated
using Hölder’s inequality and the trivial estimate ‖a − b‖ ≤ ‖a‖ + ‖b‖:∥∥∥∥ ẐβN ,N (0,0, t+0 N,�) − ẐβN ,N (0,0,N, �)

ZβN ,N (0,0,N, �)

∥∥∥∥
2

≤ ∥∥ZβN,N(0,0,N, �)−1
∥∥

2+δ−1

(∥∥ẐβN ,N

(
0,0, t+0 N,�

)∥∥
2+δ

+ ∥∥ẐβN ,N (0,0,N, �)
∥∥

2+δ

)
,

(3.10)

where δ > 0 is choosen sufficently small. Because ‖ẐβN ,N (0,0,N, �)‖2+δ and ‖ẐβN ,N (0,0, t+0 N,�)‖2+δ converge to
zero using Lemma 2.4(i), while the first term is uniformly bounded, this proves convergence to zero of the expression
in (3.8).

Having proven that (3.8) vanishes, it is only left to replace ZβN ,N (t1N,z1 | N,z2) by ZβN,N(t1N,z1, t
+
1 N,�)ZβN ,N (t−2 N,

�,N, z2) which holds again by means of Proposition 2.1. This concludes the proof of (3.6).
Overall, (3.6) implies

lim
N→∞E

[
Pω

βN ,N (St1N ∈ √
NB1, SN ∈ √

NB2)
] = lim

N→∞E
[
Qω

βN,N

(
(ti ,Bi)

2
i=1

)]
= lim

N→∞
∑

zi∈
√

NBi
1≤i≤2

2∏
j=1

q(tj −tj−1)N (zj − zj−1),

where we used the fact that E[ZβN,N(t−1 N,�, t1N,z1)ZβN ,N (t1N,z1, t
+
1 N,�)ZβN ,N (t−2 N,�,N, z2)] = 1. It is well

known that the simple random walk in d = 2 converges in law to Brownian motion with diffusion matrix 1√
2
I2, see

for example [29, Theorem 7.6.1]. �

Note that Lemma 3.2 is enough to deduce weak convergence of finite-dimensional distributions. In order to lift the
convergence result to the annealed polymer measures, we require tightness.

Lemma 3.3. The family of annealed polymer measures (μβN ,N)N is tight in M1(C[0,1]).

Proof. We prove the tightness of (μβN ,N )N by following [27, Theorem 16.5] which states that it suffices to show that for
every ε > 0

lim
δ→0

lim sup
N→∞

μβN,N

(
mδ(X) ≥ ε

) = lim
δ→0

lim sup
N→∞

E
[
π∗

N Pω
βN ,N

(
mδ(X) ≥ ε

)] = 0,(3.11)

where mδ(ϕ) denotes the modulus of continuity on the Wiener space, i.e.

mδ(ϕ) := sup
0≤s,t≤1
|t−s|<δ

|ϕt − ϕs | ∀ϕ ∈ C[0,1].

Next, we use the same trick as stated in [18, Lemma 4.2] for random polymers in d ≥ 3. See also [1, Lemma 4.2] for a
similar application in the case of the continuum random polymer in d = 1. For every PN -integrable Y , we have

E
[
ZβN,N(0,0,N, �)Eω

βN ,N [Y ]] = EN [Y ].
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Thus, for arbitrary ε > 0 we can write

E
[
ZβN,N(0,0,N, �)π∗

N Pω
βN ,N

(
mδ(X) ≥ ε

)] = π∗
NPN

(
mδ(X) ≥ ε

)
.(3.12)

However, the sequence of rescaled, interpolated simple random walks is known to be tight in the Wiener space. Hence,
the right hand side of equation (3.12) vanishes when taking first the limit superior N → ∞ and then the limit δ → 0. In
particular, this implies for any λ > 0 that

λE
[
1
{
ZβN,N(0,0,N, �) ≥ λ

}
π∗

N Pω
βN ,N

(
mδ(X) ≥ ε

)] → 0, as N → ∞, δ → 0.

On the other hand,

E
[
1
{
ZβN,N(0,0,N, �) < λ

}
π∗

N Pω
βN ,N

(
mδ(X) ≥ ε

)] ≤ λE
[
ZβN,N(0,0,N, �)−1],

where we first dropped the inner probability before applying Markov’s inequality. Once more we make use of the fact
that E[ZβN,N(0,0,N, �)−1] is uniformly bounded in N which overall yields

μβN,N

(
mδ(X) ≥ ε

) = E
[
π∗

N Pω
βN ,N

(
mδ(X) ≥ ε

)]
≤ E

[
1
{
ZβN,N(0,0,N, �) ≥ λ

}
π∗

NPω
βN ,N

(
mδ(X) ≥ ε

)] + λĈ,

for some Ĉ = Ĉβ̂ > 0. Taking first the limits N → ∞, δ → 0 and lastly the limit λ → 0 finally yields (3.11). Thus,
tightness of (μβN ,N )N follows. �

Combining now both Lemma 3.2 and Lemma 3.3, we can show that annealed polymer paths converge in distribution
to the ones of Brownian motion.

Proof of Proposition 3.1. We first note that Lemma 3.2 implies convergence of the finite-dimensional marginals of the
annealed polymer measure. Let 0 < t1 < · · · < tk ≤ 1 be arbitrary. Tightness of the marginals follows from the fact that,
for every ε > 0, we can choose bounded continuity sets Bi ⊂R2 such that

P
(

1√
2
Wt1 ∈ B1, . . . ,

1√
2
Wtk ∈ Bk

)
> 1 − ε.

Thus, using Lemma 3.2, the corresponding polymer marginals satisfy

inf
N>N

E

[
Pω

βN ,N

(
1√
N

St1N� ∈ B1, . . . ,
1√
N

StkN� ∈ Bk

)]
> 1 − ε,

for some N = Nε ∈ N. This can be lifted to all N ∈ N by extending the sets Bi . Therefore, the laws of 1√
N

(St1N�, . . . ,
StkN�) are tight and converge weakly to the law of 1√

2
(Wt1, . . . ,Wtk ), since bounded continuity sets suffice to identify

the limiting measure uniquely. The same holds for (Xt1, . . . ,Xtk ), see (3.2) and the discussion below, i.e.

μβN,N(Xt1 ∈ ·, . . . ,Xtk ∈ ·) d→ P
(

1√
2
Wt1 ∈ ·, . . . , 1√

2
Wtk ∈ ·

)
.

Recall now from Lemma 3.3 that the annealed polymer measures (μβN ,N )N are tight. Hence, convergence of the an-
nealed polymer measures is immediate, because weak accumulation points of (μβN ,N )N are determined by their finite-
dimensional distributions, see for example [7, Theorem 7.1]. �

4. The quenched polymer measure

After proving the invariance principle for the annealed polymer measures in the previous section, we can now proceed
to prove our main results for the quenched polymer measures. In the first part of the section, we show convergence
of finite-dimensional distributions of the rescaled, interpolated polymer paths, cf. Theorem 1.1. Afterwards, we prove
Proposition 4.7 which is a functional central limit theorem for the polymer paths when tested against individual test
functions in Cb(C[0,1]). We then explain how the functional central limit theorem can be lifted to an invariance principle,
cf. Proposition 4.9, using a countable convergence determining class of functions. Lastly, we prove the local limit theorem,
Proposition 1.3, for the polymer marginals on microscopic scales.



Central limit theorems for subcritical directed polymers on Z2+1 2005

4.1. Finite-dimensional distributions

4.1.1. Self-averaging of the random polymer
We begin by showing convergence of the quenched polymer marginals in L1(P), evaluated on fixed bounded continuity
sets B , that can be factorised:

Proposition 4.1. For β̂ ∈ (0,1) and 0 < t1 < · · · < tk ≤ 1 we have∥∥∥∥Pω
βN ,N

(
1√
N

St1N ∈ B1, . . . ,
1√
N

StkN ∈ Bk

)
− P

(
1√
2
Wt1 ∈ B1, . . . ,

1√
2
Wtk ∈ Bk

)∥∥∥∥
1
→ 0,(4.1)

for any choice of bounded measurable sets (Bi)
k
i=1 ∈ (R2)k satisfying λ(∂Bi) = 0.

We recall from Lemma 3.2 that marginals of π∗
N Pω

βN ,N can be approximated in terms of Qω
βN,N . Thus, it is enough to

show convergence of Qω
βN,N((ti ,Bi)

k
i=1) to the corresponding transition probabilities of Brownian motion, in order to lift

Lemma 3.2 to the quenched marginals.
In the remainder of this section, we restrict ourselves to the case of k = 2 with t2 = 1. The general statement of

Proposition 4.1 follows along the same lines.

Lemma 4.2. Let t1 ∈ (0,1) and B1,B2 ⊂R2 be arbitrary bounded continuity sets, then

lim
N→∞

∥∥Qω
βN,N

(
(ti ,Bi)

2
i=1

)∥∥2
2 = P

(
1√
2
Wt1 ∈ B1,

1√
2
W1 ∈ B2

)2

.

Recall the definition of Qω
βN,N in (3.5). Independence of the occurring partition functions, yields that ‖Qω

βN,N((ti ,

Bi)
2
i=1)‖2

2 agrees with ∑
yi∈

√
NBi

1≤i≤2

∑
zi∈

√
NBi

1≤i≤2

E
[
ZβN,N

(
t−1 N,�, t1N,y1

)
ZβN,N

(
t−1 N,�, t1N,z1

)]

×E
[
ZβN,N

(
t1N,y1, t

+
1 N,�

)
ZβN,N

(
t1N,z1, t

+
1 N,�

)]
(4.2)

×E
[
ZβN,N

(
t−2 N,�,N,y2

)
ZβN,N

(
t−2 N,�,N, z2

)]
×

2∏
j=1

q(tj −tj−1)N (yj − yj−1)q(tj −tj−1)N (zj − zj−1).

Hence, in order to get a sharp bound, we need precise estimates of mixed moments of the form

E
[
ZβN,N(sN,y, tN, �)ZβN ,N (sN, z, tN, �)

]
,

locally uniformly in space, as N tends to infinity.
Recall from (1.12) that partition functions starting at macroscopically separated points are asymptotically independent.

Therefore, one expects a law-of-large-number-like behaviour when ignoring the contribution of starting points yi and zi

lying ‘too close’ to each other. This idea encourages us to divide the points (zi)1≤i≤2 into two groups, while keeping
(yi)1≤i≤2 fixed. We either have |zi − yi | > 2N1/2−aN/4 for every 1 ≤ i ≤ 2 or there exists an index 1 ≤ j ≤ 2 such that
|zj − yj | ≤ 2N1/2−aN/4.

Before stating the full proof of Lemma 4.2, we prove the following covariance estimate of two point-to-line partition

functions starting from separate points of at least distance 2N
1
2 − aN

4 .

Lemma 4.3. Let s, t ∈ [0,1] such that s < t , x ∈R2 and r > 0, then

lim
N→∞ sup

y,z∈√
NB(x,r)

|y−z|>2N
1
2 − aN

4

E
[
ZβN,N(sN,y, tN, �)ZβN ,N (sN, z, tN, �)

] = 1.

The same statement also holds for line-to-point partition functions.
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Proof. Let y, z ∈ √
NB(x, r) such that |y − z| > 2N

1
2 − aN

4 . First, we expand the expectation in the statement

E
[
ZβN,N(sN,y, tN, �)ZβN ,N(sN, z, tN, �)

]
= E

[
ZA

βN ,N (sN,y, tN, �)ZA
βN ,N (sN, z, tN, �)

]
+E

[
ẐβN ,N (sN,y, tN, �)ZA

βN ,N(sN, z, tN, �)
]

+E
[
ZA

βN ,N (sN,y, tN, �)ẐβN ,N (sN, z, tN, �)
]

+E
[
ẐβN ,N (sN,y, tN, �)ẐβN ,N (sN, z, tN, �)

]
.

Using the Cauchy–Schwarz inequality and Lemma 2.4, the last three terms on the r.h.s. vanish uniformly over y, z ∈√
NB(x, r) in the large N limit. For the remaining term we use the fact that |y − z| > 2N

1
2 − aN

4 which implies
A+

N(sN,y) ∩ A+
N(sN, z) =∅, whence

E
[
ZA

βN ,N(sN,y, tN, �)ZA
βN ,N (sN, z, tN, �)

] = E
[
ZA

βN,N (sN,y, tN, �)
]
E

[
ZA

βN ,N (sN, z, tN, �)
] = 1.

This concludes the proof. �

Proof of Lemma 4.2. As in the proof of Lemma 3.2, we assume that the sets Bi are covered by open balls B(xi, ri).
Recall that the second moment of Qω

βN,N((ti ,Bi)
2
i=1) is given by the expression (4.2).

First we show that points yi and zi lying ‘too close’ to each other are negligible. Thereafter we prove the partition
functions’ self-averaging effect for the remaining points. Overall, this yields a sharp enough estimate for (4.2). Note that
in the case where Bi ’s have empty interior, self-averaging does not take place necessarily. However, in this case we can
follow the same steps as in the first bullet below to deduce that (4.1) still holds since both the random walk and polymer
marginals evaluated on such sets converge to zero.

• We begin by analysing points lying ‘too close’, i.e. at least one of the zi ’s lies in a 2N1/2−aN/4 neighbourhood around
yi . Without loss of generality we assume that this is the case for z1. Note that all expectation arising in (4.2) are
uniformly bounded in N and yi, zi ∈ √

NB(xi, ri), say by a constant C > 0. This follows by an application of the
Cauchy–Schwarz inequality and Lemma 2.4. Thus, when considering the r.h.s. of (4.2) with the second sum restricted
to z1 ∈ √

NB1 satisfying |y1 − z1| ≤ 2N1/2−aN/4, we can upper bound the expression by

C3
∑

yi∈
√

NBi
1≤i≤2

∑
z1∈

√
NB1

|y1−z1|≤2N1/2−aN /4

z2∈
√

NB2

2∏
j=1

q(tj −tj−1)N (yj − yj−1)q(tj −tj−1)N (zj − zj−1)

≤ C3
∑

y1∈
√

NB1

qt1N(y1)
∑

z1∈
√

NB1
|y1−z1|≤2N1/2−aN /4

qt1N(z1),

where we dropped the probability kernels which don’t depend on z1 or y1 in the last step. However, N1/2−aN/4 vanishes
in the macroscopic limit and therefore the right hand side converges to zero as N → ∞, because

sup
y1∈

√
NB1

∑
z1∈

√
NB1

|y1−z1|≤2N1/2−aN /4

qt1N(z1) � sup
y1∈

√
NB1

1

N

∑
z1∈

√
NB1

|y1−z1|≤2N1/2−aN /4

2p t1
2

(
z1√
N

)
→ 0,

where we used the local limit theorem for the simple random walk. Consequently, whenever the space points lie ‘too
close’ to each other, in the sense that there exists an index j such that |zj − yj | < 2N1/2−aN/4, they do not contribute
to the limiting marginal distribution of the polymer path.

• It only remains to estimate the second part of the decomposition of (4.2), where we restrict the sum over zi ’s such that
every zi has at least distance 2N1/2−aN/4 from yi , i.e.∑

yi∈
√

NBi
1≤i≤2

∑
zi∈

√
NBi

|yi−zi |>2N1/2−aN /4

1≤i≤2

E
[
ZβN,N

(
t−1 N,�, t1N,y1

)
ZβN,N

(
t−1 N,�, t1N,z1

)]
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×E
[
ZβN,N

(
t1N,y1, t

+
1 N,�

)
ZβN,N

(
t1N,z1, t

+
1 N,�

)]
×E

[
ZβN,N

(
t−2 N,�,N,y2

)
ZβN,N

(
t−2 N,�,N, z2

)](4.3)

×
2∏

j=1

q(tj −tj−1)N (yj − yj−1)q(tj −tj−1)N (zj − zj−1).

Using Lemma 4.3, each occurring expectation in the expression above converges to 1, when taking the large N limit.

Coming back to the term we wanted to estimate originally, we can now write (after taking limN→∞ on both sides)

lim
N→∞

∥∥Qω
βN,N

(
(ti ,Bi)

2
i=1

)∥∥2
2 = P

(
1√
2
Wt1 ∈ B1,

1√
2
W1 ∈ B2

)2

,

where we started with (4.2), neglected the space-points lying ‘too close’ to each other and proved convergence of the
remaining sum (4.3) using Lemma 4.3. �

Having just proven convergence of the second moment of Qω
βN,N((ti ,Bi)

2
i=1) to its squared mean, it is an immediate

consequence that Qω
βN,N((ti ,Bi)

2
i=1) converges to its mean in L2(P):

Corollary 4.4. Let t1 ∈ (0,1) and B1,B2 ⊂R2 be arbitrary bounded continuity sets, then

lim
N→∞

∥∥∥∥Qω
βN,N

(
(ti ,Bi)

2
i=1

) − P
(

1√
2
Wt1 ∈ B1,

1√
2
W1 ∈ B2

)∥∥∥∥
2
= 0.

Finally, we can summarise the results of above lemmas in the proof of Proposition 4.1:

Proof of Proposition 4.1. Application of the triangle inequality yields∥∥∥∥Pω
βN ,N (St1N ∈ √

NB1, SN ∈ √
NB2) − P

(
1√
2
Wt1 ∈ B1,

1√
2
W1 ∈ B2

)∥∥∥∥
1

≤ ∥∥Pω
βN ,N (St1N ∈ √

NB1, SN ∈ √
NB2) − Qω

βN,N

(
(ti ,Bi)

2
i=1

)∥∥
1

+
∥∥∥∥Qω

βN,N

(
(ti ,Bi)

2
i=1

) − P
(

1√
2
Wt1 ∈ B1,

1√
2
W1 ∈ B2

)∥∥∥∥
1
.

The first term on the r.h.s. vanishes by Lemma 3.2, whereas the second term vanishes due to Corollary 4.4. �

Using standard estimates, one can show that the transition probabilities of the interpolated polymer path are well
approximated by the corner points of the discrete path. Thus, Proposition 4.1 also holds for the rescaled and interpolated
polymer paths under π∗

N Pω
βN ,N :

Corollary 4.5. For β̂ ∈ (0,1) and 0 < t1 < · · · < tk ≤ 1 we have

lim
N→∞

∥∥∥∥π∗
N Pω

βN ,N (Xt1 ∈ B1, . . . ,Xtk ∈ Bk) − P
(

1√
2
Wt1 ∈ B1, . . . ,

1√
2
Wtk ∈ Bk

)∥∥∥∥
1
= 0,

for every choice of bounded measurable sets (Bi)
k
i=1 ∈ (R2)k satisfying λ(∂Bi) = 0.

4.1.2. Tightness and uniqueness of the limit
In Corollary 4.5 we showed convergence of polymer marginals evaluated on bounded, factorised, continuity sets in L1(P).
This can be lifted to unbounded measurable sets U ⊂ (R2)k satisfying the same properties. However, we want to stress
that this does not imply weak convergence of the polymer marginals yet, since exceptional points of the disorder can
depend on the choice of sets U . Nevertheless, we are able to show weak convergence of quenched finite-dimensional
distributions in probability, since probability measures on (R2)k are uniquely identified by evaluation on a countable
family of sets.
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We begin by recalling a standard result: a sequence of random variables on a metric space converges in probability if
and only if every subsequence has a further subsequence which converges almost surely, see for example [27, Lemma 4.2].
Thus, in order to show the convergence in probability of the marginal distributions, it suffices to prove tightness along
sufficiently many subsequences and identify the limit points using a π -system. This step is motivated by the recent article
[25], where Junk showed convergence of the polymer-endpoint distribution in bond disorder for d ≥ 3 using a very similar
approach.

For the π -system, on which we will identify the limiting finite-dimensional distributions, we choose half-open cylin-
ders on (R2)k :

Ek := {[a1, b1) × · · · × [a2k, b2k) ⊂ (
R2)k : ai, bi ∈Q and ai < bi for 1 ≤ i ≤ 2k

}
,

which generates the Borel-sigma-algebra on (R2)k . Note that Ek has countably many elements and let {Ei}∞i=1 be an
arbitrary enumeration of them. We omitted the dependency of Ei ’s on k for the sake of a lighter notation.

We start by showing that there exist sufficiently many subsequences along which finite-dimensional distributions
evaluated on the Ek converge almost surely.

Lemma 4.6. Let 0 ≤ t1 < · · · < tk ≤ 1, then for every sequence (Nj )j∈N in N there exists a subsequence (Njm)m∈N and
	1 = 	1((Nj )j∈N, (ti)1≤i≤k) ⊂ 	 with P(	1) = 1 such that for every ω ∈ 	1

lim
m→∞π∗

Njm
Pω

βNjm
,Njm

(
(Xt1, . . . ,Xtk ) ∈ E

) = P
(

1√
2
(Wt1 , . . . ,Wtk ) ∈ E

)
∀E ∈ Ek.

Proof. Let (Nj )j∈N be an arbitrary sequence in N. We prove the lemma only for a single marginal t ∈ [0,1], the multi-
marginal case follows along the same lines. Corollary 4.5 implies that for every ε > 0 and Ei ∈ E

lim
j→∞P

(∣∣∣∣π∗
Nj

Pω
βNj

,Nj
(Xt ∈ Ei) − P

(
1√
2
Wt ∈ Ei

)∣∣∣∣ > ε

)
= 0.

In particular, for every i,m ∈N there exists a Mi,m ∈ N such that

P

(∣∣∣∣π∗
Nj

Pω
βNj

,Nj
(Xt ∈ Ei) − P

(
1√
2
Wt ∈ Ei

)∣∣∣∣ >
1

m

)
≤ m−12−m ∀j ≥ Mi,m.

We define a subsequence of (Nj )j using jm := jm−1 ∨ max1≤i≤m Mi,m, then for every m ∈ N

P

(
∃i ≤ m with

∣∣∣∣π∗
Njm

Pω
βNjm

,Njm
(Xt ∈ Ei) − P

(
1√
2
Wt ∈ Ei

)∣∣∣∣ >
1

m

)
≤ 2−m,

which is summable in m. The Borel–Cantelli lemma then yields

P

(
sup
i≤m

∣∣∣∣π∗
Njm

Pω
βNjm

,Njm
(Xt ∈ Ei) − P

(
1√
2
Wt ∈ Ei

)∣∣∣∣ >
1

m
infinitely often

)
= 0,

which implies that

	1 :=
{
ω ∈ 	 : lim

m→∞ sup
i≤m

∣∣∣∣π∗
Njm

Pω
βNjm

,Njm
(Xt ∈ Ei) − P

(
1√
2
Wt ∈ Ei

)∣∣∣∣ = 0

}
has full mass, i.e. P(	1) = 1. This concludes the proof. �

Proof of Theorem 1.1. We fix 0 ≤ t1 < · · · < tk ≤ 1 and let (Nj )j∈N be a sequence in N. In Lemma 4.6 we proved the
existence of a subsequence (Njm)m∈N and disorders 	1, with P(	1) = 1, such that

lim
m→∞π∗

Njm
Pω

βNjm
,Njm

(
(Xt1 , . . . ,Xtk ) ∈ E

) = P
(

1√
2
(Wt1, . . . ,Wtk ) ∈ E

)
∀E ∈ Ek,(4.4)

for every ω ∈ 	1. Tightness of the sequence (π∗
Njm

Pω
βNjm

,Njm
((Xt1 , . . . ,Xtk ) ∈ ·))m∈N is an immediate consequence of

(4.4), cf. proof of Proposition 3.1, and the limiting probability measure is uniquely determined by the π -system Ek .



Central limit theorems for subcritical directed polymers on Z2+1 2009

Overall, we showed that for every sequence (Nj )j∈N in N there exists a subsequence (Njm)m∈N along which the finite-
dimensional distributions converge almost surely to the ones of Brownian motion with diffusion matrix 1√

2
I2. This is

equivalent to weak convergence of the polymer marginals in P-probability. �

4.2. An invariance principle for polymer paths

We are finally ready to prove Theorem 1.2. Using tightness of the annealed polymer paths, cf. Lemma 3.3, and conver-
gence of the finite-dimensional distributions, cf. Theorem 1.1, we can prove the desired result. The steps resemble very
much the ones when proving the invariance principle for the simple random walk. However, due the double randomness
of paths and the environment, cf. Remark 1.9, we require an additional argument to conclude the full invariance principle.

We begin by proving a functional central limit theorem:

Proposition 4.7. Let β̂ ∈ (0,1) and βN as in (1.3). Then for every F ∈ Cb(C[0,1])

π∗
N Eω

βN ,N

[
F(X)

] → E
[
F

(
1√
2
W

)]
, as N → ∞, in P-probability,

where E is the expectation w.r.t. the Wiener measure on C[0,1].

Remark 4.8. Note that the convergence in the functional central limit theorem above also holds in L1(P), since the
random variables (π∗

N Eω
βN ,N [F(X)])N are uniformly bounded by ‖F‖∞. In particular, this implies convergence of ex-

pectations which is equivalent to the annealed invariance principle, cf. Proposition 3.1.

Proof. Let F ∈ Cb(C[0,1]). The statement of the theorem is equivalent to

lim
N→∞P

(∣∣∣∣π∗
N Eω

βN ,N

[
F(X)

] − E
[
F

(
1√
2
W

)]∣∣∣∣ > ε

)
= 0 ∀ε > 0.(4.5)

In the following, we fix ε > 0 and choose δ > 0 arbitrary. Let then K = K(δ, ε,F ) ⊂ C[0,1] be a compact set such that

P
(

1√
2
W ∈ Kc

)
≤ ε

8‖F‖∞
and sup

N∈N
μβN,N

(
Kc

) = sup
N∈N

E
[
π∗

NPβN ,N

(
Kc

)] ≤ δε

8‖F‖∞
.(4.6)

A set K with these properties exists due to tightness of the Wiener measure and tightness of the annealed polymer
measure, see Lemma 3.3.

Throughout the remainder of the proof, we will denote by �t1,...,tk : C[0,1] �→ (R2)k the projection of a path onto
previously chosen coordinates 0 ≤ t1 < · · · < tk ≤ 1, i.e.

�t1,...,tk (X) = (Xt1 , . . . ,Xtk ) ∈ (
R2)k

.

Restricting the domain of F to the compact set K , we can approximate F uniformly by cylinder functions on C(K,R),
i.e. functions that only depend on finitely many coordinates of the path, using the Stone–Weierstrass theorem [30,
Theorem 13.4]. More precisely, there exist 0 ≤ t1 < · · · < tk ≤ 1 and a continuous f : �t1,...,tk (K) �→ R such that
‖f ◦ �t1,...,tk‖K,∞ ≤ ‖F‖∞ and

‖F − f ◦ �t1,...,tk‖K,∞ := sup
ϕ∈K

∣∣F(ϕ) − f (ϕt1 , . . . , ϕtk )
∣∣ <

ε

4
.(4.7)

Using the Tietze extension theorem [35, Theorem 20.4], we can extend f continuously from �t1,...,tk (K) to (R2)k . At the
same time, this yields a continuous extension of f ◦ �t1,...,tk on C[0,1]. Without loss of generality, the extension can be
chosen in such a way that ‖f ◦ �t1,...,tk‖∞ ≤ ‖f ◦ �t1,...,tk‖K,∞ ≤ ‖F‖∞. Estimating now (F − f ◦ �t1,...,tk ) on K and
Kc respectively, after applying the triangle inequality, yields∣∣∣∣π∗

NEω
βN ,N

[
(1K + 1Kc)(F − f ◦ �t1,...,tk )(X)

] − E
[
(1K + 1Kc)(F − f ◦ �t1,...,tk )

(
1√
2
W

)]∣∣∣∣
≤ 2‖F − f ◦ �t1,...,tk‖K,∞ + 2‖F‖∞

∣∣∣∣π∗
NPω

βN ,N

(
Kc

) + P
(

1√
2
W ∈ Kc

)∣∣∣∣.
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Thus, due to (4.7) and the choice of K in (4.6), we have∣∣∣∣π∗
N Eω

βN ,N

[
(F − f ◦ �t1,...,tk )(X)

] − E
[
(F − f ◦ �t1,...,tk )

(
1√
2
W

)]∣∣∣∣ ≤ 3ε

4
+ 2‖F‖∞π∗

N Pω
βN ,N

(
Kc

)
.(4.8)

All together, we can upper bound the term of interest∣∣∣∣π∗
N Eω

βN ,N

[
F(X)

] − E
[
F

(
1√
2
W

)]∣∣∣∣ ≤
∣∣∣∣π∗

N Eω
βN ,N

[
f (Xt1 , . . . ,Xtk )

] − E
[
f

(
1√
2
Wt1, . . . ,

1√
2
Wtk

)]∣∣∣∣
+

∣∣∣∣π∗
N Eω

βN ,N

[
(F − f ◦ �t1,...,tk )(X)

] − E
[
(F − f ◦ �t1,...,tk )

(
1√
2
W

)]∣∣∣∣,
which implies in particular that

P

(∣∣∣∣π∗
N Eω

βN ,N

[
F(X)

] − E
[
F

(
1√
2
W

)]∣∣∣∣ > 2ε

)
≤ P

(∣∣∣∣π∗
N Eω

βN ,N

[
f (Xt1 , . . . ,Xtk )

] − E
[
f

(
1√
2
Wt1, . . . ,

1√
2
Wtk

)]∣∣∣∣ > ε

)
+ P

(∣∣∣∣π∗
N Eω

βN ,N

[
(F − f ◦ �t1,...,tk )(X)

] − E
[
(F − f ◦ �t1,...,tk )

(
1√
2
W

)]∣∣∣∣ > ε

)
.

The first term on the right vanishes as N → ∞ due to Theorem 1.1. The second term, on the other hand, can be further
upper bounded using (4.8), such that

sup
N∈N

P

(∣∣∣∣π∗
N Eω

βN ,N

[
(F − f ◦ �t1,...,tk )(X)

] − E
[
(F − f ◦ �t1,...,tk )

(
1√
2
W

)]∣∣∣∣ > ε

)
≤ sup

N∈N
P

(
π∗

NPω
βN ,N

(
Kc

)
>

ε

8‖F‖∞

)
≤ 8‖F‖∞

ε
sup
N∈N

E
[
π∗

N Pω
βN ,N

(
Kc

)] ≤ δ,

where we applied Markov’s inequality before using (4.6) again. Because δ > 0 can be chosen arbitrarily small after taking
the large N limit, (4.5) follows. This concludes the proof. �

It is only left to lift the functional central limit theorem (in P-probability) to an invariance principle as stated in
Theorem 1.2. In fact, we can show more generally the equivalence of functional central limit theorem and invariance
principle for random probability measures:

Proposition 4.9. Let (S, d) be a separable, complete metric space and (	,G,P) a probability space. Moreover, let
(Pω

N)N∈N be random probability measures and P a deterministic probability measure on (S,F), here F denotes the
Borel-σ -algebra. Then the following two statements are equivalent

(i) for every F ∈ Cb(S), Eω
N [F ] → E[F ] in P-probability,

(ii) Pω
N

d→ P in P-probability,

where Eω
N and E denote the expectations w.r.t. Pω

N and P, respectively. The statement remains true when replacing con-
vergence in probability with almost sure convergence.

First, we remind the reader that a set of functions A ⊂ Cb(S), where S Polish, is called weak convergence determining,
if for νn, ν ∈M1(S)

lim
n→∞

∫
F dνn =

∫
F dν ∀F ∈A,

implies νn
d→ ν.

The following lemma, which is a Corollary of [8, Lemma 2], states that we can always find such a family of functions
which is countable, provided the probability measures are defined on a Polish space.
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Lemma 4.10. Let (S, d) be a separable and complete metric space, then there exists a countable algebra A= {Fi}i∈N ⊂
Cb(S) that is weak convergence determining.

Proof. First, note that the family A⊂ Cb(S) of uniformly continuous functions with bounded support strongly separates
points. Then [8, Lemma 2] yields existence of a countable subfamily A := {Fi}i∈N ⊂ A that strongly separates points
and remains closed under multiplication. Lastly applying [21, Theorem 3.4.5], which states that an algebra in Cb(S) that
strongly separates points is convergence determining, finishes the proof. �

Proof of Proposition 4.9. We begin by proving the direction (i) to (ii). Let {Fi}i∈N ⊂ Cb(S) be a countable family of
functions that is weak convergence determining, which existence is guaranteed by Lemma 4.10. For every i ∈N, we have

lim
N→∞ Eω

N [Fi] = E[Fi], in P-probability.(4.9)

Now a diagonal argument, as we performed it in the proof of Lemma 4.6, yields that for every sequence (Nj )j ⊂N there
exists a further subsequence (Njm)m and a set 	 ⊂ 	, with P(	) = 1, such that for every ω ∈ 	

lim
m→∞π∗

Njm
Eω

Njm
[Fi] = E[Fi] ∀i ∈ N.

Because {Fi}i∈N is weak convergence determining, this implies Pω
Njm

d→ P, as m → ∞, for every ω ∈ 	. This is equivalent
to weak convergence in P-probability as stated in (ii).

The reverse direction, from (ii) to (i), is immediate. Moreover, replacing convergence in P-probability with P-almost-
sure convergence, we can simply use that for every Fi there exists a set 	i ⊂ 	 with P(	i) = 1 such that (4.9) holds

pointwise for every ω ∈ 	i . Taking now the countable intersection over all such 	i ’s, we conclude Pω
N

d→ P P-almost
surely. �

Proof of Theorem 1.2. The invariance principle for the polymer measures follows now directly from the functional CLT
in Proposition 4.7 and Proposition 4.9. �

Instead of taking the detour via the functional central limit theorem first, we could have also argued that
{Law(π∗

N Pω
βN ,N )}N ⊂ M1(M1(C[0,1])) is tight. Together with convergence of finite-dimensional distributions, Corol-

lary 4.5, this yields a direct argument for the invariance principle. However, we want to put emphasis on the (non-trivial)
equivalence of the functional CLT and the invariance principle in the case of random path measures whenever the limit is
deterministic.

Lastly, we note that Proposition 4.9 also concludes the invariance principle from the functional CLT in higher dimen-
sions [18, Theorem 1.2], which was – to the authors’ best knowledge – not yet mentioned in the literature.

Corollary 4.11 (Invariance principle for d ≥ 3, weak disorder). Let β̂ ≥ 0 such that weak disorder holds, i.e.
limN→∞ Zβ̂,N (0,0,N, �) > 0, then

π∗
N Pω

β̂,N

d→ P
(

1√
d

W ∈ ·
)

, as N → ∞, in P-probability,

with P being the d-dimensional Wiener measure. The statement holds in particular for all β̂ ∈ [0, βc(d)).

4.3. Local limit theorem for the polymer marginals

We want to close this section by proving the local limit theorem for the marginals of the polymer measure, Proposition 1.3.
Recall from (1.7) that the finite-dimensional distributions of the discrete polymer measure can be written as

Pω
βN ,N (Sm1 = z1, . . . , Smk

= zk) = 1

ZβN,N(0,0,N, �)

k+1∏
j=1

ZβN ,N (mj−1, zj−1 | mj , zj )qmj −mj−1(zj − zj−1),

where m0 = z0 = 0, mk+1 = N and zk+1 = �. Together with Proposition 2.1 and [14, Theorem 2.12], this suffices to
deduce Proposition 1.3.
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Proof of Proposition 1.3. By the local limit theorem, we know that N
2 qni−ni−1(zi − zi−1) converges to p(ti−ti−1)/2(xi −

xi−1). It is only left to show convergence in distribution of the partition functions on the l.h.s. of (1.4). We want to show
that, as N diverges, ∥∥∥∥∥ 1

ZβN,N(0,0,N, �)

k+1∏
j=1

ZβN ,N (mj−1, zj−1 | mj , zj )

−
k∏

j=1

ZβN,N

(
m−

j , �,mj , zj

)
ZβN,N

(
mj , zj ,m

+
j , �

)∥∥∥∥∥
1

→ 0,

(4.10)

where (m±
j )kj=1 are non-negative integers such that

0 ≤ m−
j < mj < m+

j < m−
j+1 < N and lim

N→∞
|m±

j − mj |
N

> 0.

For example, we can choose m−
1 = 0 and m±

j = mj ± 1
3 |mj±1 − mj |� for the remaining variables.

Using a chain of triangle inequalities, we will justify the convergence in (4.10). First, we note that∥∥∥∥∥ 1

ZβN,N(0,0,N, �)

k+1∏
j=1

ZβN ,N (mj−1, zj−1 | mj , zj ) − ZβN,N(0, �,m1, z1)

k+1∏
j=2

ZβN ,N (mj−1, zj−1 | mj , zj )

∥∥∥∥∥
1

vanishes, as N tends to infinity. The proof follows the same lines as the one of (3.8) in Lemma 3.2. Next, we replace
the remaining point-to-point partition functions (ZβN ,N (mj−1, zj−1 | mj , zj ))

k+1
j=2 with their point-to-plane counterparts

from Proposition 2.1. For the sake of brevity, we restrict ourselves to k = 2 for the remainder of this proof, the general
case follows using a telescopic sum argument in the subsequent step. We have∥∥∥∥∥ZβN,N(0, �,m1, z1)

3∏
j=2

ZβN ,N (mj−1, zj−1 | mj , zj )

− ZβN,N(0, �,m1, z1)
(
ZβN,N

(
m1, z1,m

−
2 , �

)
ZβN,N

(
m+

1 , �,m2, z2
))

ZβN,N(m2, z2,N, �)

∥∥∥∥∥
1

= ∥∥ZβN,N(0, �,m1, z1)
∥∥

1

× ∥∥ZβN ,N (m1, z1 | m2, z2) − ZβN,N

(
m1, z1,m

−
2 , �

)
ZβN,N

(
m+

1 , �,m2, z2
)∥∥

1

× ∥∥ZβN,N(m2, z2,N, �)
∥∥

1.

Here, we made use of the disorder’s independence on the disjoint time intervals (0,m1], (m1,m2] and (m2,N ], and
applied the fact that ZβN ,N (mk, zk | N,�) = ZβN,N(mk, zk,N, �). The middle term on the r.h.s. vanishes due to Proposi-
tion 2.1, whereas the additional terms are all equal to one. This finally yields (4.10) by adding and subtracting the above
introduced intermediate terms and applying the triangle inequality.

The last step consists of determining the limiting distribution of the partition functions in

k∏
j=1

ZβN,N

(
m−

j , �,mj , zj

)
ZβN,N

(
mj , zj ,m

+
j , �

)
.

Using [14, Theorem 2.12], see (1.12) and the discussion thereafter, we know the limit of such point-to-plane partition
functions is given by independent log-normal random variables:(

ZβN,N

(
m−

j , �,mj , zj

)
,ZβN ,N

(
mj , zj ,m

+
j , �

))k

j=1
d→ (: eY−(tj ,xj ) :, : eY+(tj ,xj ) :)k

j=1,

where Y±(tj , xj ) are independent centred Gaussian random variables with variance log(1 − β̂2)−1. �
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Appendix A: Transition kernel asymptotics

In the proof of Proposition 2.1 we need to handle the ratio of random walk transition probabilities. The following lemma
allows us to either ignore such ratios or at least bound them uniformly:

Lemma A.1. For every x ∈ R2 and r > 0,

(i) let aN := (logN)γ−1, γ ∈ (0,1), then we have

sup
z∈√

NB(x,r)
s.t. qN (z)>0

sup
|N−n|<2N1−aN

|z−y|<2N1/2−aN /4

∣∣∣∣ qn(y)

qN(z)
− 1

∣∣∣∣ → 0 as N → ∞.(A.1)

(ii) there exists a constant C > 0 such that for all k ∈N

sup
z∈√

NB(x,r)
s.t. qN (z)>0

sup
n≥N/k

y∈Z2

qn(y)

qN(z)
≤ Ck(A.2)

for all N large enough.

Proof. (i) We want to apply the local limit theorem for simple random walks [29], which is why we write

sup
|N−n|<2N1−aN

|z−y|<2N1/2−aN /4

∣∣∣∣ qn(y)

qN(z)
− 1

∣∣∣∣ = 1

NqN(z)
sup

|N−n|<2N1−aN

|z−y|<2N1/2−aN /4

∣∣Nqn(y) − NqN(z)
∣∣.

Because NqN(z) converges uniformly in z and its limit is lower bounded by 2 infx̃∈B(x,r) p1/2(̃x) whenever qN(z) > 0,
we can ignore the factor in front of the supremum. Adding and subtracting 2p1/2(z/

√
N) yields

sup
|N−n|<2N1−aN

|z−y|<2N1/2−aN /4

∣∣Nqn(y) − NqN(z)
∣∣ ≤ sup

|N−n|<2N1−aN

|z−y|<2N1/2−aN /4

(∣∣Nqn(y) − 2p 1
2
(z/

√
N)

∣∣
+ ∣∣2p 1

2
(z/

√
N) − NqN(z)

∣∣).
The second term on the r.h.s. vanishes uniformly in z by the local limit theorem. Because y and z are arbitrary close on
the macroscopic scale, the first term vanishes for the same reason.

(ii) We begin by noting that for z ∈ √
NB(x, r) with qN(z) > 0, we have

sup
n≥N/k

y∈Z2

qn(y)

qN(z)
≤ k

1

NqN(z)
sup

n≥N/k

y∈Z2

nqn(y),

where we may again ignore the factor NqN(z) for the same reason as in (i). Hence, it suffices to prove the existence of a
constant C > 0 such that

sup
n≥N/k

y∈Z2

nqn(y) ≤ C ∀k ∈N,

for N large enough. We make the following choice for C:

sup
y∈Z2

nqn(y) ≤ sup
y∈Z2

(∣∣nqn(y) − 2p 1
2
(y/

√
n)

∣∣ + ∣∣2p 1
2
(y/

√
n)

∣∣)
≤ sup

y∈Z2

∣∣nqn(y) − 2p 1
2
(y/

√
n)

∣∣ + ∣∣2p 1
2
(0)

∣∣ =: Cn.

Since the first term on the r.h.s. converges in n by the local limit theorem, Cn is uniformly bounded in n. Thus, we have

sup
n≥N/k

sup
y∈Z2

nqn(y) ≤ sup
n∈N

Cn =: C < ∞.

This finishes the proof. �
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Appendix B: Decay of remainders in the polynomial chaos expansion

We still owe the reader a rigorous justification for the exponential decay of second moments of Ẑ
(k)
βN ,N , which we use in

the proofs of Lemma 2.7 and Corollary 2.8.

Lemma B.1. For any k ∈ N, we have

E
[
Ẑ

(k)
βN ,N (0,0,N, �)2] ≤ Ck2(σ 2

NRN

) k
2 aN,

where C is independent of k and N .

The proof of this statement can be found in [15, Section 3.4]. The original proof makes use of more precise estimates
to show that E[ẐβN ,N (0,0,N, �)2] decays like aN . One can follow the same steps using less sophisticated estimates to

get an uniform estimate on E[Ẑ(k)
βN ,N (0,0,N, �)2] in terms of aN instead, which yields the same qualitative bound. We

sketch the argument for the sake of completeness:
Considering Ẑ

(k)
βN ,N (0,0,N, �) for some k ≤ N , there is at least one sample (nj , zj ) outside the box A+

N(0,0). Thus,

E
[
Ẑ

(k)
βN ,N (0,0,N, �)2] ≤ σ 2k

N

∑
1≤l1,...,lk≤N

z1,...,zk∈Z2

k∑
j=1

(1
lj > 1

k
N1−aN + 1

lj ≤ 1
k
N1−aN ,|zj |≥ 1

k
N1/2−aN /4)

k∏
i=1

q2
li
(zi),

where we extended the range of time-differences li = ni − ni−1 to all of {1, . . . ,N}. Using once more the identity∑N
l=1

∑
z∈Z2 q2

l (z) = RN , we have

E
[
Ẑ

(k)
βN ,N (0,0,N, �)2] ≤ kσ 2k

N Rk−1
N

∑
1≤l≤N

z∈Z2

(1
l> 1

k
N1−aN + 1

l≤ 1
k
N1−aN ,|z|≥ 1

k
N1/2−aN /4)q

2
l (z).

Now, the contribution of the two indicator functions can be considered separately. We follow the exact same steps as in
Section 3.4 of [15]:

• For the contribution of large time-jumps, we have

1

RN

∑
1
k
N1−aN ≤l≤N

q2l (0) ≤ C
1

RN

∑
1
k
N1−aN ≤l≤N

1

l
≤ C′ aN logN + logk

logN
≤ 2C′kaN,

where we used additionally the crude estimates log k
logN

≤ kaN in the last inequality.
• On the other hand, the contribution of the second term is upper bounded by

1

RN

∑
1≤l≤ 1

k
N1−aN

∑
|z|> 1

k
N1/2−aN /4

q2
l (z) ≤ Ce−η N

aN
2

k ,

for some uniform η > 0, using Gaussian estimates for the simple random walk. Then, for N large enough

Ck
(
σ 2

NRN

)k
e−η N

aN
2

k ≤
⎧⎨⎩Ck

(
σ 2

NRN

)k
e−ηN

aN
4

, if k ≤ (
NaN/2) 1

2 ,

Ck
(
σ 2

NRN

) k
2 (β̂ + δ)N

aN
4

, if k >
(
NaN/2) 1

2 ,

(B.1)

where δ > 0 small enough such that β̂ + δ < 1. Note that, cN
aN
4 = o(aN) for any c ∈ (0,1), because

(logN)γ cN
aN
4 = (logN)γ cexp( 1

4 (logN)γ ) ≤ (logN)γ c
1
4 (logN)γ → 0, as N → ∞,

which includes in particular the case c = max{β̂ + δ, e−η}.
Adding up all above estimates yields the desired upper bound of E[Ẑ(k)

βN ,N (0,0,N, �)2] from Lemma B.1.
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