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ABSTRACT
We study populations of self-interested agents playing a 2-person repeated Prisoner’s Dilemma game, with each player having the option of opting out of the interaction and choosing to be randomly assigned to another partner instead. The partner selection component makes these games akin to random matching, where defection is known to dominate over the entire population. Results in the literature have shown that, when forcing agents to obey a set partner selection rule known as Out-for-Tat, where defectors are systematically being broken ties with, cooperation can be sustained in the long run. In this paper, we remove this assumption and study agents that learn both action- and partner-selection strategies. Through multi-agent reinforcement learning, we show that cooperation can be sustained without forcing agents to play predetermined strategies. Our simulations show that agents are capable of learning in-game strategies by themselves, such as Tit-for-Tat. What is more, they are also able to simultaneously discover cooperation-sustaining partner selection rules, notably Out-for-Tat, as well as other new rules that make cooperation prevail.
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1 INTRODUCTION
Understanding the conditions under which cooperation emerges in social dilemmas is a great challenge for many disciplines, including economics, evolutionary psychology and biology [14]. Over the past 50 years, the computational study of social interaction revealed a deep connection between population dynamics and reinforcement learning [7], with simple learning algorithms shown to correspond to complex evolutionary dynamics [6].

In social dilemmas of cooperation, agents choose whether or not to pay a cost to contribute to a collective project and rip the rewards of each contribution given. In well-mixed populations, where individuals are paired uniformly at random, defectors quickly become the dominant type, and mechanisms need to be put in place to make sure this does not happen [14]. As neatly argued by Martin Nowak in his seminal paper on the mechanisms that sustain cooperation in a world that would otherwise be dominated by mass defection, partner selection is a key enabler [14]. When individuals are able to choose who to play with, signalling cooperative intentions is paramount for the emergence of cooperation clusters that resist defectors and promote socially desirable behaviour [4, 5, 23].

Understanding the equilibria of social dilemmas with partner selection is a non-trivial task, as different layers of strategies co-evolve, potentially at different timescales. The level of complexity makes it unfeasible to use the standard tools of evolutionary game theory, such as ODE-based replicator dynamics. Luckily, multiagent reinforcement learning can come to our rescue, providing an alternative toolbox to study the convergence of population dynamics through agent-based simulations, handling large environments and complex interactions [6].

A recent contribution using multi-agent reinforcement learning has shown that individuals being able to select their partner for a Prisoner’s Dilemma game, while only able to observe their potential partner’s last played move, is a sufficient condition for the emergence of cooperation [2]. Surprisingly, agents were able to learn interaction patterns that behave as the cooperation-sustaining strategies in the infinitely repeated game, notably Tit-for-Tat, a strategy that copies the last move played by their partner [3]. The same contribution showed that when this form of “active” partner selection is replaced by random rewiring, mass defection rapidly takes over. While being able to actively choose one’s partners is an important mechanism, it comes with various restrictive assumptions, notably the possibility of unilaterally and unrestrictedly choosing any partner (without mutual consent) and the possibility of observing the past decisions of the entire population. On the other hand, sacrificing these assumptions is likely to be detrimental to the evolution of cooperation.

In social dilemmas with the option of opting out (SDOOs), participants are matched in pairs and each pair plays a Prisoner’s Dilemma game repeatedly. At each round, each player can unilaterally break ties with the current partner and be randomly paired with another available partner, with whom they play a Prisoner’s Dilemma game in the next round. SDOOs are just one step away from full random rewiring, introducing perhaps the faintest form of partner selection one can think of, with agents accepting any partner in response to the observed behaviour of the current one. Previous experimental research has shown that humans do display cooperation levels in SDOOs [32]. Further analytical studies [33]
have provided a simplified form of replicator dynamics that explain that cooperation can emerge in SDOOs, but these are based on the assumption that players play according to a specific partner selection rule, Out-for-Tat, where agents who experience defection unavoidably break ties with their partners. It is not yet known what happens in SDOOs where partner selection rules are not forced, but emerge from interaction instead. In light of what is known in the literature for fully random matching, showing even minimal signs of cooperation emerging in such systems, without forcing individuals to adhere to a given rule, would be a significant and surprising achievement.

**Contribution.** In this paper, we study learning agents playing a repeated Prisoner’s Dilemma, having only access to the last action of their assigned opponent, and with the option to decide, at each time point, to end the current interaction and be randomly rewired to some other available agent to play the same game.

We show, for the first time, that cooperation emerges and is sustained in such games without requiring agents to follow a pre-defined partner selection rule. Using Multiagent Q-learning with Boltzmann exploration, we show that agents are capable of learning cooperation-sustaining rules by themselves, including Out-for-Tat, where ties are broken upon experiencing defection, and zealot partner selection strategies, that keep interacting after experiencing defection even at the cost of losing payoff. Consistently with the literature, but requiring much fewer assumptions on agents’ observation and decision-making capabilities, we witness the emergence of a largely prevailing percentage of cooperative strategies, including the notorious Tit-for-Tat. The co-evolution of partner selection and in-game decision strategies in SDOOs leads to the emergence and stabilisation of novel cooperation-inducing behaviours, discovering new surprising patterns.

**Related Literature.** Research in multi-agent systems has produced a significant number of contributions over the years studying how mechanisms could arise to promote socially desirable behaviour in agents’ societies [31], starting from centralised solutions such as social laws [26] and cooperation structures [9] to decentralised ones such as trust and reputation [8]. The study of reputation in particular has been one of the pillars of multiagent systems research ever since its inception [18, 20].

The role of partner selection in sustaining cooperation is well-known and widely investigated in the wider literature [23] and the capacity of breaking and forming ties was identified as one of the five key rules to enable it [14]. Partner selection was studied in relation to the emergence of cooperation [10, 22] and coordination [25] and as a tool to enforce the ostracism of unreliable partners [16, 29]. Theoretical and experimental findings have often assumed the capacity to observe the potential partners’ behaviour [19]. When this is not the case other mechanisms were put in place, such as communication, social image and indeed reputation [17, 21, 24], to provide noisy signals of agents’ types. The capacity to actively observe and even choose one’s partner is also assumed in several models [2, 5], but this is unrealistic in many real-world situations. In our paper, we study the emergence of cooperation without assuming active partner selection or reputation mechanisms.

Without any mechanism at all, i.e., random matching, mass defection takes over [2]. Voluntary participation in a social dilemma is known to be a simple and effective mechanism to promote cooperation [27] and is closer in spirit to the games we study. In these settings, costs are usually modified to make it so that no participation is at least as good as the worst possible game outcome. In our framework, this assumption is not required.

In the context of the Prisoner’s Dilemma with opting out [32] shows experimental evidence that cooperation can be sustained, backing the findings with a replicator dynamics analysis, fully laid out in [33]. The analysis is however based on the assumption that agents obey the Out-for-Tat rule, which we lift in this paper.

The use of multiagent learning to find equilibrium strategies in complex social dilemmas is widely established [6] and has covered the mitigation of free riding in common resource appropriation problems [15], with active partner selection [2] and agents with non-strictly utilitarian moral stances [1]. The study of population-based training methods and their application to mean-field games is an important related research area [13].

**Paper Structure.** Section 2 provides the needed game theoretic and learning background. Section 3 presents our experimental approach and design, while Section 4 discusses our results. We conclude with Section 5 discussing various potential directions.
In the repeated version of this game, many other strategies are possible, including the well-known Tit-for-Tat (TFT), which copies the partner’s last choice, and simple stubborn strategies such as Always-Cooperate (All-C) and Always-Defect (All-D), which keep cooperating and defecting, respectively.

In our setting, we study social dilemmas with the option of opting out (SDOOS). These work as follows:

1. At the start, players are randomly matched in pairs.
2. Each player decides whether to continue playing with the current partner or break ties. If ties are broken both the player and their partner become available.
3. The players who chose to not break ties continue to play together.
4. Available players are randomly matched in pairs.
5. Each player plays a Prisoner’s Dilemma with the current partner receiving the associated reward. The process continues to the next round at step (2) and repeats.

It is worth noting that in SDOOS agents who decide to break ties have no say on the “type” of player they will be paired with and they could continuously be matched with the same partner over again if they two are the only ones available.

In SDOOS – and similar considerations can be made for games with a partner selection phase – long-term strategies such as Tit-for-Tat are still possible, but the effects of such strategies need not be felt in classic direct retaliatory fashion: if my partner defected and I decide to break ties, I will take revenge on my next partner, rather than the previous one! If ties are not broken, Tit-for-Tat will function as usual.

Another important dimension of SDOOS is that there are partner selection strategies, as well. For example, Out-for-Tat (OFT), which breaks ties with defectors, Always-Stay (Stay) and Always-Switch (Switch), which keep staying and switching, respectively.

TFT was shown to be learnable when agents can choose who to play with at each round [2] but mass defection was shown to emerge under random rewiring. On the other hand, cooperation was shown to emerge when forcing OFT in SDOOs [32, 33]. Whether OFT can be learnt from first principles and this still enables cooperation to be sustained, for instance through co-learning TFT, is the question we ask in this paper.

2.2 Q-Learning

Q-learning is a widely used reinforcement learning algorithm [30]. It runs on a Markov decision process (MDP), a tuple \( G = (S, A, T, R) \), where \( S \) is a set of states, \( A \) is a set of actions, \( T : S \times A \times S \rightarrow [0, 1] \) is a state transition probability function and \( R : S \times A \rightarrow \mathbb{R} \) is an immediate reward function. Note that the state transition satisfies the Markov property, where \( Pr(s_{t+1} \mid s_0, a_0, ..., s_t, a_t) = Pr(s_{t+1} \mid s_t, a_t) \). A learning agent aims to find a policy \( \pi(a|s) \) that maximises the expected discounted cumulative reward or profit \( J = \mathbb{E} \left[ \sum_{k=0}^{\infty} \gamma^k R(s_k, a_k) \right] \) during repeated game plays, where \( \gamma \in [0, 1) \) is the discount factor, and \( R(s_k, a_k) = R(s_{k+1}) \) is the immediate reward obtained by the agent when it enters state \( s_{k+1} \) from \( s_k \) after choosing action \( a_k \), starting from state \( s_0 \).

The Q-learning algorithm is a model-free approach to evaluate the optimal profit. Specifically, a Q-learning agent maintains a Q-value for each state-action pair \( (s, a) \) to estimate the profit of using each action \( a \in A \) under each state \( s \in S \). Suppose that at a given time step \( t \), the agent is in state \( s \) and selects an action \( a_t \), we denote the corresponding Q-value as \( Q_t^*(s, a_t) \). Let \( r_t \) be the immediate reward it receives as the new state becomes \( s' \). The agent updates its Q-value for the state-action pair \( (s, a_t) \) as follows:

\[
Q_t(s, a_t) = (1 - \alpha)Q_t(s, a_t) + \alpha(r_t + \gamma \max_{a \in A} Q_t(s', a))
\]

where \( \alpha \in (0, 1) \) is the learning rate, and \( \max_{a \in A} Q_t(s', a) \) estimates the profit after state transition. The solution \( Q^*(s) = (Q^*_1(s), ..., Q^*_N(s)) \) is the optimal action value function.

The convergence of Q-learning to the optimal action-value function has been proved, under the conditions that each state-action pair \( (s, a) \) is visited infinitely often during training and with a suitable learning rate [28, 30]. An exploration mechanism aims to strike a balance between exploitation and exploration such that the performance of the agent is maximized during learning while ensuring the converging condition is met. Boltzmann exploration is a commonly used exploration mechanism. Under Boltzmann exploration, the action selection probabilities \( \pi = (\pi_1, ..., \pi_A) \in \Lambda \) is given by

\[
\pi_i = \frac{e^{\kappa Q_i}}{\sum_{j=1}^{A} e^{\kappa Q_j}}
\]

where \( \kappa \) is a parameter known as the inverse of the temperature. The agent is in pure exploration (randomly taking each action) when \( \kappa = 0 \), and in pure exploitation (taking the action with the highest Q-value) when \( \kappa \to \infty \).

3 EXPERIMENTAL SETTING

Consider a population of \( N = 20^4 \) agents learning to play rounds of the Prisoner’s Dilemma (PD) game on the right side of Figure 1, with players initially paired at random. At the beginning of each new round, agents are able to decide whether they will switch partners to play the game. The goal of the agents is to earn the highest payoff across \( M = 20 \) rounds of the game. Therefore the number of actions taken is \( 2M \) in one episode, half of them are about whether to stay or switch, and the other half are about whether to cooperate or defect. The best outcome for the population (in terms of total rewards of all agents) is achieved when all agents cooperate every time. However, such an outcome is hard to achieve since the immediate reward for defection is higher, especially in a highly cooperative society. With the opting-out mechanism, an agent has to choose between the immediate reward of defecting against its cooperative partner without fear of immediate retaliation and the future rewards generated by stable cooperation.

The computational model of the game dynamics is described in Algorithm 1. Each round of the game is divided into two stages. In the first stage (partner selection stage: line 5 to 16), each agent can choose whether to switch its partner to play the PD game in the next stage. The outcome is an action profile \( a_{PD} = \{a_{PD1}, a_{PD2}\} \), where \( a_{PD} \in \{N, Y\} \) for every pair of agents, agent \( i \) and agent \( j \), where \( Y \) stands for yes, thus breaking ties, and \( N \) for no, thus staying. If both decide to stay, they will play the game in the next stage. If anyone in the pair decides to switch partners, both of them will be put into the shuffling pool and await to be paired (line 10 to 13). At the

\footnote{We also experimented with \( N = 40 \) and \( N = 60 \) and results are practically unaffected.}
We leave the generalisation to strategies with memory, more fine-grained but computationally more expensive, to future analysis. As we shall show, agents are able to learn cooperation-inducing behaviour using only this basic piece of information, which also allows for a direct comparison with existing results.

Algorithm 1 Social dilemmas with the option of opting out

Input: $N, M, T, \alpha, \tau, \gamma$

1. Initialize Agents with $N, \alpha, \tau, \gamma$, $Pool = [ ]$
2. Initialize Pairs, LastActions randomly
3. for episode $= 1$ to $T$
4.   for round $= 1$ to $M$
5.     for each pair in Pairs parallel do
6.       $t \leftarrow$ pair[0], $j \leftarrow$ pair[1]
7.       $s_{PS}^i \leftarrow$ LastActions[$i$], $s_{PS}^j \leftarrow$ LastActions[$j$]
8.       $a_{PS}^i \leftarrow$ Agents[$i$].getAction($s_{PS}^i$)
9.       $a_{PS}^j \leftarrow$ Agents[$j$].getAction($s_{PS}^j$)
10.      if $a_{PS}^i$ or $a_{PS}^j$ == "Y" then
11.         Pool.add($i, j$)
12.          Pairs.remove(pair)
13.      end if
14.     end for
15.     newPairs $\leftarrow$ generatePairs(Pool), $Pool = [ ]$
16.     Pairs.add(newPairs)
17.     for each pair in Pairs parallel do
18.       $t \leftarrow$ pair[0], $j \leftarrow$ pair[1]
19.       $s_{PD}^i \leftarrow$ LastActions[$i$], $s_{PD}^j \leftarrow$ LastActions[$j$]
20.       $a_{PD}^i \leftarrow$ Agents[$i$].getAction($s_{PD}^i$)
21.       $a_{PD}^j \leftarrow$ Agents[$j$].getAction($s_{PD}^j$)
22.       $r_{PD}^i, r_{PD}^j \leftarrow$ playGame($a_{PD}^i, a_{PD}^j$)
23.       LastActions[$i$] $\leftarrow$ $a_{PD}^i$, LastActions[$j$] $\leftarrow$ $a_{PD}^j$
24.       Agents[$i$].updateReward($r_{PD}^i$)
25.       Agents[$j$].updateReward($r_{PD}^j$)
26.     end for
27.     end for
28.   for each agent in Agents parallel do
29.     agent.train() with equation (1)
30.   end for
31. end for

end of this stage, agents in the shuffling pool are randomly paired up and continue to the next stage (line 15 to 16). As previously observed, the chances of being paired with the same partner are not insignificant, especially with a small number of available players. In the second stage (PD game stage: line 17 to 26), every pair of agents will play a PD game and receive their rewards ($r_{PD}^i, r_{PD}^j$) based on the payoff in Figure 1. The outcome is of the form $(a_{PD}^i, a_{PD}^j)$, where $a_{PD} \in \{C, D\}$, for every pair of agents.

At every stage of the game, the agents’ decisions are made based on the opponents’ previous actions in the PD game. That is, the agent observes only the last action of their opponent as in related studies [2, 32, 33]. Therefore, the MDP has 4 different states, $S = \{PS_C, PS_D, PD_C, PD_D\}$, 2 from the partner selection stage $SPS = \{PS_C, PS_D\}$ and 2 from the PD game stage $SPD = \{PD_C, PD_D\}$. We leave the generalisation to strategies with memory, more fine-grained but computationally more expensive, to future analysis. As we shall show, agents are able to learn cooperation-inducing behaviour using only this basic piece of information, which also allows for a direct comparison with existing results.

Each agent maintains two policies for action selection. The first policy $\pi_{PS}$ determines the probability of switching $a_{PS}$ given $s_{PS}$ and the second policy $\pi_{PD}$ determines the action probabilities in the PD game $a_{PD}$ given $s_{PD}$. During each episode, a trajectory $k = \{s_{PS}, a_{PS}, r_{PS} = 0, s_{PD}, a_{PD}, r_{PD}, ...\}$ is sampled, and the policy is updated based on the Q-learning algorithm (line 28 to 30). Every agent in the population adopts the standard Q-learning with Boltzmann exploration, with the learning rate $\alpha = 0.05$, which we optimised through a simple line search from 0.01 to 0.1. The temperature is set at $\tau = 1$ and the discount rate at $\gamma = 1$.

4 EXPERIMENTAL RESULTS

In this section, we present our results, showing how cooperation can emerge in SDOOs. We will also analyse the types of strategies that are learnt, both during the game stage and the partner selection stage. We will then zoom in at the single-agent level, analysing policy traces and reward distributions. Finally, we will show what happens in our setting when OFT is imposed and how this compares with our main findings.

4.1 Emergence of cooperation in SDOOs

When agents play SDOOs and are allowed to form their decision on whether or not to stick to the current partner based on the reward received, cooperation prevails, with the population total reward increasing over time. Figure 2a displays the results, showing that cooperative choices dominate societies of self-interested agents. The figure shows the percentage of the strategy profiles of the PD game as well as the population rewards.

SDOOs can be seen as a game with almost random matchings. If the decision to break ties with the current partner were also to be decided without considering the obtained reward, we would be back to the case of well-mixed populations, where mass defection is known to emerge [2]. Indeed, as shown in Figure 2b, a population of agents playing a PD with random matching will see defection rapidly take over.

Zooming in on the learning curves in Figure 2a, we observe four different phases of learning which are characterized by different outcome distributions across the population in the PD game, and they are marked in Figure 2a accordingly. Each of these phases corresponds to the development of a population strategy as follows:

- **Phase 1 (episodes 0 to 500):** Agents learn to defect.
- **Phase 2 (episodes 500 to 3,000):** Agents realise staying with the same partner (Always-Stay) and staying with a cooper- tor but not with a defector (Out-for-Tat) are good choices.
- **Phase 3 (episodes 3,000 to 20,000):** the Always-Stay and Out-for-Tat strategies become dominant in the partner selection stage, and agents start to learn to cooperate (Always-Cooperate) or cooperate with a cooperative partner but defec- t against a non-cooperative partner (Tit-for-Tat).
- **Phase 4 (episodes 20,000 to 100,000):** cooperation stabilises at the population level, Always-Cooperate and Tit-for-Tat strategies become dominant in the PD game.

In our analysis, we have limited the amount of information an agent can obtain to the last action performed by the opponent in the PD game (cooperate or defect), but agents trial strategy selection
Figure 2: The mean and standard deviation of the percentage of the outcomes of the PD game and the total population rewards across episodes, summarized over 20 simulations. The introduction of the partner selection stage is key to the emergence of cooperation. The dashed lines are marked to indicate the ending of each phase. The percentage of cooperative outcome \((C, C)\) starts to take over at the end of phase 3. In the case of random matching, the population learns to defect rapidly.

Figure 3: Box plots of the number of agents that use each strategy during different phase transitions. The OFT strategy in the partner selection stage is developed rapidly across the population. The successful development of OFT has led to the successful development of TFT and All-C, and thus a cooperative society.

By comparing the magnitude of Q-values at different states, we can classify the agent policy into different types of strategy. For example, in the partner selection stage, if the Q-value of action \(N\) is larger than that of action \(Y\) regardless of the opponent’s last action \(Q(N|PS_C) > Q(Y|PS_C), Q(N|PS_D) > Q(Y|PS_D))\), we classify the agent as adopting the Always-Stay strategy; if the Q-value of action \(N\) is larger than that of action \(Y\) when the opponent has cooperate in the last action, but reverse otherwise \(Q(N|PS_C) > Q(Y|PS_C), Q(N|PS_D) < Q(Y|PS_D))\), we classify the agent as adopting the Out-for-Tat strategy; and so forth. We are therefore able to classify agents’ strategies into four different types in the partner-selection stage, and four different types in the PD game stage. For the partner-selection stage, these are (1) Always-Stay (Stay), (2) Out-for-Tat (OFT) where the agent chooses to stay if its current partner cooperated and chooses to leave if its current partner has defected, (3) reverse Out-for-Tat (R-OFT) where the agent chooses to leave if its current partner cooperated and chooses to stay if its current partner defected, and (4) Always-Switch (Switch). Likewise, for the
Figure 4: Percentage of agents adopting each combined strategy during different phase transitions. Nearly 50% of the agents have adopted the OFT, TFT and the OFT, All-C strategies by the end of the training phase.

Figure 5: Percentage of agents who switch partners in the partner selection stage, by episode. An initial drop to roughly 45% is followed by a steady decrease to about 20%.

game stage, these are (1) Always-Cooperate (All-C), (2) Tit-for-Tat (TFT) where the agent chooses to cooperate next if its current partner cooperated and chooses to defect next if its current partner defected, (3) reverse Tit-for-Tat (R-TFT) where the agent chooses to defect next if its partner cooperated and chooses to cooperate next if its partner defected, and (4) Always-Defect (All-D) in the PD game stage. We note that, because of the random component of the exploration policy, actions that are actually taken by the agent may at times differ from their intended strategy type. In other words, our learning agents may attempt actions that are not considered currently best to avoid being stuck in local minima.

To understand how strategies emerge and stabilise in the population, we have further produced: (i) a box plot illustrating these trends at different phases (Figure 3) (ii) a bar chart showing the percentage of agents adopting the combined strategy (16 = 4 × 4 in total) at different phases (Figure 4) (iii) a line plot outlining the proportion of agents changing partner across episodes (Figure 5).

In the first phase, agents learn to defect in the PD game. Whereas in the partner selection stage, agents generally learn to adopt the Out-for-Tat and the Always-Switch strategies. During this phase, agents have not yet come up with a good strategy for partner selection. As we can see in Figure 5, agents have switched their partners most of the time. This exploratory phase is comparable to agents learning in the random matching environment, where mutual defection is the best strategy for all.

In the second phase, some agents learn that staying with the same partner is better than switching to a new one, as stable connections facilitate cooperation. Besides the Out-for-Tat strategy, we can observe how the Always-Stay strategy has become more popular across the population, and we can see the percentage of partner switching has experienced a large decrease. On the other hand, defection in the PD game remains dominant. However, the cooperative outcome (C, C) in the PD game is increasing, as the cooperative and Tit-for-Tat agents have stuck to each other.

In the third phase, the Out-for-Tat strategy becomes dominant, followed by the Always-Stay strategy. As a consequence of this fact, the environment becomes more favourable to the emergence of Always-Cooperate and Tit-for-Tat. The use of Out-for-Tat has provided another way out to the defectors without hurting the rewards of the cooperative agent itself. This also lowers the expected reward for defective actions since they cannot take advantage of a cooperative agent continuously. At the end of this stage, the number of cooperative outcomes (C, C) starts to overtake the number of defection outcomes (D, D) in the PD gameplays.

In the fourth phase, the number of Tit-for-Tat agents becomes predominant. The increase of TFT agents has largely affected the payoff of the defecting agent, and this drives the defectors to learn to cooperate over time, causing the steady growth of cooperative outcomes (C, C) in the PD game. At the episode 100,000, nearly 80% of agents have cooperated in the PD game, and we can foresee continuous growth in the future. In the partner selection stage, we can see a stable combination of Stay agents and OFT agents. In the PD game, we can see a stable combination of All-C and TFT agents, while the All-D agents are now a minority.

We can clearly see the importance of the TFT strategy in developing a cooperative population, as TFT is the best way to limit defecting behaviour, confirming what is known from the literature [14]. We also note the role of partner selection in the development of the TFT strategy, even when retaliation is not necessarily direct, like in our case. Punishing defection is likely to harm the perpetrator as well, and finding resilient cooperators is key to converging

\[\text{We have conducted the simulations up to 200,000 episodes and the percentage of cooperation stabilises around the 85% mark.}\]
Figure 6: Episodic rewards by agents using different strategies during different phase transitions. The OFT strategy in the partner selection stage facilitates the TFT and All-C agents to find and stick to each other. This is important to the survival of cooperative agents, especially among the population of defectors.

Figure 7: Number of partner switches decided by agents using different PD game strategies during different phase transitions. At the later phase of learning, most of the decisions to switch are made by the All-D agents.

towards more positive rewards in the long run. The opting-out mechanism allows agents for minimal freedom with partner selection. The agents can only decide to exit the current interaction given the last observed move of the current partner, and no other information about the other players. Compared to TFT, on the other hand, the OFT strategy is far easier to learn by the agents. This is because staying to play with a cooperator is always good in any case, and leaving a defector does not cause a loss to the reward of the agent. The OFT strategy enables the cooperators to meet and stick together, and this is favourable to the development of the TFT strategy, therefore the success of OFT has led to the successful development of TFT, and thus a cooperative society.

4.2 Analysis of an individual agent

The total reward and the total number of switches in the population provide insightful information about the evolution of the population, yet examining the performance at the individual level can help us realise how the agent’s strategy is developed and sustained. We plot the episodic rewards for every agent from a single simulation marked by the type of strategy they adopt in Figure 6. We also plot the number of switches they decided to make in Figure 7.

In episode 100, various types of strategies have been developed, and we can see some cooperative and TFT agents have recognised themselves and formed some stable pairs, receiving the reward of $60 = 3 \times 20$. At this stage, switching partners in the partner selection phase is a popular choice among the agents. In episode 1,000, the OFT strategy is getting more popular and there is an obvious decrease in switching partners. However, as the number of All-D agents becomes dominant in the population, we can see the rewards of All-C and TFT agents will be lower if they cannot find the right partner. In episode 10,000, the OFT and Stay strategies dominate in the partner selection phase. This provides a good environment for the defectors to learn to cooperate. We can see the minority of All-C and TFT agents manage to survive by sticking together, and this is also a key to future success when the TFT agents manage to affect the All-D agents in the population due to exploration. The positive factors are reflected in episode 50,000, where the All-C and TFT agents become dominant. This trend continues with only 2 defectors left in the entire population by episode 100,000.
Tat strategy in the partner selection phase. The percentage of All-D agents from exploiting cooperators, leading the population All-C agents and TFT agents to identify each other and prevent the repeated social dilemma games with the option of opting out where, including themselves. Otherwise, they will keep playing together. The strategy profile distribution in the PD game, as well as the total population rewards across episodes, forcing the Out-for-Tat strategy in the partner selection phase. The percentage of cooperative outcome \((C, C)\) grows rapidly under this setting.

4.3 Forcing Out-for-Tat

Cooperation was found to emerge in games where agents follow OFT [32, 33]. In this section, we analyse what happens when these conditions are reproduced in our framework, which is why we conducted the same experiments in the previous section with OFT imposed. Notice that under these constraints it follows that if any agent has chosen defection then, at the next round, both they and their partner will be randomly rematched to available agents, including themselves. Otherwise, they will keep playing together. The strategy profile distribution in the PD game, as well as the total rewards across the episodes, are plotted in Figure 8. We can observe that defectors dominate at the beginning of training. However, the situation reverses quickly due to the steady growth of cooperators and TFT agents. By the end of the training, the percentage of cooperative outcome \((C, C)\) has grown significantly and more than 80% of agents choose to cooperate. Similarly to what was observed in the previous sections, the use of the OFT strategy has helped All-C agents and TFT agents to identify each other and prevent the All-D agents from exploiting cooperators, leading the population as a whole to be fundamentally cooperative. Unlike the general case, though, where OFT is not imposed, we note a difference in the shape of the curves. With OFT, the \((D, D)\) outcomes decrease more quickly and stabilise earlier, with similar considerations for the profiles where at least one of the players cooperates.

5 DISCUSSION

We carried out a multiagent reinforcement learning analysis on repeated social dilemma games with the option of opting out where, for the first time, we have seen the emergence of cooperation without forcing players to follow a given partner selection rule. We observed that agents learn such rules by themselves, in particular Out-for-Tat, which was known to promote significant levels of cooperation. Our agents were able to learn several other partner selection rules and co-evolve cooperative strategies. Simulations have shown an interesting effect of timescales in strategy adoption, where agents were quicker to learn partner selection rules than in-game decisions. Although the effects of timescales in promoting cooperation is a known phenomenon [5, 23], for this to happen with only the option of opting out is surprising and certainly deserves further investigation.

Although we have obtained predominantly cooperative behaviour, it is important to check how fragile this is, in other words how perturbations of the starting conditions will affect the equilibrium behaviour. The first variant that comes to mind is the introduction of trembling-hand behaviour, where mistakes are allowed, not only within the game but also during partner selection level. For example [33] study the robustness of OFT assuming players that choose to stay still break ties with probability \(\rho\). In our framework, where partner selection rules are not fixed, but learnt, this would amount to allowing a fixed exploration rate rather than a Boltzmann one, which may have repercussions for convergence. While Boltzmann exploration was functional to the stabilisation of cooperative pairs, the same may not hold for other exploration strategies, notably \(\epsilon\)-greedy. Together with exploration, other hyperparameters need to be accurately optimised, starting from the number of training rounds at the game stage, discounting factor and learning step, which may present non-linear behaviour. We are leaving this more extensive analysis of alternative configurations for future work.

An important research direction is studying what happens when going beyond agent pairs, e.g., allowing players to be chosen by multiple partners while keeping tie-breaking an individual decision. This may give rise to nodes that act as attractors, where more frequent cooperators tend to have a higher degree distribution. Following up on this idea, we could also allow for matchings that themselves depend on the degree distribution (agents are more likely to be paired to agents with a higher number of current partners) or agent types (agents are more likely to be paired with agents who behaved like them in the past). Using multiagent learning to learn partner selection rules on networks may shed light on the emergence of cooperator-cores and defector-peripheries [5].

When active partner selection is allowed, another interesting direction is that of going beyond unilateral attachment, with players forming connections only by mutual consent [11]. Another potential direction involves payoff transfers and endogenous games [12], with players willing to sacrifice payoff to make other players not leave the current game and achieve cooperation.

In our work, we have limited the amount of information an agent can obtain to the last action performed by the current partner in the Prisoner’s Dilemma game. It is natural, although computationally more demanding, to allow players to remember more moves and react accordingly. This will allow for more complex strategies to emerge and likely transform the game equilibria, opening further avenues for future research. Finally, the experimental analysis of social dilemmas with opting out shows that humans display particular cooperation rates [32]. It is an exciting research challenge to understand the learning conditions needed to retrieve those results.
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