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Abstract

This Egesis deals wigb the reactions of two high-valent metal complexes,
[U02] and [W(CN)BI in their excited states in which their one-

electron reduction potentials are increased greatly, i.e. sufficiently
for them to remove an electron from water.

The studies with uranyl ion cover the following, (1) the ground state
interaction with some simple amino acids, (ii) the excited-state
interaction with a variety of amino acids including some containing
sulphur, which gave results of particular interest and, in following up
the latter, (11i) the excited state interaction with some simple
organosulphur compounds. These three inter-related topics form Chapters
8, 9 and 10 of this thesis. In more detail, in Chapter 8 we
charaEEerise optically, three new complexes of 1l:4 stoichiometry between
[U02] and glycine and a- and f-alanine in acidic aqueous solution.

The " x-ray crystal structure of the glycine complex confirms it as
tetrakis (glycine) dioxouranium (VI) nitrate.

*
Chapter 9 covers the kinetics of luminescence quenching of [U02]2+by
amino acids (indicating the level of reactivity) and the quantum yields

of [U(IV)] which indicate the degree of charge separation from the
initial radical-pair configuration, while cryogenic ESR data reveal the

nature of the primary ligand-derived radical. Interestipgly w§+find
that while much the greatest kinetic reactivity towards [U02] is
shown by the sulphur-containing amino acids, these show very low yields
for [U(IV)] production. This pattern is repeated in our study of the
photo-oxidation of dialkyl sulphides by excited uranyl ion, in which we
believe to have demonstrated that a recent report of high quantum yields
in this system and published in Inorganic Chemistry is erroneous.

Our brief study of Ebe aqueous [W(CN) ]3' system confirms the quantum
yields for [U(CN)B] of Samotus g;,gi.. as opposed to the earlier data
of Balzani and Carassiti and characterises, using ESR, IR and UV-vis
spectroscopy, new”W(V)-cyanideagomplexes obtained during frradiation
into the C-T bands of [W(CN)B] and [W(CN)B] in aqueous solution.

¥

Three publications have resulted hitherto from the above work in the
following journals:

Chapter 8: J. Chem. Soc., Dalton Trans., 1985, 517,
Chapter 9:° . . Inorg. Chim, Acta, 1986, 114, 215.
Chapter 10: Inorg. Chem., 1986, 21, 3840.

The results from the fina13ghapter together with data from the
photoreduction of [W(CN)B] with many organic systems obtained by Dr.
D. Rehorek during his visit to the Department, have been compiled and

submitted for publication to the Journal of the Chemistry Society,
Dalton Transactions (paper 6/2444).
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CTTL

CTIM

CTTS

DPPH

ESA

ESR

I1C

ISC

LF

IMCT

MLCT

MO

SO

amino acid

angular momentum
charge-transfer
charge-transfer to ligand
charge-transfer to metal
charge-transfer to solvent
aa-diphenyl B-picryl hydrazyl
excited state absorption
electron spin resonance
internal conversion
intersystem crossing

ligand field

ligand to metal charge-transfer
metal to ligand charge-transfer
molecular orbital

spin orbit

temperature

ultraviolet

exitinction coefficient
lifetime

quantum yield

wavelength



Chapter 1

Introduction

Concepts of Inorganié Photochemistry



oncepts © Norgan ‘hotochemls

evels and Spe

1.1 Photophyvsical Processes - eyp

Absorption of a photon by a molecular species, A, leads to the
*
production of a short-lived electronically excited species denoted A .

This electronic energy can now be dissipated by either chemical or

physical processes in a general scheme:
*

A+ hv =» A (1.1)
A# - primary products = final products (1:2)
AT - A+ hy (1.3)
A¥ '+ A+ heat (1.4)

A full understanding of the photochemical primary processes requires an
interpretation of the absorption spectrum of the molecule in question
and an assessment of the rates of radiative and non-radiative processes
occurring,within.A#. These topics are dealt with in the following
sections, making particular reference to metal complexes, both as

regards their bonding and excited states,

) . e a of Metal Com e
Absorption of light by a molecular species can induce changes in

electronic, vibrational and rotational energies. The total energy, E

corresponds to a solution of the Schrddinger equation

HY, = (1.5)

kK © Pk
As long as the Born-Oppenheimer approximation is valid, the molecular
energy levels can be described by a potential energy dlagram (Figure
1.1), in which the vibrational energies are superimposed upon the

electronic potential curves. The absorption and emission spectra are

therefore represented by a summation of the individual vibronic



Figure 1.1 Potential energy curves with superimposed vibrational

energy levels.
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transitions

ijﬁ +- Wia and Wjﬁ-# Wia respectively.

In order for a molecule to absorb light of a given frequency, two
criteria must be satisfied. First the energy change in the molecule and

the frequency of light must relate. to the Planck equation

hy = E2 - E1 (1.6)
where E2 and E1 are the energles of the excited state Wz and ground
state'wl respectively. The second criterion is that there must be a
specific Iinteraction between the electric vector E of the E.M. wave and
the electric dipole of the molecule.

The intensity of light absorption depends upon.B12 (Einstein transition

probability of absorption) which is given by the relation:

3 2
By, = .80 8, IRy, (1.7)

L 3h’c

where g, Is the degeneracy of Wz and R12 is the transition-moment
integral

© Ry, = [ U,RV, dr (1.8)
which represents the charge displacement during the transition. - R is
the dipole-moment operator expressed by

R= e ) r, - (1.9)
i

where e is the electronic charge and r, is the vector distance which

1

corresponds to the dipole-moment operator for electron i,

]

Spontaneous emission represents a transition from excited state Wz to

ground state Wl*with the emission of a quantum of light. The intensity

of the emission depends upon the number of excited states and on.A21



(Einstein transition probability for spontaneous emlission) which is

given by
4 2
Ayy = 641" vy, gy | R,y | (1.10)
3h

where Yoy is the wavenumber of the light emitted, 8¢ 1s the degeneracy

of Wl and R21 {s the transition moment Integral as defined above.

As the rotational energy levels in many molecules are very closely
spaced they are not resolved into individual lines and can be ignored.
In solution at room temperature the individual vibronic components of a
spectrum are also unresolved. A typical absorption spectrum is shown in

Figure 1.2,

The most appropriate approach to the electronic structure of .-
coordination compounds is thatﬂﬁrovided.by molecular orbital (MO)
theory. Unfortunately, this approach requires much computation effort
in order to supply quantitative results. Consequently, other less
complete, but more readily applied models are often used in describing

bonding in metal complexes, such as the crystal field theory (CFT) and

ligand field theory (LFT). In spite of the usefulness of CFT, it is now
recognised that a purely electrostatic model is unsatisfactory, and a
more realistic approach must take account of the existence of metal-

ligand orbital overlap which is featured in LFT.

When an ion is transferred from the gaseous phase to a condensed phase,
{nteraction with the environment alters the energy levels and
consequently the transitfon energies. This environmental perturbation

has two components, a symmetric component, the effect of which is to

change the separation between free ion terms, and the ligand-field,




Figure 1.2 Visible and ultraviolet absorption spectrum of aqueous

[Cr(NH.). (NCS)]%Y (from ref. 15).
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perturbation. In octahedral (Oh) symmetry the degeneracy of the five d-

orbitals is removed resulting in a splitting into two orbital sets; the

)

ligand-field strength Dq (or A) can be estimated from the

orbitals dxy' dxz' dyz and the e orbital set dx2-y2 and dz2. The

spectrochemical series. 1In determining the term separations produced by
ligand fields, two different approaches have been employed, the weak-
and strong-ligand field effects. 1In the weak field effect the ligand
field is assumed small compared with d-electron replusions. The
splitting of the terms arising from a free d" ion is due to electron
repulsions, and the weak field condition means that the ligand-field
splitting is small compared to the free-ion separation between the
terms. Consequently, analysis is based on free-ion wave functions, the
energies of which are modified by the symmetric perturbation
(nephelauxetic effectl). For the strong-field limit the ligand-field
perturbation 1s greater than the electronic repulsion energy. Analysis
in this case is achieved by utilizing the d-orbitals appropriate to the
environmental symmetry. The terms corresponding to the configuration

are then derilved according to group theory. In practice however,

neither weak nor the strong-field limits are encountered and

intermediate effects prevail.

The ordering of the states can be obtained from Tanabe-Sugano diagrams2

in which term energies are plotted as a function of Dq. A Tanabe-Sugano

diagram is shown in Figure 1.3, for Cr(III), a d3 system. In 0h
symmetry Cr(III) has the configuration t253 the assoclated terms being

4 2 2 2 4
A, , Eg, ng and Tlg' the ground state from Cr(III) being A2g and

the lowest excited state 2E .

&




Figure 1.3 Tanabe-Sugano energy level diagram for a d3 system in

octahedral symmetry.
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In equations (1l.7) and (1.8) the transitions are said to be "forbidden"
when R = 0 and "allowed" when R § 0. The rules defining the conditions
in which R = 0 are known as selection rules. These selection rules are
obtained by using approximate eigenfunctions of the states so that

"forbidden" transitions may in fact occur with low intensity. The total
eigenfunction ¥ is expressed as

V = Wel X
where L and x are the electronic and vibrational eigenfunctions
respectively. The spin portion (S) of Wel 1s factorised
v = S
el space
and the spatial electronic eigenfunction is expressed as
Wspace A wi

Under these approximations, the transition moment integral can be

written as

Ry, - [ ¥, RV, dr fS]_Szdrs fxlxzdrv

A transition 1s called symmetry forbidden when the integral f@iszdre
vanishes; this occurs when none of the components of R belongs to the
same symmetry species as thg product WIWZ. In centrosymmetric molecules
the wavefunctions of which are either symmetric (gerade, g) or anti-
symmetric (ungerade, u) with respect to the centre, transition of the

same parity (i.e. g~g or u-~u) are forbidden (and are referred to as

parity- or Laporte-forbidden transitions).

Whenever the two states have different multiplicities the integral
-ISISdes vanishes and the transitions are said to be spin forbidden.
This selection rule 1is more rigorous than that concerning symmetry.
However, molecules containing heavy atoms result in a breakdown of the

spin forbidden transitions, which can then occur with low intensity.



In describing the intensity of an electronic transition, the oscillator

strength is frequently employed, the quantum-mechanical expression of

which is:

2
f12 Bx me v]Z 52|R12|
3he

where m is the electronic mass. The oscillator strength can be related

to the experimentally measurable extinction coefficient e:

£, = 4.32 x 10°° F fedT

where F constitutes a correction factor related to the refractive index

of the medium.

Similarly the radiative lifetime r_ can also be determined using the

integrated area of an absorption band, which is given by the Strickler-

;

Berg equation3.

-1
-9 2 -3
_i-- 2.88 x 10 (ue >av gl‘fkdlnva
T, o &5

in which n is the refractive index of the medium.

If one is only interested in the order of magnitude of T the following

approximate expression may be used :
el
"o 10 /emax
Classification of the spectra of organic molecules i1s achieved according

* * *
to the "orbital jump" involved, f.e. in x-r , n-x and o-o transitions.
Similarly, it is convenient to describe transition-metal complex spectra

in terms of the orbital change concerned. If d-d transitions are

involved, it is possible to assign the spectra of metal complexes

without introducing MO theory.




However, 1t is useful to treat the ligands more explicitly by employing
the LCAO aproach5

WV o aﬁh +-b¢1
where ﬂh and_QLIrepresent metal ion and ligand orbitals respectively,

and Figure 1.4 represents an MO diagram for O, symmetry.

If the interactions between metal ion and ligand orbitals are not too
large then classification of electronic transitions can be assigned to

the following groups, (1) metal localised, (2) ligand localised and (3)

charge transfer.

Metal-localised transitions include d-d and f-f transitions in rare-
earth ifons., Ligand-localised transitions encompass those of the free

% % *
ligand, i.e. 0-0 , 7-r and n-xr . Intramolecular charge-transfer

transitions can be classified into three types:

1) Metal to ligand (CTTL) which involves the promotion of an electron
from an orbital largely localised on the metal, to an orbital in
which the electron is transferred to the ligand, i.e. a process in
which the metal ion iIs oxidised.

2) Ligand to metal, (CTTM) involving a transition from a ligand-

localised orbital to a metal-localised orbital resulting in the

reduction of the metal-ion.

3) Charge-transfer to solvent (CTTS)G.

CTTL transitions are likely to happen in complexes with metal centres
having low ionisation potentials and ligands with readily available

* - -
empty n orbitals, e.g. CN , CO, SCN . CTTL transitions will be forced

vhen the metal ion is in a low oxidation state. For example, the



Figure 1.4 Molecular orbital scheme for an octahedral complex:

LF - ligand fleld transition,
LC - ligand centred transition,
IMCT - ligand to metal charge transfer,

MLCT - metal to ligand charge transfer.






visible bands of the low-spin [Fe(phen)3]2+ are due to the CTTL while

those of low spin [Fe(phen)3]3+ are due to CTTM transitions7.

CTTM bands are exhibited in the more UV-visible region by complexes

containing highly reducing ligands such as I , Br , and Oxz'.

Jérgensen has developed an empirical expression which allows the wave
length of CT bands to be predicted8

v = 30 (xL-xM)+a
where X nd X, are the optical electro-negativities of the ligand, L,
and the metal, M, respectively, and A is the orbital-energy difference

due to ligand field splitting.

CTTS transitions are exhibited by some negative complex ions such as,
[Fe(CN)G]A' 7 and hydrated cations in theilr low oxidation states, for.

example Ce3+ 10.

Charge transfer bands can also occur in the fon-pairs formed between a
coordinatively saturated complex and a polarisable anion such as iodide.

These ion-pair charge transfer (IPCT) bands, first observed by Linhard
andWéigelll, are due to intermolecular charge transfer from the anion
to the eg d-orbitals of the metal ion. These IPCT bands are exhibited
by aqueous potassium iodide solutions of [Co(NH3)6]3+ when the iodide

{on concentration is Increased.

® [ illl!‘

1.3 uminescence Spec a0 01 ne

When observable, emission spectra serve two useful purposes to the

theoretician: (1) as an ald to locating the v=0 level of the lowest




exclted states; and (2) to provide information about the distortion of

the lowest excited states relative to the ground state, by means of the

Stokes shift,

An empirical rule developed by Kasha, governing the emission from the

excited states of a molecule12 reads as follows:

"The emitting level of a given multiplicity is the lowest excited

level of that multiplicity".
Crosby and Demasl3 modified Kasha's rule to deal with the type of
emission observed from transition metal complexes:
"In the absence of photochemistry from upper excited states,
emission from a transition metal complex with an unfilled d shell
will occur from the lowest electronic state in the molecule or from

those states which can achieve a significant Boltzmann population

relative to the lowest excited state",.

The relation between the absorption and emission spectra for transitions
between the two electronic states is shown in Figure 1.5, namely (a)

where the ground and excited states are of different geometries
resulting in a large Stokes shift and (b) where the ground and excited

states are identical and there is no Stokes shift,

When a molecule is embedded in a solid or liquid matrix, the potential
curves no longer, strictly speaking, represent intra-molecular energies,

but rather the total energy of the molecule plus its environment. In

both fluid and rigid solutions absorption is to a configuration
corresponding to the ground-state configuration of the solvent molecules

(solid curves in Figure 1.6). If the viscosity is small, reorientation




Figure 1.5 Potential curves and corresponding fdealised spectra for
(a) different equilibrium geometries in the ground and

excited states, (b) same equilibrium geometries. (from

ref.l5).
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Figure 1.6 Potential curves in rigid and fluid media; (-) ground-

state solute-solvent orientation; (---) relaxed

excited-state solute-solvent orientation.
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of the solvent precedes emission which originates in the relaxed

configuration (dashed curves). 1If, however, the viscosity is high no

solvent reorientation can occur, and emission takes place from the

(solvent) ground state configuration.

Ligand-localised bands exhibit the same type of solvent dependence as

%
the free ligands, e.g. n-r transitions are red shifted with increasing

*
solvent polarity, while n-x transitions are blue shifted.

The d-d transition energies are little affected (<12%) by changes in

solvent composition, assuming that ligand exchange with solvent does not

occur. Intensities, however, may change by as much as 30%14.

Certain transition metal coordination compounds with dz, d3, ds, d6 and

d8 configurations have been reported to be luminescent, and three kinds

of emission have been characterised so farls:

1) Phosphorescence localised on metal-orbitals with a sharp line

spectrum.

2) Charge-transfer phosphorescence, characterised by a structured

spectrum,

3) Broad, structureless phosphorescence and fluorescence localised on

metal orbitals.

The best known example of sharp lined emission is that of ruby, which

consists of about 0.05% Cr3+ in an Al1,0, matrix., The R lines of ruby,

2°3
see Figure 1.7, have been thoroughly investigated 16 in emission and
absorption, and in stimulated emission. Emission and absorption are

mirror images reflected around the R lines situated at about




Figure 1.7 Absorption and phosphorescence spectra of ruby at 77 K.

The 'R’ lines near 14000 cm'l are the split origin of

the 2E + aAz transition (from ref. 15).



002S5L  008bl  0Obbl  OCOW 009¢!
Ol
Frl_ll_ r_.._
L3 3, 0¢

(1-Wd)

NOI LdHOS 8V Y ———NoIsSIN3 ———

(z:W) NOILO3S SSOYD



14,400 em” L however, absorption also involves transitions to states

other than the phosphorescent state. The d3 ions when examined in the
appropriate ionic matrix, exhibit a sharp emission when irradiated with
UV or visible light. For [Cr(CN)6]3' in DMF solvent, emission is

observed at room temperature.

These sharp line spectra arise from the transition: 2Eg *4A25 for d

ions with 0h symmetry and are thus both spin- and symmetry forbidden.

The lifetime of the phosphorescent state is long as shown by [Cr(en)3]3+

which has a radiative lifetime at 77 K of 6 ms 17.

Fluorescence has only been observed from a few d3 systems so far. The
transition is spin allowed, but Laporte forbidden. The transition

4 4
T, =+ A, has strong field configurations, t, e and t, , respectively.
2g " “2g 5 6 28" 8 2g* “°°P 4

3-, [CrCl6]3' and aquo-fluoro complexes of

Cr(III) fluorescence 1is the only emission observedla, but in the case of

[Cr(urea)6]3+ both fluorescence and phosphorescence are foundlg.

In a few cases such as [CrF6]

The broad phosphorescence observed in d6 octahedral complexes originates

from an excited state with a strong-field electronic configuration. The

transition has been assigned as 3T1*1A120. and these states have the

e and tzg6 respectively.

electronic configurations t
28 &

A second type of phosphorescence has also been observed for d  complexes

vhich 1s mutually exclusive with the first type. This phosphorescence

exhibits vibrational structure in its spectrum21 and has so far only

been observed with d6 fons of the second or third transition series with

polypyridyl ligands such as 1,10-phenanthroline and 2,2’'-bipyridine.




Crosby concluded that the phosphorescence arises from charge-transfer

transitions between ligand and metal.

The luminescence observed from a complex such as [Rh(phen)3]3+ is very

similar to the phosphorescence of the free ligand. The emission of the
complex is assigned as a triplet-singlet x-x* intraligand transition.

The lifetime of the phosphorescence of the complex is much shorter than
of the free ligand, an.effect which can be readily accounted for on the

basis of enhanced spin-orbit coupling in the case of a complex ion of a

heavy metal.

1.4 Nie 1ENE - - nary rroce!
S2
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l'ﬁc
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g :
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n N — TR
. 'KkqS k = 1
l D -
——— W My

Every electronic state i1s convertible to another state by one or more

radiative or non-radiative processes. The rate equations for the

various deactivation processes of an electronically excited state can be

derived by the application of the steady-state approximation 22. Figure

1.8 depicts a general energy level diagram applicable to metal

complexes. Assuming that there is no back intersystem crossing, i.e. k

. " 0, the kinetic scheme is as follows:




So + hvu -+ 82 Ia
82 -+ Sl(v-O) kl [82]
S1 - So+hvF k2[81]
S1 - S0 k3 [81]
S1 - Tl k&[SI]
T - S + hv k5[T1]
O P
T -+ S0 k6 [Tll

The rate of formation of the T, state is given by

d[T,])/dt = -(k5 + ke)[T1] + k4[31] (1.9)

1]
and that for 51,15 given by

d[Sl]/dt*— Ia - (k2+k3+k4)[31] (1.11)

-F H

Under the assumption of the steady state approximation, {.e. d[TI]/dt -

d[Sll/dt-rO, the following expressions are obtained.

[81] - Ia (1.12)
(k2 + k3 + ka)
[Tll = k4 Ia (1.13)
(k2 + k3 + k.a)(k5 + kﬁ)
By definition
| ﬂp. - k5[T1] - kaks (1.14)
Ia (k2+k3+ka)(k5+k6)




Pp = kplSy1 = k, (1.15)

I (k2 + k3 + k&)

gISC is given by
k& (1.16)
(k2 + k3 + ka)
hence
ﬁp - QISC'kS (1.17)
(k5 + k6)

The fluorescence (fF) and phosphorescence lifetimes (rp) measured by

pulse techniques of negligible duration leads to the modification of

equation (1.11)
d[Sll/dt - - (k2+k3+ka)[51] | (1.18)
It is assumed that the pulse will excite molecules only from the SO

state to the S1 state, and therefore at t = O, [T1] = () and [81] -

[Sl]o. Using this restriction, the following equation is obtained:
(1,1 = K, 5,], [, FTE - "5 (1.19)
kg -kp

where k5 - k2 + k3 + k4

and kT - ks + k6.

The first term of equation (1.19) represénfé the decaf of

phosphorescence whilst the second term represents its "grow-in",

Since k5>>kT at t > 1|k5, equation (1.19) reduces to




(Ty] = k,[S,]_ e °1% - [T,] e K1 (1.20)
k, *

where [TI]O Thus,

gISC [sllo'
rp - l/lcT -1/ (k5 + k6) (1.21)

while combining equations (1.21) and (1.17) yields

ﬂp/rp - E’ISC'RS (1.22)

If we introduce back-intersystem crossing (k-h) into the rate equations,

we now have for continuous {llumination

d[TI]/dt - -(k +k +k )[Tll + k [51] (1.23)
d[Sl]/dt - I -(k2+k3+k4)[sl] + k_&[Tll (1.24)
Applying the steady state approximation ylelds
[T1] = ka I (1.25)
(k +k6+k 4)(k +k +k4) - (k_,k,)
[S;0 = (kgtketk ) I (1.26)
(k +k6+k 4)(k2+k3+k ) = (k 4 4)

and from these, the luminescence quantum yields can be evaluated:

gp - k[T,] = k, ke (1.27)

Ia (k +k6+k 4)(k2+k +ka) -(k 4 )
ﬂf - k2[51] - k (k +k +k_a) (1.28)
Ia (k +k6+k 4)(k +k.+k )=(k 4ka)

Under the conditions of a single short photolysis pulse, the rate
equatibns become:

d[Tl]/dt - -(k +k +k )[T ] + k [S (1.29)

7}

d[S,1/dt = - (k,+ka+k, ) [S,] + k_, [T;] (1.30)




which on differentiation yield

a®[1,1/at? - - (kg+k +k_,)d[T, ]/dt + k,d[S, ]dt (1.31)
a®[s, 1/dt? - -(k,+k,+k,)d[S, ]/dt + k_,d[T,]]dt . (1.32)

Substitution of equations (1.29) and (1.30) into (1.31) and (1.32)
respectively, produces two simultaneous equations which can be solved to
yield

[T,] = k,IS re" 215 e %2%) = (1.33)

1o

At

1!

(1.34)
[Sll - lsllo

(A, = ke 1% (k-2 )e 42"

where A, , = 1|2 {(kt)sl(k-kp) 2ok ik, 1% (1.35)

kE - k5+k6+k_4

kT - k2+k3+ka

1172 { Gk - [(kpekeg) 2k ke 1172} (1.36)

A1'2 - (rp)

Although equation (1.36) appears complex, it can be simplified by

considering two limiting cases.

Case (1) - The steady state limit, which is valid for S, (after the

decay of the exciting pulse), 1.e. k&>>k5 + k6. This leads to the

assumption.ékak_(((kT - kE)z.




In this case equation (1.36) reduces to

-1 |
(rp) o kE - kAk-a o k5+k6+(1-ﬂ

kp-kg

c is given by equation (1.16) and kT>>kE. Combination of

k_, (1.37) -

ISC

where gIS

equations (1.36) and (1.27) yields

op/1, = Brsc Ks (1.38)

This result is the same as that obtained when.k_4 1s neglected.

Case (i1) - In this situation, it is assumed that the two states are in
thermal equilibrium with each other, 1i.e. k&>>k2 +-k3: then equation

(1.36) becomes
-1

(rp) "k5+k6+(k2+k3)(k;4/k4) - (1.39)
1l + (k_a/ka)
The inter-state equilibrium constants, K, is defined as
[Sll/[T1] - k_a/ka (1.40)
hence
-1 |
(rp) - k5+k6+(k2+k3)l(r (1.41)
1 <+ K e ¥ : HY

Similarly, equation (1.27) simplifies to - o

ﬂp - k5 (1.42)

(k5+k6)+(k2+k3)K

and therefore

B /1 - l'c5 S (1.43)

Comparison of equations (1.43) and (1.38) reveals that (1l + K)'1 is
equivalent to an Intersystem crossing yleld, however, K is strongly

temperature dependent since

K = [g(T))/&(S))) exp (-AE/KT) (1.44)



where g (Tl) and g(Sl) represent the degeneracies of the states T1 and -

S1 respectively, and AE refers to the energy difference between the two

states.

Substitution of equation (1.44) into (1.43) gives .-~

ﬁp/w’p - k. (1.45)

1+[g(T,)/g(S,) exp (-AE/KT)

If AE > 1000 cm'l, then at ambient temperatures @ /r - =« k_. As the

P° P >

equilibrium limit necessitates QIS =« ] then at moderate or high values

C
of AE, equations (1.45) and (1.43) will become indistinguishable.

The measurement of rp at a varlety of different temperatures allows an

estimate of  AE to be obtained.

re and r, can be measured by pulse techniques®> for fluorescent or - -
phosphorescent molecules. The excited state lifetime of species that

are not luminescent are often obtainable using excited state absorption

'(ESA) 5pectroscopy24.

In inorganic systems where transitions do not involve a change in

;o are typically of the order >'10]'25"1 while
8

those of'kF are of the order 10 s-l. Where changes in multiplicity are

involved, the differences can be substantial. Spin-orbit coupling

nultiplicity, values of k

causes mixing of singlet and triplet states, resulting in a breakdown of
'selection rules governing changes in multiplicity. For organic
molecules intersystem crossing is formally forbidden, however, spin-

orbit coupling in inorganic systems results in figures for k being of

ISC



the order of 109-10125"1

102.10°s°1.

, While those for kp generally fall in the range

¥ u

For luminescent materials ﬁ&c is readily determined. - One merely

measures the photon yield with excitation into Sl:and 82 states,

whereupon gIC - ﬁ(Sz)/ﬁ(Sl).

Measurement of 251 c is frequently more difficult. ~If the So-*Tl

S
transition is sufficiently allowed to absorb appreciably then.an -

approach analogous to that for'measuring;ﬁic is:appropriate. One

measures the relative photon yield for exciting into S1 and Tl; .

An approach for setting lower limits on.ﬂ&56 is to use photochemical or

photophysical scavenging of the T1 states to ‘count’ the number of
triplets formed per photon absorbed into Sl' Suitable counting
techniques include irreversible chemical reactionszs, fully reversible

reactions, and energy transfer, followed by excited state reactions of

the acceptor. Oxygen is a commonly used counter27. Singlet oxygen

formed by quenching of excited states 1s scavenged by a suitable trap

* 1
D +-02 - D+ 02
1

02-+ T = 'I‘O2

¥ “3

The amount of singlet oxygen formed can be determined by.monitoring
oxygen consumption..- Direct measurements of kISC and kIC~are possible in
principle by exciting the upper excited state and watching the build up
of fluorescence of phosphorescence. In practice such measurements are
not easily performed because of the extremely high relaxation rates,

which would require the use of plco-second lasers.,




1.5 Non-Radiative Processes

Non-radiative relaxation can occur in two ways namely, via intra-
molecular and inter-molecular processes. Inter-molecular relaxation
involves quenching of the excited state by a second species, with or

without electronic energy transfer. Intra-molecular relaxation can be

grouped as:

1) Intersystem crossing between states of different multiplicity.

2) Vibrational relaxation of an excited state within a given electronic

state by collisional interaction with the medium.

3) Internal conversion from one electronic state to another state of

the same multiplicity.

Processes (1) and (3) occur between isoenergetic vibronic levels of the

two states followed by vibrational relaxation.

4 r
o

Most experimental and theoretical work has been applied to aromatic
8
molecules. These treatments have been reviewed by'Jortner'ggugl.z and

Henry and Kashazg. Many of the approaches are based on the idea that

the accessible vibronic levels of the initial state are coupled .to a

near continuum of isoenergetic levels of the final state.

Engleman and Jortner 0 have developed a unified analysis to describe the

theory of non-radiative rate constants. The rate constant of crossing
from state 1 to state j is the sum over all levels of the individual

transition probabilities ki]' Each value of kiJ is determined by matrix

elements for the coupling of the states, which include both electronic

factors, C, and Frank-Condon factors, Sij:

k,, = < ‘I'leijl“'1>‘ < Vyy = Sy

1]



If the two states involved have the same multiplicity, then vibronic
coupling largely determines the value of C. If however, a change in
multiplicity is involved, spin-orbit coupling must also be included in
its evaluation. The wvalue of kij is dependent upon molecular structure
and the two quantities, AE, the difference in the zero-point energies of
i and j§, and.Aqo, the displacement of one potential minimum relative to
the other along the coordinate axis describing this dependence. If only
one vibration mode couples i to j, for example, a symmetric breathing
mode3l, then.AQo can be represented by a two-dimensional potential

diagram. Engleman and Jortner have envisaged two limiting cases: weak

coupling, when.AQo is small, and strong coupling when AQO is large.

These are illustrated in Figure 1.9 which shows the crossing of two

potential surfaces.

The coupling strength can be related to the Stokes shift between

absorption and emission, Es' which in the strong-coupling case where ES

1s large is given by:

E_>>2<v> tan h <v>|2kT * (1.46)

where v is the mean vibrational energy in the molecule. In the weak-

coupling limit, ES is small:

15:S = 2&> (1.47)

For a strong coupling situation to apply, the Stokes shift would have to

exceed 10,000 cm'l, and this would apply to relaxation via photochemical

The weak-coupling case,
3

rearrangement rather than intersystem crossing.

2 and Ross‘gg,gl.B apply,

to which the theories of Robinson and Frosch

1s presumed to be the situation for small configurational changes




Figure 1.9 Schematic potential energy surfaces for (a) strong
coupling, and (b) weak coupling. The Stokes shift, Es'
is represented by the sum Ee + Ea' AQ - the
displacement of one potential minimum relative to the

other along an appropriate coordinate (from ref. 15).






involved in internal conversion and intersystem crossing, where-E o

S
4000 cm'l.

The transition probability for the weak coupling case at low

temperatures becomes

kyy - c?2m)/?  exp -vaE (1.48)
h(umAE)l/2 v

where v is the energy of the highest frequency vibrational modes and

v = log  AE lel ~ (1.49)

v Au , 1 Ry
[

where Ay is a dimensionless coordinate, corresponding to AQPO. Equation
(1.48) predicts the absence of any major temperature dependence for the

crossing-rate constant.

At higher temperatures however, the expression for kij becomes more
complex, but there is still only a weak temperature dependence involved.

In this treatment, C, 1s assumed to be temperature independent.

In the strong-coupling case, there is a temperature dependence other

than at very low temperatures.

Experimentally, there is not a great deal of information available about

intersystem crossing and internal conversions in transition metal

complexes.

For both d3 17 and d6 34 systems, Iintersystem crossing has been shown to

be competitive with radiative processes. For some systems there is a

strong dependence of the lifetime and quantum yields upon the medium and




the temperature. This is illustrated by [Cr(CN)G]S' which in a host

crystal of K3[Co(CN)6] has a phosphorescence lifetime of 0.12 sec at

T<50 K which decreases to 0.05 sec at 300 KBS. This temperature

dependence is that expected for a forbidden but vibronically allowed

transition36.
1.6 Duenching Processes and Quenching Mechanisms
1.6.1 xcited State ectron-Transfer Que ng

The investigation of the quenching of luminescent states of transition
metal complexes by electron-transfer processes has been a major area of
activity throughout the 1970’'s and has been reviewed in depth

recently37.

There are two possible directions for the transfer process, namely,

oxidative and reductive quenching of the complex shown by equations

(1.50) and (l1.51) respectively:
U LA S (VA AL (1.50)

*[MLh]2+ +Q - [vxi..nl(z"l)+ + Q" (1.51)

The relationship between the rate of the general electron-transfer

process

1%, 1 | NORENE

o .
and, inter-alia, the redox potentials EO(D /D+) and EO(Q /Q) 1s due to

Rehm and‘WelleraB, who extended Marcus theory39'40 for ground-state

electron transfer reactions according to the following schene:




12 23
1%, 1 = LYl = 2 20
K21 k3o
4!
Kk a= fo 1 k30
1D 1D + lQ
eme

Application of the steady-state approximation leads to the overall rate

of luminescence quenching

kQ on k12 (1.52)
l + k21 + k21 . 1
k k K

23 30 23

O
where K23 - k23/k32 - exp (-§023/RT)

AG23 i{s the thermodynamic free energy change for step k23 in the Weller

scheme. AGZB* is the assoclated free energy of activation for this
step. Figure 1.10 shows a schematic diagram for the energy profiles for

an electron transfer process. If it Is assumed that k12' k21 and k30

are approximately constant for a series of closely related quenchers,

then equation (1.52) reduces to equation (1.53)

k. = k12 (1.53)

1 + k [exp(aczs*/ar + exp(4GJ,/RT]

12

K;9K30

WhenAG§3 is large and negative, equation (1.53) reduces to equation

(1.54)
o
k.(1t AG,,<<0) = k10K 0Kqg . (1.54)

Q 23
K12k30+k12 exp (AG*/RI)




Figure 1.10 Schematic diagram of the energy profiles for an electron

transfer process.
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This equation indicates that when.Astt i1s zero or very small, then.kQ

achieves a constant value, i.e. k. reaches a plateau region. When.acz3

Q
1s large and positive, then.5023 = 5023* and equation (1.53) reduces to .

equation (1.55),.

kQ (1t AG23>>0) - (K12k30/2) exp (-5623/RT) (1.55)
5023 can also be written in terms of the redox couples involved in the

electron transfer step. For an excited donor species we can write

5G,, - E°(ot/p”) - E°(Q/Q°) + AR (1.56)

where w_ and w. represent the electrostatic energies involved in forming
the ’'ion-pair’ and ‘encounter complex’ respectively. From equations
(1.54), (1.55) and (1.56) two important limiting cases can be predicted,
i.e.

(1) at low EO(Q/Q'), a plot of log kQ versus E(Q/Q ) for a given donor
should be linear with a slope (-1/2.303 RT);
(2) at high E°(Q/Q"), this plot should reach a limiting value.

The predictions are borne out in Figure 1.11.

. APy -1%

Duenching of Excited State

1.6.2

In this process, an excited donor molecule collapses to its ground state
with the simultaneous transfer of its electronic excitation energy to an
acceptor molecule which is thereby promoted to an excited state.
Neglecting the radiative intermolecular process, whereby the emission of
one molecule 1s absorbed by another, there are otherwise two principal

mechanisms of energy transfer: 1long-range resonance transfer and

collisional energy transfer.

25



Figure 1.11 Plot of log lcq versus half-wave reduction potential of a

series of nitroaromatic quenchers in the quenching of

*[Ru(bipy),1°* (from ref.22). *L
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Collisional energy transfer is the most important for transition metal
complexes. The energy transfer is the process by which one excited
molecule donor, D, is quenched and simultaneously excites another, the

acceptor, A, 1s ralsed to an excited state.

* %
D +A - D+A

Collisional-energy transfer Iinvolves a bimolecular encounter between the
donor and acceptor molecules., It is often found that every collision
results in energy transfer. The diffusion controlled rate constant is
then given by a modified version of the Stokes-Einstein equation.

kd - 8kT:

-3000n

The energy transfer is therefore an inverse function of the viscosity,

n. For a solvent of relatively low viscosity such as water at room

temperature, kd is approximately 5 x 109 dm'l n:u:ml'"1 s-l

6

, while kd for a

1 -1 -1
8

mol . The

viscous solvent like glycerine is about 5 x- 10" dm

energy transfer rate constant ke may be controlled by other factors,

t
for example if the donor excited state level lies below that of the

acceptor then a normal Boltzmann factor will influence the energy-

transfer constant41.

Long-range energy transfer is generally recogniséd by the fact that {t

occurs in a rigid medium at dilutions such that donor and acceptor may

be an average distance of some 50 to 100 A apart.

If an interaction occurs between D* and A, no matter how small, it can
%
be described by a perturbation Hamiltonian operator H’. The system (D

+ A) is no longer a ’'stationary’ state of the total Hamiltonian




(HD* + HA-+ H'). If an isoenergetic system (D + A*) exists, then time-
dependent perturbation theory reveals that the effect of the interaction

*
H' is to cause the system (D + A) to evolve into the system (D +vA*)

and vice versa, with a probability given by42

2
Pap <W1/H'/WF>
where p is the density of isoenergetic states, Wi describes the initial

system.(D*'+-A), and WF describes the final system (D +*A*).

The perturbation therefore induces coupled radiationless transitions in
both D and A so that the excitation energy is shuttled back and forth
between D and A and the rate of energy transfer (ket) is determined by
the strength of the interaction H'. The state density factor p is a

measure of the number of coupled isoenergetic donor and acceptor

transitions. ;

Where H' 1s sufficiently small and'ket<er the rate constant for
*
vibrational relaxation under these circumstances ({) D will undergo
*
energy transfer from its bottom vibrational level; (ii) A , when

formed, will promptly collapse to its lowest vibrational level, making

the energy transfer unidirectional. The coupling of isoenergetic donor

and acceptor transitions is shown in Figure 1.12.

The perturbation H'’ contains several terms such as Coulombic and

electron exchange Interactions.

The Colombic interaction has been treated by Fdrster

k, =1.25x10 g [E (e, v) v

et
4 6 vl




Figure 1,12 Schematic representation for nonradliative energy

transfer, ’'vr'’ indicates vibrational relaxation.
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wherezﬂE is the quantum yield for donor emission, ) is the lifetime of
the emission, n is the refractive index of the solvent and r is the

*
distance between D and A. FD(u) is the emission spectrum of the donor

expressed in wavenumbers and ;A(u) is the extinction coefficient of A at

the wavenumber v.

The electron-exchange Hamiltonian H' is given by

ket o e-zR/Ff FD(V)EA(U)dU

*
where R is the distance between D and A and L is a constant.

1.7 Photochemical Reactions o e onically Ex Je an or

Metal Complexes

Most transition metal excited states can.Ee classified as "ligand field"
or "charge transfer" electronic states. This depends on whether the

ground-state electronic orbitals have predominantly metal-d-orbital
character (i.e. LF-states) or differ in the amount of metal and ligand
contribution (CT-states) in the electronic wave function. The chemistry

observed is a function of the excited state electronic configuration and

i

the possibilities are as follows:

A) Unimolecular processes originating in LF-states

1) Substitutional processes (S = solvent, L = ligand)
*
ML6 + S = -MLSS + L

i1) Isomerisation processes (LL = bidentate or two monodentate
ligands)

(cis or trans)-*M(LL)zxy + (trans or eis)-M(LL) XY



111) Deactivation processes

*
ML, =+ ML, + heat

6 6
iv) Radiative processes
"ML ML, + h
g ¢ + hv
B) Unimolecular processes originating from CT states
i) Oxidation-reduction processes

**M(III)LG +S = M(IILS + L’

i1) - As in (1)-(iv) above

Substitutional, isomerisation and electron transfer reactions will be

dealt with briefly here. For a more comprehensive review of these and

other reactions of excited state transition metal complexes see

references 3, 15 and 43.

The pﬁotorea;tions of Rh(III) ammine complexes can serve as a prototype
for the excited-state chemistry of other complexes having the important
d6 configuration, including complexes of Ir(III), Co(IIl), Fe(II),
Os(II) and Pt(IV) as well as the extensively studied complexes of
Ru(II)AA. The ground state complexes of Rh(III) have low-spin

configurations and are slow in their thermal substitution reactions. A

typical photo-reaction is illustrated in equation (1.57):

hv
[Rh(NH3)6]3+ + H0 - [Rh(NH3)5H20]3+ +NH,  (1.57)

The ammine complexes are of particular interest since both the lower
energy absorption bands (in the near UV) and the excited state
luminescence involve electronic transitions between the ground state and

ligand field excited states (i.e. d-d). The lowest energy absorption



3+ 2+ 3+
bands in [Rh(NH3)6] . [Rh(NHS)SCI] and [Rh(NHa)spy] (py = pyridine)

correspond to the spin-allowed singlet to singlet LF transitions, 1'1‘ -

lg
lAlg and 1T2g *'lAlg' The emission originates from the LF triplet 3‘1‘1g

and it is generally concluded that the large majority of singlet excited

states undergo efficient ISC to the lower energy triplet LF state.

The halopentaamminerhodium(III) complexes in solution undergo photo-
substitution both of halide and ammine ligands, processes which are

dependent upon the nature of the excited specles.

(a) [Rh(NH3)SS]3+ + X (1.58)

S+[Rh( ) ]2 - l
+[Rh(NH, ) X] < e
375 (b) trans-[Rh(NH3)5(S)X]2 + NH

For X = I , the IMCT band is seen in the UV spectrum. When aqueous

3

solutions of[Rh(NH3)5112+with traces of I were flash photolysed, 12

was detected., Thus although the net photoreaction is substitution of

NH3 to glve trans-[Rh(NH3)4(H20)I]2+. the primary mechanism involves a

photoredox process.

2+ huv(LMCT)
—

[Rh(NH,) ;I (Rh(NH,) ] %Y + T°

375

2+ 2+
[Rh(NH3)5] — [Rh(NHB)a] 4+ NH3

]2+ + 1. + HO - trans-[Rh(NH3)4(H20)I]2+

[Rh(NH,), 2 * M

For [Rh(NH Cl]2+ in aqueous solution at 25°C, the main reaction is

3)5
aquation of Cl although modest aquation of NH3 is also detected.




No evidence of a redox process is observed in this case.

[Rh(NH3)501]2+ + H.0

2

hv

Z=0.18 Z=0.02

[Rh(NH,)  (H,0)]>* + C1°  trans-[Rh(NH,), (H,0)c1)%*

A

+NH3




Chapter 2

Introduction

Eleétron Spin Resonance



2.1 Electron Spin Resonance

ESR is the phenomenon whereby the orientation of the spin angular
momentum of a species contalning one or more unpaired electrons with

respect to an external magnetic field, intensity Bo' is reversed on
application of a suitable source of radiation, normally in the microwave

region. The frequency v_ of the electromagnetic radiation which causes

the ESR transition, is related to the magnetic field Bo' in which the

sample 1s placed, by the equation
th - gf B0 (2.1)

where h is Planck’s constant, B is the Bohr magneton, and g 1s a

numerical factor which is close to two when no significant orbital

contribution is involved, as in most organic molecules.

In order to give a more precise meaning to the energy levels involved in
the observed transitions, we must first examine the way in which the

magnetic properties of the electron follow from its spin and orbital

motions. We can then formulate the conditions under which resonant

absorption occurs.

2.2 agnetic Prope es of the Ele or

2-2.1 iptcera o with a Magne 21d

An electron interacts with a magnetic field such as to align itself with

its magnetic moment vector along the field direction.

The energy of a magnetic dipole of moment u in a fleld B, is given by




E = "HBB_ cosf (2.2)

where § is the angle between the axis of the dipole and the field
direction., Thus different orientations of the magnetic moment vector
with respect to Bo correspond to different energies. However,

quantisation restricts the number of possible orientations. For an atom

with total AM Jh/2x, there are 2J + 1 possible orientations, where Mj -
J, J-1, J-2, ... -J. The length of the vector is given by [J(J+1)]
sh/2x. This means that the vector 1s never aligned exactly along the
field direction but precesses about the axis of the field at a constant

angle ¢, see Figure 2.1. The angular frequency v 1s called the Larmor

frequency and is related to the applied field B0 by the equation

w - 7B° (2.3)

where v 1s the magnetogyric ratio of the dipole.

If the magnetic moment of an atom is derived only from its spin angular

momentum, i.e. L = 0, then the energy levels are given by

EMS - 2ﬁMSBo (2.4)

where M. = S, S-1, ... -S. Thus in a magnetic field each energy level

S
corresponding to a given value of S (or J) is split into 25+1 sub-levels

with equal separation of 2530. If on the other hand only the orbital

angular momentum is involved, i.e. S=0, the the energy levels are given

by
E, = A B (2.5)

with an energy separation of,ﬁBo.

33



Figure 2.1 The precession of a magnetic dipole about the axis of an
external magnetic field Bo' The angular velocity of

precession 1s Wb.






When L and S are strongly coupled to give a resultant momentum J, the
energy levels are given by equation (2.6), where &1 is a rational number

depending on the values of L, S and J. gy is called the Landé splitting

factor and takes the values given in equation (2.7)

EMJ - gJﬁMij (2.6)

gy = 1 + S(S+1) + J(J+1) - L(L+1) (2.7)

2J (J+1)

While the g-factor can be calculated precisely for atoms with Russell-
Saunders coupling the general g-factor used in equation (2.1) is an

experimental parameter and cannot be calculated a priori.

Equations (2.5) and (2.6) show the energies for the magnetic or Zeeman
levels for atoms in singlet states, 1.e. S = 0, and 1In multiplet states,

i.e. S » 0, respectively. The selection rule for magnetic transitions

in atomic emission spectra is oM, .= & 1l or 0. The Zeeman energy levels

are shown in Figure 2.2.

2.2.2 The Resonance_Conditions

Application of a magnetic field removes the degeneracy of the magnetic

energy levels. The g-factor represents the rate of divergence of the

magnetic energy levels with the field. In the simplest case, namely

that of a free spin with Mﬁ - MS -+ 1/2, only two energy levels are

possible, and if g is constant, then the divergence of the Zeeman levels
will be linear with the field. This i{s illustrated in Figure 2.3. The

corresponding energy levels in a field Bo are given by equation (2.8)

and the energy difference by equation (2.9).




Figure 2.2 Zeeman energy levels anad transitions for an atom with J
- 2 or 1: the spectrum consists of three equally spaced

lines.
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Figure 2.3 Zeeman energy levels for a single unpaired electron as a

function of magnetic field.
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E+1/2 -+ 1/2 gﬁBo, E-1/2 - -1/2 gBB0 (2.8)

AE = gﬁB0 - hv0 * - {2.9)
Transitions between these levels can be induced by the interaction of EM
radiation of frequency AE = hv , or in other words when the applied

O

field is of the same frequency as W the: Larmor frequency.

Substituting into equation (2.9) resonable values for B of 3500 G and
with g = 2.00232 as for a free electron, we find that v is of the order

of 9000 to 10000 MHz corresponding to the microwave X-band region with a

wavelength of about 3 cm.

2.2.3 elaxatio ocesse

The difference in’'population between the lower (M, = -1/2) and the upper
(MS - +1/2) states iIs very small. The population difference can be

estimated from the Boltzman distribution law, provided that the system

is in thermal equilibrium, which is given by equation (2.10)

n(+1/2)/n(_1/2) - exp (-gﬁBo/kT) (2.10)

where T is the absolute temperature. At a temperature of 300 K, and for
a species with g = 2 and with BO - 3000 G, the ratio 1'1._'_1/2/1'1'__1/2 is
0.9986. Thus the excess population in the ground state is only about
0.07%. However, the whole phenonmenon of ESR absorption depends on this
difference. The probability of upward transitions equals that for
transitions downward. This means that the two levels would quickly
become equally populated, resulting in a decrease of absorption in a

process known as saturation. The processes which dissipate the energy



stored in the upper state, permitting a return to the ground state are
known as relaxation processes. Spin-lattice relaxation involves
interaction between the paramagnetic species and the surrounding medfum,

This interaction provides a pathway whereby excess spin energy finds 1its

way into low energy ‘lattice’ or vibrational modes of the surrounding

molecules.

The spin-lattice relaxation is characterised by a relaxation time Tl'
which is the time for the spin-system to lose 1/e parts of its excess
energy. Slow spin-lattice relaxation causes saturation of the spin
system, resulting in a decrease of energy absorbed. Extremely efficient
operation of spin-lattice relaxation may result in line broadening
because of the operation of Heisenberg'’s uncertainty principle, whereby

reduction of '1'1 causes a corresponding uncertainty in the energy

content.

Another important relaxation process is spin-spin relaxation which is

characterised by the relaxation time T2. Since any dipole, electronic

or nuclear, produces a magnetic field at each of its neighbours, the

total magnetic field experienced by a particular spin will include
contributions from all of its neighbours which will differ from the

applied field. This has the effect of producing transitions which will

occur over a wide range of frequencies, resulting in line broadening.

Two types of line shapes are commonly encountered in ESR. When spin-

spin broadening predominates the line shape 1s approximately Gaussian.

On the other hand spin-lattice broadening results in a Lorentzian line

shape.
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2.2.4 e e and u

Many of the transition metal fons have a total spin S$>1/2. 1In such
cases application of a magnetic field splits this energy level into 2S+l
magnetic energy levels. In the absence of any external fields, the
transition frequencies will have the same energy and a single line will
be observed. 1In general, however powerful electrostatic fields are
present in crystalline matrices which remove the degeneracy (i.e. split
the spin levels) even in the absence of any external field, giving rise
to a zero-field splitting. This situation 1s {illustrated in Figure 2.4
for an ion with S=3/2. Such multiple transitions are called fine

structure, resulting in lines of unequal intensities and spacings.

2.2.5 uclear e ucture

A nucleus possessing a resultant angular momentum will also have a
magnetic moment which will interact with the field, and the electronic
magnetic moment to produce hyperfine structure. For a nucleus of spin
I, there are 2I+1 observable wvalues, where MI - I, I-1, I-2, ... -I, in
the field direction. In a strong magnetic field the nuclear and angular
momenta are decoupled, i.e. are quantised separately, and each
electronic level is split into 2I+l1l nuclear sub-levels. For the
simplest case, a hydrogen atom with S=1/2, I=1/2 and 1~0, the two

electronic levels (MS - +1/2 and -1/2) are further split into two

nuclear levels (M+ = +1/2 and -1/2), see Figure 2.5.

2.3 g-Factors

The local environment of a paramagnetic ion has a profound effect on the

g-factor. The orbital motion of the electron is distorted by electric

fields of neighbouring species, i.e. ligands, and this effect will react



Figure 2.4 Energy levels for a system with spin § = 3/2 with zero-

field splitting <hv,






Figure 2.5 Energy levels for a system with electron spin S = ¥ and

nuclear spin I = ¥, as a function of magnetic field.
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upon the spin through the coupling between orbital and spin angular
momenta. A general simplified Hamiltonian for an ion in a crystalline

environment can be written

He=Hg+ H + Hgp + Hyp (2.11)

H, o represents S-0 coupling and may be expressed as follows

HLS = AL.S (2.12)

where A Is an interaction constant and L and S are free-ion values

derived from the ground state.

HV describes the effect of a crystal field and may be written

Hv - Xi e1V(r1) (2.13)

in which V(ri) is the electrostatic potential at the ion with which each

electron interacts. HSH and HIH represent the Interaction of the

angular momenta of the electrons and nuclei repsectively with the field

HSH - B(L + geS).Ho (2.14)
27

It can be seen from equation (2.14) that variations in g-factor are
caused Ly different celative contributlens ¢f L and S to the ground

state of the ion in its particular environment.




Three levels of interaction of the crystal field with metal ions are

recognised:

(1) Small effect - as In rare earth ions.

Electrostatic interactions are weak due to the partially shielded 4f
electrons. L and S remain coupled and therefore ﬂj is a good quantum
number and in calculating energy levels one first considers S-0 coupling

(HLS) and then applies the crystal field term (HV) as a perturbation,

(1i1) Moderate effect - as In the iron group.

In these cases the crystal field is usually strong enough to decouple L

and S so.ML and M, are proper quantum numbers,

S

(11i1) Strong effect - as in covalent complexes

Hence chemical bonding means overlap of electronic orbitals and one must

.employ MO theory.

The calculation of g-factors for transition metal ions is extremely

complex, and outside the realms of this discussion.

2.4 Free-Radicals

Most organic radicals have the unpaired electron in a p-orbital, f.e. L
= 1. The weak fields commonly encountered in organic matrices are
enough to lift p-orbital degeneracy to such an extent that orbital
angular momentum is almost completely quenched, and therefore g-factors
correspond closely to the free spin value, i.e. 2.00232., Large
deviations from this figure occur when the unpalired electron is on an

atom for which S-0 coupling is strong, or when low lying excited states
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can interact with the ground state, reintroducing orbital angular

momentunm,

The g-factors of a paramagnetic ion or radical, after taking into
account crystal field and S-0 coupling, have the same symmetry as that

obtained by combining the crystal field and Jahn-Teller distortion,
Thus for an axially symmetric system, the values of 811 and g, are found
to correspond to application of the magnetic field parallel or

perpendicular to the axis of distortion. If no symmetry exists, the g-

factor must be expressed in terms of g, ™ gy " B,

2.5 uclea e

Hyperfine structure results from interaction of the magnetic moment of

the unpaired electron and that of any magnetic nucleil within its

orbital. ' The interaction between the unpaired electron and nucléus
arises in two distinct ways. Anisotropic hyperfine interaction results

from the combined spin and orbital angular momenta of the electron
setting up a field at the nucleus which depends on the shape of the

orbital and distance from the nucleus. Isotropic interaction depends
upon a8 finite spin density being present at the nucleus, and hence only
electrons In s orbitals need to be considered. Isotropic interactions
are independent of the orientation of the magnetic field. Anisotropic
Interactions which are orientation dependent may be averaged to zero if

the paramagnetic species is tumbling rapidly in a fluid medium,

2.5.1 SOotYor and_Anisotror {ype ne _Coupling Constar
The isotropic coupling constant, a, is a linear function of the unpaired

spin density at the nucleus. In atoms in which the unpaired electron




resides in a p-orbital no isotropic splitting should be observed. When
isotropic splitting 1s observed in such systems, it must be concluded
that the ground state wave function contains small contributions from s-
orbitals. These contributions may be expressed by means of equation

(2.16)

a -Ab'cn92 (2.16)

where A represents the theoretical isotropic hyperfine splitting for an

45,46

atom with a single unpaired electron in a ns-orbital cn52 is a

coefficient which expresses the proportion of unpaired spin residing in

the ns orbital.

The isotropic hyperfine interactions observable in the spectra of both

aromatic47 and aliphatic n-radicals are due to spin polarization in the
C-H bond. Thus in Figure 2.6 the unpaired electron in the 2pz-orb1ta1
of the carbon causes spin polarization in the spz-bonding orbltalas'ag.
This results in a net positive spin density in the carbon orbital and a
net negative spin density in the hydrogen ls-orbital. The isotropic

proton hyperfine interaction (aH) is proportional to the spin density on

the central carbon atom (p) according to equation (2.17)

H H
a = Q cH P (2.17)

where QHCH is a constant estimated to be about -28 050.

B-Proton coupling in fragments of the type C-CH3 arises from the fact
that the methyl protons lie in a plane parallel to the axis of the 2p,
orbital of the unpaired electron, and perpendicular to the C-C bond, see

Figure 2.7. The orbitals are in a position such that they can overlap



and some unpaired spin can find its way to the hydrogen ls orbitals by a

hyperconjugative mechanismSI'sz. The coupling constant for a 8 proton

is given by

H H 2
a m QCCH p. COS 6

(2.18)

where QgCH is a constant characteristic of the C-C-H system, § 1s the

angle between the axis of the 2pz orbital and the projection of the C-H

bond in the plane passing through this axis, see Figure 2.8.

For anisotropic interactions the energy levels are given by

- ’
EMI'MS gﬁMSB0 gIﬁIMIBo + ha MIMS (2.19)

where the orientation dependent coupling constant a’ is given by
, 2 3
a' = g, g+ﬁﬁI <(l-3 cos @)/r >av (2.20)

Consequently, when g 1s isotropic and quil/2, the hyperfine spectrum

consists of 2I+l equally spaced and equally intense lines symmetrically

distributed about Bo. Now, however, the line separations are dependent

on the relative orientation of the orbital of the unpaired electron and

the applied field. Transitions occur at fields given by

(2.21)

- ’
B Bo +.MI a'/gph

MI

When both isotropic and anisotropic interactions contribute to the

hyperfine spectra, they are added together to give the total hyperfine

coupling constant A, Therefore, for the nucleus i, we can write




Figure 2.6 Schematic representation of the origin of negative spin

density at a-protons.

Figure 2.7 Overlap of electronic orbitals in a C-CH, fragment.

Figure 2.8 The effect of dihedral angle ¢ on overlap of electronic

orbitals in a C-CH, fragment,

3



(2.6)

(2.7)

(2.8)



Ay - a; +a', (2.22)

If’Ai is measured along the x, y and z axis it is possible to separate

Isotropic and anisotropic components since (A.x)1 - ai+(a'i)x etc. Hence

a, = 1/3 (Ax + Ay +'Az)i (2.23)

or 1/3 (A, +-2A._,_)i in cases of axial symmetry.

The function <(1-3 coszﬂ)r3>avcan.be calculated from the wave functions
of s-, p- and d-orbitals so that a’ can be calculated from equation
(2.20). When the magnetic field is applied along the x or y axes for a

species with an unpalred electron in an np-orbital then a'y = B, but

when it is applied along the z axis then a'll - -2Bo.

An estimate of the p-orbital contribution to the observed anisotropic

hyperfine interaction can be made from the following equations

a'y =B .C 2 ora’'y, = -2B.C_ 2 (2.24)

where Cnp is the coefficient of Wnp in the overall wavefunction.




Chapter 3

Introduction

Photophysical and Photochemical Properties of the

Uranyl Ion



3.1 “NOLOr silca ‘YrYope e o) N € :Ne DY)

The [U02]2+ ion occurs in many uranium compounds and is known to be

linear both 1in solution53 and in the solid statesa. The U-0 bond

lengths within the [U02]2+ unit lie between 1.50 A and 2.08 A with a

mean value of approximately 1.77 A. Around the uranyl ion can be

coordinated a further 4, 5 or 6 ligands, with no substantial change in

the U-O bond lengths.

3,.1, 2

The outer shell electronic configuration53 of U is 5£76d"7s". The 6d

orbitals of uranium are thought to be involved in both o- and wx-bonding

with the 2p-orbitals of the O atom553'55-57.

Calculations have shown only limited 5f-orbital involvement, but Coulson

and Lester’> have shown that 6f orbitals may be involved in the bonding

53

to other ligands. McGlynn and Smith™~ have proposed that the energies

of the filled valence orbitals lie in the order 9, <o 4<wu <xg, with a

&
singlet ground state lzg. Ab initio calculations on the uranyl ion have

revealed a variety of orderings of the MO’s. A non-relativistic model

gives the order of energy of the highest filled MO as o <xu-<au-<wg

while a relativistic version52 of the same method gives the order ., <ag

<nu-<xg, which is in agreement with McGlynn and Smith.
Uranyl compounds absorb light up to ca. 500 nm. The absorption spectrum
in solution and the solid state shows a structured band system with
equidistant spacing down to 340 nm, below which transitions take place
into a continuum, The assignment of the electronic states involved in
the absorption spectrum of the uranyl fon is controversial, McGlynn and
Smith53 suggest that the lowest energy absorption between 20,500 and

30,000 crn"1 results from a triplet « singlet transition to either a Sn
u



or BAu states (¢ 101 1 mol-l cm-l). These bands can be divided into

three groups with origins at 22,050, 24,125 and 27,000 cm'l. Support

for the assignment of the lowest excited state to a triplet have come

from magnetic circular dichroism studies on (BuaN)UOZ(NO:’)3 in a polymer

61,64,65

matrix at 10K65. A detailed study by Bell and Biggers using a

non-linear least squares computer program resolved the absorption

spectrum into a series of 24 Gausslan bands in 7 groups. They assigned

the first 13 bands to the triplet state 3xu at 21,329, 24,107 and 22,731
-1

cm

Alternative suggestions have been made as to the nature of the low-

energy absorptions. Volod'kog;,ﬁl.ss investigated the absorption

spectrum of uranyl solutions and crystals at low temperatures. They
concluded that the absorption spectrum has four series of lines in the

region 330-500 nm which arise from four singlet +« singlet transitions.

Gorller-Walrand and Vanquickenbornes7'63 have also interpreted the

absorption spectrum in terms of singlet + singlet transitions.

Bell and Biggers have made a comprehensive analysis of the absorption

spectrum of uranyl perchlorate, the absorption and emission spectra of

which are shown in Figure 3.1. They assign the state at 31,367 <:m”1 to

the second triplet state with the remainder of the UV spectrum resolved

into a further five excited states of almost equal spacing, 6015 + 39

cm'l. Figure 3.2 shows an energy level diagram based on their

assignments.

The presence of strongly complexing specles greatly alters the

absorption spectrum in both intensity and band widthGBwith little

change in the energy location, These changes have been interpreted in




Figure 3,1 (a) Absorption spectrum of uranyl perchlorate (0.1 M)

in 0.1 M perchloric acid

(b) Emission spectrum of uranyl perchlorate (0.1 M) in

perchloric acid



o
-

@)

IONVEHOSEV

02

450

"/ nm

60

(b)

¢
ALISN3LNI

20

520

480

\/nm



Figure 3.2 Energy level diagram for [U02]2+ fon
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terms of a variation in the symmetry of the uranyl centr369'70. Uranyl
+ - - -
complexes of the type [UO, (H,0), ) X]* (where X = Br’, NCS” and 5,0,2")
display weak charge transfer transitions in the region 200 to 330 nm71,
Charge transfer bands have also been seen in the absorption spectrum of

[U02]2+ complexed with organic 11gands72'73.

* -
The lifetime of [U02]2+ In solution is of the order of 10 657A' which

is strongly dependent on the solvent, pH, and the lonic strength of the
medium75'76. Flash photolysis of aqueous solutions of uranyl can allow

74,77
nm

direct observation of absorption by *[U02]2+with Amax 590 , See

Figure 3.3. The luminescence lifetime shows a strong temperature

dependence‘Between /7 and 300 K78. Between room temperature and 357 K
*
the decay constant of [U02]2+ shows an Arrhenius dependence with an

activation energy E, = 41.2 kJ/mol. This is a high activation energy

for a purely photophysical process and has been attributed to the

chemical quenching of *[U02]2+ by water75

*[U02]2+ + H,0 » [Uo, 1" + B + OH © (3.1)
Uranyl compounds display a characteristic green luminescence in the

region 450-650 nm which is independent of excitation wavelength, see

Figure 3.1(b). As in absorption, the band shape and intensity are
determined by the environment of the uranyl ion. The luminescence
spectrum shows vibrational structure with an average band spacing of ca.

1 in glasses79.

850 em ® in solution and 700 cm”
The luminescence of the uranyl ion has been assigned to the lowest .
state and should therefore strictly be designated phosphorescence

although the majority of workers still use the term fluorescence.



Figure 3,3 Excited state absorption spectrum of uranyl perchlorate

in water.
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The luminescence quantum yield Cﬁf). In suitable cases, approaches unity

in the solid state, but in solutionwﬂf decreases markedly,

4

The deuteriation of the ligands affects both the luminescence Intensity

and the lifetime of'[U02]2+ both in solution and the solid state. Thus
the luminescence yield and lifetime of [U02]2+ in D20 is 1.7-2 times

74,80

greater than in H,O

2

3.2 Quenching of Ura on Fluorescence

The lowest excited electronic state of the [U02]2+ ion has a lifetime in
the us region, which means that chemical reactions readlly compete with
fluorescence. The bimolecular quenching reaction of excited uranyl ion

with ground state molecules in solution can in theory utilize electronic

excitation energy in three ways: (a) through energy transfer: (b)

through chemical reactions, and (c) through physical quenching,

3.2.1. uenc b
The quenching of uranyl fluorescence by metal ions has been thoroughly

investigated.

Fluorescence quenching takes place without chemical change of the uranyl
compound or the quencher, indicating that elther physical or reversible
chemical quenching is occurring. The latter*bossibility'is borne out by
the observed variation of log kq with lonisation potential of the

81

quengPing metal ions =, and reversible electron transfer mechanism for

the fluorescence quenching has been proposed

n+

*1vo,1%* + M™ « o, 1* + u{™ D+ (3.2)



Evidence that quenching b}'metal fons occurs via exciplex formation has
been proposed for the quenching of [U02]2+ fluorescence by Tl+83'84.

Complete electron transfer occurs in the quenching of *[U02]2+'by F32+

3+ 85,86

and Ce with kq close to diffusion control Electron transfer

*
quenching of [U02]2+ also occurs with Fe, Ru and Os dﬁ-

métalloceness7'83, as well as metal carbonylssg. Cyano complexes such

as [ﬁo(CN)S]B' and [Co(CN)G]B' also quehcﬁ uranyl fluorescence in 0.01 M

nitric acidgo.

+*% ] .
The quenching of [UO2]2+ by Eu3+ occurs by electronic energy

transfergl’92

3+

*100,1%* + B’ » 00,12 + *[Eu)? Bt 4o (3.3)

as does the quenching by transition metal and lanthanide ions, such as

[Mnoal-. [Cr207]2' and Ce4+ 86.

Uranyl fluorescence is also quenéhéd by UCl4 in frozen aqueous solutions

‘at 77 K. Short-1lived [UOé]+ formed by reduction of [U02]2+ in aqueous

solution is also an effective quencher of uranyl fluorescence with kq

close to diffusion contr0193.‘

3.2.2° uen by S e Anions

Quantitative experiments on the quenching of uranyl fluorescence by
halide and pseudohalide ions have shown that the quenching rate constant

increases with decreasing oxidation potentialal, with kq for I~ and SCN

ca. 3.5 X 109 dm® mol~ 1 s'l.f The quenching of *[U02]2+ fluorescence by

halide and other anions is thought to occur by an electron transfer

82

mechanism




Flash photolysis studies of aqueous uranyl solutions with the anions I,

CNS and Br have revealed the short-lived radical ionpng formed

through single electron transferga.

3.2.3. uenching by Orga Com d

A

*
The redox potential( E( [U02]2+)/[U02]+ - 2.6 eV)zo of the excited

uranyl ion makes it a most powerful oxidising agent, similar to OH or a
free fluorine atom. Many classes of organic compound such as aliphatic
alcohols and carboxylic acids chemically quench the excited state of the

[U02]2+ fon leading in many cases to the production of free radicals

which can be detected by ESR.

The important processes in the photochemistry of uranyl systems are:
(1) oxidation of ligands or other species in solution, including

solvent. This usually, but not invariably, leads to reduction to

[U(IV)], and

(11) in the presence of oxygen, sensitised oxidations which depend on

regeneration of [U(VI)] by autoxidation of [U(V)].

Rabinowitch and Belford97 classified the oxidations into two types, {i.e.

+

(1) those occurring via complexes between [U02]2 and the reducing

species, and (i1) those involving a kinetic encounter between free

*[U02]2+ and the substrate.

3.2.3.1 Carboxylic Acids

The uranyl ion forms complexes with carﬁoxylic acids as evident from
changes in the shape and extinction of the absorption.Spectra70.

Photolysis of these complexes leads to decomposition of the ligands

49



generally via decarboxylation.

The uranyl-carboxylic acid system most extensively investigated is that

involving oxalic acid. The primary reaction is the uranyl-sensitised

decomposition of oxalic acid:

hv

(COOH),, = CO, + CO + H.0 - (3.3)
2 oy 2 2
[vo, ]

hv

(COOH), = CO., + HCOOH f (3.4)

2
2+
[uo,, ]

At pH = 0, ca 96% of the decomposition of oxalic acid takes place
according to equation (3.3). However, at pH 3 and pH 7 the ratio of
reaction (3.3) to (3.4) shifts from 25% to zero respectively., ‘A minor

pH dependent redox reaction has been reported by several

authors72'98'99:

hv
[U02]2+ + (COOH), + ot 200, + UM 4+ 2m

9 20 (3.5)

The majority of authors assume that the sensitised decomposition occurs

from a uranyl-oxalate complex, since mono and bis-oxalato complexes of

72,97

the uranyl ion have been established in the pH range 1 to 7 The

proposed mechanism {is:

- %
2+.C 0 2

[U0,“".C,0,°"] »r[uvlco;] + CO (3.6)

2

(u¥.co,"] + H,0 = (U .HCO},) + OH (3.7)

2




The complexed 002 radical thus serves as a source of formic acid formed

in reaction (3.4).

Malonic acid forms as a 1:1 complex of the dianion with uranyl fon which

undergoes photosensitised decomposition to form 002 and acetic acidloo.
The [U02]2+ photosensitised decomposition of glutaric acid occurs via a

2:1 complex of the monoanion with [U02]2+.w1th the formation of 602 and

n-butyric acileI.

The photodecomposition of formic acid also occurs via a complex,

+ 97,101

[UOZ(HCOO)] In the proposed mechanism an electron transfer

takes place in the complex on irradiation:

hv .
[u022+ (HCo0) 1T =~ [U02+ (Hcoo) 1t * (3.8)
[UO, (HCO0) ] = [vo,1* + HCoo" (3.9)

2HCOO® - HCOOH + CO (3.10)

2

Both the HCOO® radical and a [U(V)] intermediate have been identified by

Esr10%.

3+

The sensitised decarboxylation of acetlc acid proceeds via the primary

reaction.
hv
CH3COOH - o CH4 + 002 (3.11)
[uo,]

A minor photo-oxidation occurs as a side reaction




hv

[U02]2+ + 2CH.COOH + 2HY = C.H, + 2CO

3 JHe + 2H

2 0,0 + [U(IV)] (3.12)

Reaction (3.12) is thought to occur via an electronically excited

[U02]2+-acet1c acid complex.

2

) + HY  (3.13)

»
[vo,“".cH,coon)” - [UY.CH,] + CO

3 2

ESR studies at 77 K and at room temperature yleld well-resolved spectra

of the CHZCOOH radica1103'104.

hydrogen atom abstraction occurs, while in more dilute solutions

At high acetic acid concentrations, a-

decarboxylation becomes the dominant reaction.

With the higher monocarboxylic acids, such as, proplonic, butyric and

valeric acid97, decomposition takes place with 002 evolution and the
generation of the assoclated alkan3101.
hv
RCH,COOH - RCH, + CO, (3.14)
2+
[vo, )

Photolysis of glycolic acid in the presence of uranyl fon produces both

a sensitised decomposition to yield formaldehyde and formic acid,

equation (3.15) and a redox reduction, equation (3.16)97'105.
hv
HOCHZCOOH -+ - HCHO + HCOOH (3.15)
[U02]2+

hv

HOCH..COOH + [U02]2+ +  HCHO + CO, + 20H + [U(IV)] (3.16)

2 2




The photolysis of lactic acid in the presence of uranyl salts has also

been thoroughly investigated. Recent studies have -shown that ‘at high

pH, the photolysis ylelds both acetaldehyde and COZ:

hv
2+ + " +
CHscHOHCOOH + [U02] + 2H - CH3CH0 + C02 + 2H20 +-[U02] (3.17)
pH >3.5

while at low pH pyruvic acid is produced106

[1102]2+ + CH,CHOHCOOH - MeCOCO,H + [U(IV)) (3.18)
ESR investigations at 77 K and pH 7 have shown that CHscHOH radical is
first formed by decarboxylation of lactic acid which is then oxidised to

acetaldehyde. However, at pH 1 the CH3C(OH)COOH radical formed by

* 1
hydrogen atom abstraction by [U02]2+, is then further oxidised to

pyruvic acid103.

Photolysis of benzilic acid in the presence of uranyl perchlorate

produces benzophenone as the sole product. ESR investigations have

107,108

confirmed the presence of the diphenylketyl radical , equation

(3.20) which is then oxidised to benzophenone, equation (3,21)

hv
2+ + + .
(CGHs)ZC(OH)COOH + [U02] .- [U02] + H +(06H5)ZC(OH)CO2 (3.19)

(CGHS)ZC(OH)COZ-* (C6H5)200H + 002 (3.20)
. 2+ 24 h
(CGHS)ZCOH + [UOZ] -+ (C6H5)2C-0 + [UOZH] (3.21)

The halogenation of organic acids results in a range of varying effects




*
on the quenching rate of [002]2+' The replacement of a methyl hydrogen
atom of acetic acid by a chlorine does not significantly affect the

quenching rate constant kq, but substitution by an iodine atom

dramatically 1ncreaseslsa. Replacement of all three methyl hydrogens by

fluorine or chlorine results in a three-fold enhancement of the

luminescent intensity indicating that the complexes formed are much more
*

luminescent than the [U02]2+ ion. However, the Introduction of

chlorine or bromine atoms at either the 2 or 3 position of propionic

acid, results in a large increase in kq'

3.2.3.2 Alcohols

Photolysis of uranyl salts in the presence of alcohols results in the

oxidation of the alcohol to the corresponding aldehydeg7. The rate of

photoreduction of [U02]2+ by alcohols increases in the order t-butyl. <

methyl < ethyl < isobutyl = n-butyl < 1sopropy1109.

The RCHOH radical has been identified by ESR during the photolysis of

methanol, ethanol, n-propanol and n-butanol iIn the presence of uranyl

104,107,118

salts, both at room temperature and 77 K However, in the

case of liquid methanol, CH36 is the primary radical. The éHzoﬁ radical

arises through abstraction by the methoxy radical of an a-hydrogen atom

from a second methanol molecule.

CH30 + CH30H - CHSOH + CHZOH (3.22)

According to previous experiments on the photolysis of uranyl ions in
ethanol solution as a rigid matrix at 77 K103 only the CHaéHOH radical
was observed. However, recent experimentsn3 have shown the presence of

methyl radicals in the ESR spectrum at high [U02]2+ concentrations
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(>1 M). The formation of methyl radicals is explained in terms of a

charge transfer mechanism followed by C-C cleavage:

* 2+
CH3CH20H + [U02] -+ CH3CH2

CH30H20 - CH3 + CH20 ’ | (3.24)

0 + [0021+ + H (3.23)

118

‘Fukutomi et al. propose that the formation of CH36H0H at low uranyl

(<0.1 M) concentrations arises through abstraction by ethoxyl radicals

of an a-hydrogen atom from another ethanol molecule.

CH30H20 + CH3CH20H - CH3CH20H + CH3CHOH (3.25)

The absence of CH3CH26 radicals in the ESR spectrum is attributed to

their high reactivity. With an increase of [U02]2+ concentration the
concentration of uncoordinated ethanol available to participate in
equation (3.25) is concomitantly reduced, and reaction (3.24) becomes

more prominent than reaction (3.25).

Ethanol (0.2 M) is oxidised to acetaldehyde by uranyl salts when,

photolysed at 366, 406 and 436 nm, using high quantum fluxesllo'llz.

The photoreduction of [U02]2+ by ethanol in H2804 solution at 441.6 nm

with a Cd-He laser has a reported quantum yleld of 0.69113. A similar

quantum yield of 0.6 has been reported for [U(IV)] formation in a HZSQ4-

ethanol system irradiated with an argon laserlla. The quantum yield in

pure ethanol is reported to be 1;0115.

Secondary alcohols, by contrast, undergo C-C bond cleavage to yield

RCHOH radicals which have been spin-trapped using t-nitrosobutanells.




Photolysis of[U02]2+ in glassy t-butanol ylelds the ESR spectrum of the

methyl radica1117.

3.2.3.3 Aldehyvdes

The uranyl-sensitised oxidation of acidic solutions of formaldehyde

and acetaldehyde128 produces [U(IV)] plus formic and acetic acids

127

respectively. The quantum yield for [U(IV)] formation is dependent upon

pH, and has been measured at 365,405 and 436 nm as 0,79, 0.76 and 0,50

for formaldehyde and 0.93, 0.79 and 0.37 for acetaldehyde

respectivelylzg.

Illumination of vinyl monomer in the presence of [U02]2+ causes

polymerisation, the rate of which is dependent upon light intensity, pH

and temperaturel30'131.

Illumination of a,f-unsaturated carbonyl compounds in alcohol solutions

in the presence of uranyl chloride, causes a l,4-addition of the alcohol

at the @, f-unsaturated bond132.

CH,OH
hv

A S )
vo,Cl,,CH,OH

2 72" 3
|
w 2+
Alkenes are also highly effective quenchers of [U02] but the quantum
yield values for [U(IV)] formation are extremely small. The suggested

quenching mechanism is one of physical quenching by radiationless

%
deactivation of an exciplex formed from [U02]2+ and quencher of the

type proposed by Matsushima for aromaticslsa.
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3.2.4 scellaneous Substra

Sandhu and Brar119 have studied the photochemical reduction of uranyl

ion with a series of nitriles, and they report that only acetonitrile

and propionitrile photoreduce the uranyl ion.

In another series of photochemical reductions of the uranyl ion with

triphenylphosphinelzo. tri-p-tolylphosphin3121, triphenylarsinelzz, tri-

phenylantimony123 and triphenylbismuthlz&, the supposed major products

are [U(IV)) and the oxides of the substrate, such as triphenylphosphine

oxide.

The photo-oxidation of hydrazine in HNO3 and HClO4 media has been
studied as a possible approach to the reprocessing of nuclear fuel. The

potential of this method, despite the efficient photoreduciton of uranyl

by hydrazine, is limited by the production of ammonia as a

photoproductlzs.

Strong quenching of the fluorescence of excited uranyl ion has been
found on addition of the molecules RHal (Hal = Br,I1), R2$ and R4M (M =
Si, Ge, Sn, Pb)lzs. The second order rate constants k2 for the

9 .3 1 -1
s .

quenching process fall in the region 107-6 x 107 dm” mol” ESR

examination of the photoreduction of [U02]2+ in the presence of st,

yields the radical species (R28)2+'. It has been proposed that the

quenching mechanism for the above species occurs via a fast reversible

electron transfer within an exciplex.




Chapter 4

Introduction

Complexation Between Uranyl Ion and Amino Acids



4.1 Complexation Between Ura on _and Amino Acic

The interaction of the dioxouranium (VI) (or uranyl) fon with a-, 8-,
and y-amino acids has attracted a large number of investigations, with
particular reference to the site and extent of coordination of these
ambidentate ligands. The simplest amino acid, glycine, has alone
attracted over 20 investigations. One of the aims of these

Investigations was to establish a model for the interaction between
toxic or radioactive metal 1on5157 and proteins. There seems however to
be much disagreement in the literature concerning the maximum number of
ligands that may be coordinated to the [U02]2+ ion, the values of the

stability constants and the exact role of the amino and carboxylate

groups In co-ordination. While the majority of authors favour

‘coordination-to the uranyl ion via the carboxylate group, a small number

suggest the participation of the amino group141'146-148.

Solution studies of the complexation of amino acids with [U02]2+have
been carried out using a wide variety of techniques, namely
polarography, potentiometry, paper electrophoresis and calorimetry. A

summary of this solution work 1Is given in Table 4.1.

Recent work has established the existence of the complexes, [UOZ(OH)L]

in the solid state (where L =

(0104).3H 0 and [U02(L')3] (C10

2 472
glycine, f-alanine and L' = 2-aminobutanoic acid). The amino acids in
all of these complexes exist in the zwitterionic form, binding to
[U02]2+ through the ionised carboxyl group. The structure of
[U02(L')3](0104)2 has been determined by x-ray crystallographylss. In
this complex the uranyl group is equatorially bonded to the bidentate
carboxylate moleties of the three ligands forming a distorted hexagonal

bipyramidal coordination geometry around the metal.




The reaction of glycine with uranyl sulphate has been found to form the
complex [U02(804)(Gly)3], which has been characterised by thermo-

gravimetric and elemental analysislAa. Sergeev and Korshunov have

reported the synthesis of [U02(OH)Gly].2H20 as an amorphous solidlas,

and an infra-red examination of this compound is reported to reveal the
interaction of both the carboxylate and amino groups of glycine which
forms a chelate ring with the central atom in contrast to a similar
complex reported above. They also report the isolation of 1l:1 complexes
of aspartic and glutamic acids with [U02]2+, in which the amino acids

exist in the form of protonated ions (HAsp and HGlu ).

The action of proline on uranyl nitrate leads to the replacement of the
coordinated water molecules with proline. The ligand coordinates to

[U02]2+ as the unidentate zwitterion through the carboxyl oxygen atom to

form [U02(N03)2(Pro)2]. the structure of which has been confirmed by x-

1

ray crystallographylSI. ShchEIOROV‘QL,ﬁl.ls have also synthesised

uranyl-proline complexes of the type [UOZ(NCS)Z(Pro)3].3H20 and

[U02(0204)(Pro)].H20, the suggested formulation of these compounds being

determined by I.R. and elemental analysis.
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ab 4

Amino Acid

Glycine

- +
(70,CCH,NH,,)

a-Alanine

- -+
(70, CCH(NH,)CH, )

ummaj

Jeta $)
ds olu
2+

[U02] :
Anino Acid
Stoichelometry
1:1, 1:2
1:1, 1:2
l1:1, 1:3
1:1, 1:2
1:1
1:1
1:1
1:1, 1:2
1:1, 1:2
and 1:4
1:1, 1:2
1:1
1:1

Formation Constants

log Kl - 1,16,

log K2 - 1,04
logﬂ2 - 2.14
log Kl - 7.88,
log k3 - 18.93
log ﬁl - 1,34
log ﬂ2 - 2,72
log K = 7.34

log K = 8,65

kf - 28

log+ﬂ1 - 7,33,
logﬁ2 - 14,97
1ogﬁ1 - 2,04,
log ﬁ2 - 2.08,
log ﬂ& - 3,85
logﬁ2 - 2.15
log K= 7.00
log K = 9,00

(contd.)

Ref.

137

138
139

140

141
143

142

146

140

138

141
143



Table 4,1 (contd.)

Amino Acid [U02]2+: Formation Constants
Amino Acid
Stoicheiometry
B-Alanine 1:1 log ﬁl - 3.41
("0, CCH, GH, NH, ) 1:1, 1:2 log B, = 3.49
1:1 log K = 7,86
1:1 log Kl - 9.90
1:1 log Kl - 9,20
1:1, 1:2 log ﬁlﬂ- 1.93
and 1:3 log B, = 3.44

log ﬂ3 - 4,82

Serine 1:1 log K = 6,04
. +
( OZCCH(NHs)CHon) 1:1 log K = 6,90
1:1, 1:2 log ﬁl = 8,66
log ﬁz = 14.66
Threonine 1:1 log K = 6,00
- +
( OZCCH(NHi)CH(OH)CH3) 1:1, 1:2 log ﬁl - 6,65

logﬁz - 12.08

(contd.)

Ref,.

140
138
142
143
147
136

141
143

146

141
146



Table 4,1 (contd.)

Amino Acid [U02]2+: Formation Constants Ref.
Amino Acid
Stoichejiometry
Aspartic Acid 1:1 log K = 8,40 141
- + -
( OZCCHZCH(NH3)C02) 1:1 log Kl - 2,61 148
1:1 149
Glutamic Acid 1:1 log K= §8.11 141
- + -
( 02C(CH2)ZCH