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Summary 

 

This dissertation presents Galerkin weighted residual Finite-Element Time-Domain 

(FETD) formulations using a 2D cylindrical modal non-reflecting boundary condition 

(MNRBC) for the modelling of plane wave scattering from cylindrical structures of 

arbitrary cross-section surrounded by free space.  

 

Chapter 1 begins by presenting the motivation for this work. Key concepts regarding 

cylindrical geometries are introduced at this stage. The Galerkin weighted residual 

Finite-Element method is briefly outlined. 

Chapter 2 presents a novel scattered field FETD-MNRBC formulation for the 

transverse electric polarisation of a modal non-reflecting boundary condition for plane 

wave scattering from perfectly electrically conductive (PEC) cylindrical structures of 

arbitrary cross-section. The boundary condition is based on a Vector-Fitting (VF) 

approximation of the boundary kernel appearing in the time-domain formulation. The 

convolution integral appearing in the time-domain formulation of the boundary 

condition is calculated recursively using the Vector-Fitting coefficients. Accurate 

numerical results are shown for the bistatic scattering width (BSW) that validate the 

approach. 

Chapter 3 focuses on the VF approximation of the cylindrical boundary kernel. Two 

approaches are investigated; the so called Vector-Fitting G function approximation 

(VFG) and the Vector-Fitting U function approximation (VFU). Both approaches 

produce satisfactory finite-element results with the VFU being more versatile. 

Chapter 4 presents, for the first time, the total field FETD-MNRBC formulation for 

both transverse electric and transverse magnetic polarisations. The VFU approach is 



 xiv 

employed. The structures considered in this chapter are not only PEC cylinders but 

also dielectric ones of various cross-sections and various values of relative 

permittivity and permeability. The numerical results demonstrate the good accuracy 

of this formulation. 

Chapter 5 combines the cylindrical modal non-reflecting boundary condition with the 

Floquet theorem and extends this formulation, for the first time, to azimuthally 

periodic cylinders using scattered and total field time-domain formulations. The 

advantages and disadvantages of the periodic modal non-reflecting boundary 

condition approach are discussed and numerical results for the BSW are shown. 

Chapter 6 presents a novel sparse-matrix scattered field FETD-MNRBC formulation 

in which the fully dense submatrices associated with the boundary integral are 

avoided. Through numerical results the accuracy of the proposed formulation is 

investigated.   

Chapter 7 concludes the work by summarizing the main achievements and discussing 

its impact in electromagnetics. 
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CHAPTER 1 

Basic Theory and Overview 

 

1.1 Introduction 

 The scope of this work was the derivation of versatile Finite-Element Time-

Domain (FETD) formulations for modelling of plane wave scattering from cylindrical 

structures. Despite their applications the published work on them is not as extensive 

as for planar structures. Moreover the mathematical difficulties make them more 

interesting and challenging as a research objective.  

 For the simulation of the structures studied in this work the FETD method was 

preferred for specific reasons. The Finite Element Method (FEM) is a widely studied 

method for electromagnetic use [1-4] and thus there is a solid background to work on. 

It has the advantage of being very flexible for the simulation of complicated structures. 

By definition cylindrical structures are more complicated than their planar equivalents.  

 Moreover time domain methods have certain advantages over frequency 

domain ones [5-7]. They are computational more efficient since wideband data can be 

obtained from a single run and directly simulate nonlinear and time-varying problems 

[5-7].  

 Another important aspect is the originality of the area. The modal non-

reflecting boundary condition (MNRBC) is developed for cylindrical structures using 

the FETD method in this work for the first time. 

 After the presentation of the motivation for this work, this chapter proceeds to 

demonstrate the fundamental concepts of cylindrical structures. It then provides a 

short overview of the FEM with focus on the points that are incorporated in this work. 
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An important issue, that of the relation of the frequency and time domains is then 

tackled. The chapter closes with the presentation of potential applications of 

cylindrical scatterers in engineering practice. 

 

1.2 Key concepts of cylindrical structures 

 This section reviews the basic electromagnetic theory along with the aspects 

of it that are of extreme relevance and importance in this work. The presentation 

begins with the demonstration of the physical problem studied in this work. It 

proceeds with Maxwell equations and wave equations which constitute the 

cornerstone of every electromagnetic problem. Next the focus is on the field 

decomposition in harmonics which is the base for the expression of the MNRBC. A 

practical measurement for scattering from cylinders is the Radar cross section (RCS) 

and this is the reason it is used in this work as the main accuracy check for the 

approaches and is reviewed here. 

 

1.2.1 Problem description 

 The case considered is that of a cylindrical structure uniform along the z-axis 

with arbitrary cross-section in the x-y plane.  The depiction of the problem is 

presented in Fig.1.1 and its two-dimensional equivalent in Fig.1.2. The cylinder is 

surrounded by free space. 

 One very important concept based on which the MNRBC is derived is the 

expression of the scattered field as a summation of harmonics. This can be found in 

[8-11] and the proof is included in Appendix A. The scattered field scΦ
~

from a 

cylinder can be expressed as a summation of harmonics in the form 
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Fig 1.1. Three dimensional representation of the problem 

 

 

 

 

 

  

Fig 1.2. Two dimensional representation of the problem 
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The limit for vm  is theoretically infinity. For numerical computation this is truncated 
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small structures were considered, and in all cases NvN m ≤≤− , where 15=N  was 

used, which was sufficient for accurate results. 

 

1.2.2 Maxwell equations and wave equations 

 In this work the study domain is assumed lossless, isotropic and charge free. 

Thus the Maxwell equations [10] in differential form in the frequency domain can be 

expressed as 

HE
~

j
~

0µωµr−=×∇                                                 (1.2) 

EH
~

j
~

0εωε r=×∇                                                   (1.3) 

 0
~
=⋅∇ E                                                         (1.4) 

0
~
=⋅∇ H                                                        (1.5) 

where ‘~’ denotes that the variable is in the frequency domain, E
~
,H
~
are the electric 

and the magnetic field intensities respectively, ω the angular frequency, εr, µr are the 

relative permittivity and permeability respectively and ε0, µ0 the permittivity and 

permeability of free space.  

 From (1.2)-(1.5) by eliminating either E
~
 orH
~
one obtains the vector wave 

equations. These can be expressed as [2 p.8] 

0
~~1
0

2

0

=−







×∇×∇ EE εεω

µµ r

r

                                   (1.6) 

and 

0
~~1

0

2

0

=−







×∇×∇ HH µµω

εε r

r

                                   (1.7) 

These can be further simplified to scalar wave equations. These will be [2 p.9] 

0
~~1 2

0 =+∇⋅∇ zrz

r

EkE ε
µ

                                              (1.8) 
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and 

0
~~1 2

0 =+∇⋅∇ zrz

r

HkH µ
ε

                                              (1.9) 

 In concise form (1.8) and (1.9) can be  written as 

0
~~1 2

0 =Φ+Φ∇⋅∇ r

r

qk
p

                                                (1.10) 

where pr=µr,, qr=εr , zE
~~

=Φ  for TE polarisation and  pr=εr ,qr=µr, zH
~~

=Φ  for TM 

polarisation.  Equation (1.10) will be the starting point for the derived formulations in 

this work. The time-harmonic field components will be related to their frequency 

domain equivalents with [10] 

[ ]te ωj~
Re ⋅= EE                                                   (1.11) 

[ ]te ωj~
Re ⋅= HH                                                   (1.12)  

1.2.3 Radar cross section 

 Radar cross section (RCS) is a very useful far-field parameter for describing 

the scattering properties of a target and has many practical applications [10,12,13]. 

The RCS is defined as “the area intercepting that amount of power which, when 

scattered isotropically, produces at the receiver a density which is equal to that 

scattered by the actual target” [10,13]. For two dimensional targets it is also referred 

as scattering width [10 p. 577]. The interest in this work is in the bistatic radar cross 

section or bistatic scattering width (BSW) which refers to the case when the incidence 

is in one angle and the scattered field is studied over a range of angles, in contrast to 

the monostatic where the transmitter and the receiver are in the same location [13 p. 

98].  

 For the two dimensional case the RCS (σ2-D) is given by [10 p. 577] 
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















Φ

Φ
=

∞→− 2

2

2 ~

~

2lim
inc

z

sc

z

D πρσ
ρ

                                             (1.13) 

where ρ is the distance from target to observation point, sc

zΦ
~
 is the component of the 

scattered electric or magnetic field and inc

zΦ
~

 of the incident depending on polarisation 

The unit for σ2-D  is length (meters). The total field t

zΦ
~
is the sum of the scattered field 

plus the incident one 

inc

z

sc

z

t

z Φ+Φ=Φ
~~~

       (1.14) 

 Equation (1.13) can be expressed in a form more helpful for the simulation 

approach. The scattered field for either the electric or magnetic field for the two 

dimensional case has the pattern described by (1.1).  The large argument 

approximation for the Hankel function of the second kind is [10 p. 606] 

ρ

ρπ
ρ 0jn

0

0

)2(
j

j2
)(

k

n e
k

kH
−≈                       (1.15) 

By replacing (1.15) to (1.1) the latter becomes 

[ ] ∑
∞

−∞=

−

∞→
=Φ

n

nkn

n

sc ee
k

A φρ

ρ ρπ
φρ jj

0

0j
j2

),(
~

lim                              (1.16)                                       

[ ] ∑
∞

−∞=

−

∞→
=Φ

n

nn

n

ksc eAe
k

φρ

ρ ρπ
φρ jj

0

j
j2

),(
~

lim 0                                 (1.17) 

The amplitude squared will be: 

2

j

0

2

j
2

),(
~

lim ∑
∞

−∞=
∞→

=



Φ

n

nn

n

sc eA
k

φ

ρ ρπ
φρ                                 (1.18) 

So the bistatic scattering width will be: 
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
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



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
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Φ
=

∑
∞

−∞=

∞→− 2

2

j

0

2 ~

j
2

2lim)(
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z

n

nn

n

aD

eA

k

φ

ρ ρπ
πρφσ                                      (1.19)                                 

2

2

j

2 ~

j
2

)(
inc

z

n

nn

n

D

eA

Φ
=

∑
∞

−∞=
−

φ

π
λ

φσ                                               (1.20) 

 Since the parameters An are found in order to calculate the RCS, one can also 

calculate the scattered field based on (1.1) at any given point as well. 

 

1.3 Finite-element method 

 The FEM is a numerical method for the solution of boundary-value problems 

[2 p. 19, 14 p.87]. The problem to be solved consists of a governing differential 

equation and the boundary conditions. The differential equations of (1.6)-(1.10) can 

be expressed with the general form 

0=ΛΦ                                                           (1.21) 

where Λ  is the differential operator in (1.6)-(1.10)  and Φ  the unknown. In this work 

Φ  is the scattered or total electric or magnetic field. Equation (1.21) is defined in the 

studied domain Ω which is truncated by the outer boundaryΓ. In the problems 

considered here the outer boundary Γ is either a circle or a circular arc for the periodic 

approach. For the case of a circular outer boundary, the domain Ω and the boundary Γ 

based on Fig. 1.2 are depicted in Fig. 1.3. 

 In most practical applications (1.21) does not have an analytical solution and 

thus an approximate one Φapp needs to be found. For this, there have been developed 

traditionally two methods the Ritz method and the Galerkin weighted residual method 
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[2 p.20]. Here the Galerkin weighted residual method is used. In the Galerkin method 

the residual which will appear if Φapp is substituted in (1.21) will be 

0≠ΛΦ= appr                                                       (1.22) 

 

 

 

 

 

 

 

Fig. 1.3 Depiction of the domain Ω and the boundary Γ 

In the weighted residual methods Φapp is obtained by multiplying the error r by the 

weighting function W, integrating over the domain Ω and setting the weighted 

residual error R equal to zero. 

0=Ω= ∫ΩWrdR                                                          (1.23) 

in the Galerkin method the same functions that are used for the weighting functions 

are also the basis functions that are used for the representation of the approximate 

solution Φapp  [2 p.22]. The implementation of the FEM method can be separated to 

four steps [2 p. 31, 14  p.87]. These are 

• Discretisation of domain 

• Elemental approximation with interpolation functions 

• Assembly of the system of equations 

• Solution of the system of equations 

 To these the following can also be added 

• Post-processing of the matrix solution 

O x 

Γ 

Ω 

y 
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In the cases considered in this work, post-processing includes obtaining the BSW 

from the field values and plotting it. 

  

1.3.1 Discretisation of domain 

 The first step of the FEM is the discretisation of the domain Ω to the 

subdomains, the elements. There is a wide range of elements for 2D structures but in 

this work 8-noded quadrilateral curvilinear elements [1,2] were used for the domain 

and 3-noded curvilinear line elements for the boundary [15]. These are considered in 

Chapter 2. The important thing is that their sides can be curved and thus they can 

effectively model circular boundaries. [2 p.156]. The 8-noded quadrilateral curvilinear 

elements are widely used curvilinear elements [1] and have been applied in the past to 

2D cylindrical problems [11, 16].  The number of elements should be large enough in 

order to achieve accuracy but not unnecessarily large because that would be a 

computational burden. In the simulations of this dissertation there are always more 

that 6 elements per wavelength. 

 In this work the discretisation of the domain was performed in all cases with 

the FEMGEN mesh generator. An example of a mesh is depicted in Fig. 1.4. This is 

the cross-section of a square dielectric cylinder surrounded by free space. It has 1061 

nodes and 340 elements in total. One can notice how accurately the boundary 

elements follow the circular curvature.  
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Fig. 1.4 Example of a mesh of square scatterer 

 

1.3.2 Elemental approximation with interpolation functions 

 The next step is the choice of the basis functions. The field in an element can 

be expressed as 

∑ Φ=Φ
i

e

i

e

i

e

app N                                                    (1.24) 

where Ni are the interpolation or basis functions. The highest order of the 

interpolation function Ni is considered the order of the element [2 p.33]. The order of 

8-noded quadrilateral curvilinear elements is 3. 

 An important point is that in the Galerkin weighted residual method the 

interpolation functions are the same as the weighting function, thus 

ii NW =                                                           (1.25) 

1.3.3 Assembly of the system of equations 

 The third step is the assembly of the system of equations. This is performed by 

deriving the FEM formulation based on (1.23),by applying the vector identity of [17] 

( ) UUU ∇⋅+⋅∇=⋅∇ AAA                                         (1.26) 
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and the divergence theorem to it. Thus (1.23) becomes 

0=Γ
∂

Φ∂
−ΩΦ∇∇= ∫∫ ΓΩ

dWdWR
app

app ρ
                              (1.27) 

This procedure will become clear throughout this work. The MNRBC is based on an 

expression of the boundary integral of (1.27) with the cylindrical harmonics of (1.1). 

At this point what should be mentioned is that, after an appropriate mathematical 

derivation, (1.27) yields to a matrix form such as 

{ }b}{Φ[K] app =                   (1.28) 

where [K]  is N×N square matrix and { }b  a N×1 matrix vector and N the total number 

of nodes in the domain. The FEFD formulations result to a system such as (1.28) 

directly from (1.27), and is solved once for each frequency studied. FETD requires 

time discretisation which is performed with Newmark-beta which is a second-order 

accurate discretisation scheme [2 pp.534-535] . Then the system results in a form such 

as (1.28), and is solved for each timestep.  

 

1.3.4 Solution of the system of equations 

 The next step is the solution of (1.28). The matrix [K] has many zero entries, 

and this can be used by the matrix solver to achieve efficiency. In this work the ME28 

solver from the Harwell library was used for the complex global matrix and the MA28 

for the real case. For the calculation of the Bessel and Hankel functions needed in this 

work, the ZBESH subroutine from Netlib Repository was used. 

 For the assembly and the solution of the system of equations, FORTRAN 95 

was used. The computer used for the numerical results in this work was a desktop one 

with a 2.8GHz processor and 1.5GB of Random-access memory (RAM). The 
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computing times presented in this work can be improved with the application of more 

optimized FORTRAN codes. 

 

1.3.5 Post-processing 

 The last part of the FEM simulation is the post-processing in order to extract 

from the field values the BSW. This is performed with Matlab which is also used for 

the creation of all the plots in this thesis.  

 

1.4 Frequency and time domain considerations 

 In this dissertation the formulations and the work are held for both the 

frequency and time domain. The results are shown in terms of BSW. This is a 

representation at a specific frequency. This means that the FEFD is applied at this 

specific frequency which in this work was chosen fc=0.3GHz (wavelength λ=1m) 

following the choice of [12] for similar problems. The resulting field from the finite 

element simulation is post-processed in order to calculate the BSW. For the FETD the 

procedure is different. The field calculated is in the time domain and Fourier 

transform is applied to it by using the iterative algorithm of [18] and normalized with 

the amplitude of the incident field as will be shown in Chapter 2. Then, the same post-

processing procedure as in FEFD is applied to it, and the BSW is calculated. 

 One important point in the transition between frequency and time domain is 

whether the Fourier Transform (FT) or the Laplace Transform (LT) is applied. Either 

of these transformations can be used and they can be treated as equivalent by 

replacing ωj=s , only if the transform function in the Laplace domain has no poles in 

the right half of the s-plane [19]. In other words the system should be stable [19]. 
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 The transition from the Laplace domain to the time domain of the functions 

needed in this work is performed either analytically or with Vector-Fitting (VF) [20]. 

Vector Fitting approximates a known frequency response F(s) as [20]: 

dsh
as

r
sFsF

M

m m

m
app ++

−
=≈ ∑

=1

)()(                                 (1. 29) 

where M is the number of poles used,  rm, am are the pole coefficients (or residues) 

and pole locations respectively and are either real or conjugate pairs, h, d are the 

steady and proportional terms. The subscript ‘app’ indicates an approximation. Vector 

Fitting gives the choice of using unstable poles or not, and, for the FEM simulations, 

the approximations using only stable poles were in all cases accurate and successful. 

The use of an unstable pole means exponential growth, and this would be catastrophic 

for a time domain scheme. For these reasons the replacement of ωj=s  can be used.  

 

1.5 Potential engineering applications 

 This chapter closes with a short presentation of potential applications of 

cylindrical structures where generally the formulations derived in this work can be 

useful. Specific contributions and extensions are considered in each chapter. This 

section as this chapter in whole connects the specific focus of this work with the 

general physical knowledge and engineering practice.  

 Antenna systems include cylindrical objects such as struts and masts that 

support them. These objects interfere with the signal and thus it would be beneficial to 

know their effect on communications. 

 Pyramidal RF/microwave absorbers are usually used to cover planar metallic 

surfaces. However, sometimes are employed to cover cylindrical structures. Thus it 
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would be beneficial to know how effective these absorbers are when they are used 

over cylindrical surfaces. This example is depicted in Fig.1.5. 

 Another application for cylinders is for metamaterial structures and cloaking 

devices [21, 22, 23]. Calculation and study of the RCS and scattering properties is of 

extreme interest for these applications. Cylindrical ferrite posts have very useful 

applications in microwave engineering which include steering the electromagnetic 

field, changing the coupling and changing the filtering frequency [24]. 

 

 

 

 

 

 

 

 

 

Fig. 1.5 Planar and cylindrical RF/microwave absorbers 

 Cylindrical antennas [25] and conformal antennas [14] of cylindrical shape are 

widely used in engineering practice. These applications are based on their 

aerodynamic shape e.g. for aircraft use and their potential for 360 degree coverage [14 

p. 2]. Cylindrical microstrips are also an important area of research as they have all 

the advantages of their planar equivalents with the addition of being able to conform 

to the structures in which they are mounted [26]. The work performed here is a natural 

first step and a valuable background for the study of cylindrical arrays. 
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CHAPTER 2 

Scattered field FETD-MNRBC formulation 

 

2.1 Introduction 

 After some important concepts of the Finite Element Method (FEM) and 

cylindrical structures were presented in the previous chapter, this one starts the 

realisation of these concepts into FEM simulations. Here for the first time a two 

dimensional FETD formulation of a Vector Fitting (VF) approximated cylindrical, 

nonlocal modal non-reflective boundary condition (MNRBC) is derived and applied 

in a two dimensional formulation of plane wave scattering from perfectly electrically 

conducting (PEC) cylinders. 

 This boundary condition is based on the fact that the scattered field around the 

simulated cylindrical scatterer can be expressed as summation of modal functions, 

which are products of Hankel functions of the second kind and azimuthal function 

terms as described in (1.1). These modal functions are found from the solution of the 

Helmholtz equation in cylindrical coordinates as proven in Appendix A. 

 In this chapter, a transverse electric (TE) polarized incident plane wave is 

considered and a scattered field formulation is employed to model electromagnetic 

plane wave scattering from perfectly electrically conducting cylinders of arbitrary 

cross-section. Moreover, as in all cases in this thesis, the region surrounding the 

cylinder is assumed to be free space. The presentation of the formulations begins with 

the scattered field formulations since this is simpler, compared to the ones presented 

in the next chapters. 
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 Several methods have been proposed for the truncation of the Finite-Element 

meshes in the time domain [1-3]. Moreover, the application of the modal 

(eigenfunction expansion) non-reflecting boundary condition (MNRBC) in the Finite 

Element Frequency Domain (FEFD) method was considered [4-8], but it has not been 

applied to the Finite Element Time Domain (FETD) method. 

 The eigenfunction (modal) expansion technique can be combined with the 

finite element method [4]. Furthermore, modal boundary conditions have been applied 

for FETD formulations in Cartesian coordinates, including periodic or waveguide 

problems [9,10]. Here for the first time the modal non-reflective boundary condition, 

in cylindrical coordinates is derived and applied in two dimensional FETD 

simulations, resulting in original formulations and numerical results. 

 The FETD-MNRBC realisation requires the knowledge of a convolution 

kernel. The exact values of this kernel are not known, and the available partial 

fraction approximations such as [11] are mathematically complex, and only a few 

cylinder kernels are available [11]. The application of the VF method [12] is an 

elegant and accurate way to approximate these kernels as a sum of partial fractions 

[13]. The accuracy of the VF approximation will be thoroughly presented in the next 

chapter, but in this chapter the results of this approximation will be used. This is done 

in order to ensure continuity in the presentation of the FEFD-MNRBC and FETD-

MNRBC approaches. Furthermore it allows elaborating more on the approximation 

procedure in the next chapter and examining the parameters that affect it. 

  A very important advantage of expressing the boundary kernel as a sum of 

partial fractions is that the convolution integral that appears in the FETD formulation 

does not have to be computed in a standard way as in [9], but can be calculated 

recursively as introduced in [14], which is more time efficient.  
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 This chapter begins with the presentation of the basic concepts of scattered 

field formulation. It continues with the presentation of the weighted residual FEFD 

formulation, in terms of the scattered transverse electric field component. Following 

that, the first order absorbing boundary condition [4, 15 p.121] is shortly presented 

and then the MNRBC is derived. The geometric discretisation using third order 

isoparametric surface (8-noded) [16] and line (3-noded) elements [17] is subsequently 

presented. In addition, the time discretisation of the FETD formulation and the details 

of the recursive convolution implementation of the MNRBC are presented. The next 

part presents numerical results of the proposed FETD formulation which are 

compared with analytical results, frequency domain results and with results that 

appeared in the literature. Three PEC cylindrical cross-sections are considered: a 

circular, a triangular and a square. The last section concludes the work presented in 

this chapter and discusses the advantages and disadvantages of the approach 

implemented. 

 

2.2 Scattered field concept 

 Finite element formulations can be derived not only for the total field but for 

the scattered field as well [15,18]. This is advantageous for cases such as the one 

analysed in this chapter, where the resulting formulations are easier that the total field 

equivalents. In this chapter it is assumed that the simulated structure is a PEC 

cylindrical scatterer surrounded by free space.   

 The Helmholtz equation in the lossless region surrounding the cylinder, for the 

transverse electric (TE) polarization, in which the total electric field component 

),(
~

yxE t

z is the unknown, is [4 p.8]  



 21 

0),(
~

),(
~1 2

0 =+∇⋅∇ yxEkyxE sc

zr

sc

z

r

ε
µ

                              (2.1)  

The ‘~’ denotes that the variable is in frequency domain. The parameters rµ ,
rε , 0k  

refer to the relative permeability, the relative permittivity and the wavenumber in free 

space respectively. Since the structure is surrounded by free space, 1== rr εµ , thus 

(2.1) reduces to 

0
~~ 2

0

2 =+∇ t

z

t

z EkE                                                      (2.2)  

As described before the total field t
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~
can be expressed as the sum of the scattered 

field sc
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~
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By inserting (2.3) in (2.2) it becomes 
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0

2 −−∇=+∇                                     (2.5)  

The incident field satisfies by definition the Helmholtz equation in free space [18] 

0
~~ 2

0

2 =+∇ inc

z

inc

z EkE                                                        (2.6)  

Thus (2.5) reduces to  

0
~~ 2

0

2 =+∇ sc

z

sc

z EkE                                                     (2.7)  

Equation (2.7) will be the basis for the formulations derived next in this chapter. The 

next interesting point is the introduction of the incident field. Since the scatterer is 

assumed to be a PEC one, the total field on its surface will be zero and thus from (2.3) 

the scattered field will be “minus the incident field”. This way, by assigning the points 

on the PEC surface with values equal to “minus the incident field”, the incident field 

is applied. 
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2.3 FEFD formulation 

  The weighted residual formulation of (2.2) is: 

( ) 0
~~ 2

0

2 =Ω+∇= ∫∫Ω dEkEWR sc

z

sc

z
                                      (2.8) 

where W is the weighting function.  

 

 

 

 

 

 

 

 

Fig. 2.1.  TE polarized plane wave scattering from a PEC cylinder of arbitrary cross-section. 

 

After applying the vector identity [19] 

( ) UUU ∇⋅+⋅∇=⋅∇ AAA                                         (2.9) 

to the weighted residual formulation of the Helmholtz equation (2.8) followed by the 

divergence theorem, equation (2.8) becomes: 

[ ] 0ˆ
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~

( 2

0 =Γ⋅∇−Ω−∇•∇= ∫∫∫ ΓΩ s
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z
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z
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z                      (2.10) 

where n̂  is the outward unit normal vector to the circular contour sΓ  of radius 

aρ which encloses the simulated area Ω  (see Fig.2.1). 
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equation (2.10) becomes:  
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 Assuming incidence along the x−  direction, thus 0=iφ  as depicted in 

Fig.2.1, the transverse electric field component of the incident wave, is given by: 

xk

o

inc

z eExE 0j)(
~

=                                                       (2.13) 

On the surface of the PEC cylinder the scattered electric field is  

xk

o
PEC

inc

z
PEC

sc

z eEEE 0j
~~

−=−=  since  0
~

=tot

zE                           (2.14)                                                      

which is an inhomogeneous Dirichlet boundary condition and tot

zE
~

and inc

zE
~

refer to 

the total and the incident transverse electric field components respectively.  

 

2.4 Application of truncation boundary conditions 

 The next step of the formulation is the application of the truncation boundary 

condition. The scope of the truncation boundary conditions is to simulate the 

propagation of the scattered field to infinity, despite the fact that a mesh of specific 

dimensions is used. The application of the boundary conditions considered in this 

work requires the re-expression of the boundary integral term of (2.12) by analysing 

the field derivative of this integral. 

  

2.4.1 First order absorbing boundary condition 

 At this point the first order absorbing boundary condition will be presented [4, 

15], which is also called the first order radiation boundary condition [4]. This is a 

simple and well studied absorbing boundary condition and is presented for 

demonstration purposes. Therefore only the basic equation will be shown here. The 
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way the first order absorbing boundary condition can be derived from the cylindrical 

scattered field decomposition is described in Appendix B. The first order boundary 

condition is based on the asymptotic form of the scattered or radiated field in the far 

zone [4]. Using the first order boundary condition the field derivative of (2.12) can be 

expressed as 

sc

z

sc

z Ek
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j
2

1
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0 
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−−=

∂
∂

ρρ
                                              (2.15) 

 This relation can be easily incorporated into the FEFD algorithm [4].  

 

2.4.2 Modal nonreflecting boundary condition 

 The application of MNRBC in FEFD has been considered [4-8]. Here it is 

presented for reasons of completeness and because it introduces useful concepts for 

the FETD formulation. To apply the MNRBC, the boundary integral of (2.12) will be 

re-expressed in terms of modal functions, which are the cylindrical harmonics of (1.1). 

Equation (1.1) will be used for the field derivative appearing in the boundary integral 

of (2.12). The summation of (1.1) will be appropriately truncated, as discussed before.  

Following the decomposition of [20 p.604], the scattered field from a cylindrical 

scatterer at the outer boundary, sΓ , can be written as  
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And it will be 
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From orthogonality relations of the azimuthal exponential function, it follows that 
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where use of the fact that φρ dd a=Γ was made. Note that: ∫∫ =Γ
Γ
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...... dd a

s

. The 

boundary condition to be used in (2.12) is obtained by differentiating both sides of 

(2.16) with respect to ρ . 
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Using (2.20) and (2.21) the boundary integral in (2.12) can be expressed as follows: 
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where nG is given by 

)(

)(

2

1
)(

0

)2(

0

)2(

an

n

a

n
kH

kH

G a

ρ

ρ
ρ

πρ
ω ρρ=

∂

∂

=                                       (2.23) 

which becomes, through the use of derivative identities of the Hankel functions [20], 
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This nG function is the frequency response of the boundary kernel which will be 

analyzed in Chapter 3. The application of the FETD-MNRBC will be based on this 
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kernel.  

 

2.5 Geometric Discretisation of the FEFD formulation in terms of 

isoparametric elements 

 The finite element region Ω is meshed with 8-noded isoparametric curvilinear 

quadrilateral elements. Within an element, the following transformation holds 

between the global Cartesian coordinates x,y and the local coordinates u,v [16 p.285] 
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This transformation between an actual and a transformed element is depicted in Fig. 

2.2(a). The basis functions N
e
 are given in [16 p.286] and are 
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The superscript e denotes the eth element. Furthermore the unknown scattered field is 

approximated interpolatively within an element using the same basis functions as 

those in (2.25). 
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In the boundary integral computation along Γs one uses the side of the surface element 

that coincides with Γs . Thus, effectively, the integration is performed over a boundary 

mesh with 3-noded isoparametric curvilinear line elements (see Fig. 2.2 (b) ) having 

the following basis functions 
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These functions result from (2.26) by setting in one side of the element 1=v . 

Alternatively they can be found explicitly in [17 p.82]. Following the finite element 

geometric discretisation of the weighted residual formulation using the Galerkin 

procedure, (2.7) and (2.22) lead to the global matrix equation 

{ }FEPTS

M

=+− }
~
{]][][][[

][

ΓΩ2
0

Ω

ΓΩ,

sc
zk

4444 34444 21       (2.29) 

Or 
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where […] and {…} denote a square matrix and a column vector  respectively. 

Matrices [S
Ω
], [T

Ω
] are sparse and symmetric. Matrix [P

Γ
] is fully populated and it is 

symmetric. The superscripts Ω and Γ indicate that the corresponding matrices are 

assembled from surface and boundary elemental matrix contributions. The entries of  
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Fig. 2.2. (a) The 8-noded curvilinear quadrilateral surface element an its square reference element. (b) 

The 3-noded curvilinear line element and its linear reference element.  

 

the surface elemental matrices that constitute [S
Ω
] and [T

Ω
] can be found in [16] and 

are described in Appendix C. From (2.22), the entries of the boundary elemental 

matrices, from which [P
Γ
] is assembled, are given by 
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 The limits of the summation of (2.31) in this work are NnN ≤≤− , where 

15=N . As discussed in the previous chapter these limits are related with the 

dimensions of the simulated structures. In (2.32) and (2.33), Γk and Γl are the 

boundary sections corresponding to the kth and lth boundary elements respectively. 

Element k may be different or the same as element l. Subscripts are used to indicate 

that the variables (P, B, C, N) are associated with the element node number i (of the 

kth element) and/or element node number j (of the lth element). Following the 

evaluation of (2.31) for a given set of parameter values (k, l, n, i, j) the result is 

inserted at the appropriate position in the global matrix that corresponds to the global 

node numbers of the element node numbers i and j.  

 In other words for a specific order n, B  (2.32) is calculated for the kth 

boundary element and C (2.33) is calculated for the lth boundary element. After that 

P is found from (2.31) and placed in the global matrix using indexes i,j. Next, C  is 

calculated for the (l+1)th element and again P is found from (2.31) using the same 

value of B as before and placed in the global matrix. After this procedure is repeated 

for all values l of C , then B  is calculated for (k+1) and the process starts over. After 

the procedure is completed for all values of k, then the next order n is approached the 
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same way. In this work the integrations of (2.32) and (2.33) are performed 

numerically using the 5-point Gaussian quadrature formula [16 pp. 290-291]. 

 The global matrix [M
Ω,Γ
] in (2.29) is initially assembled ignoring the 

inhomogeneous Dirichlet boundary condition (2.14). Thus initially {F} = {0}. 

Subsequently, this boundary condition is imposed following a procedure outlined in 

[4] by suitably modifying [M
Ω,Γ
] and filling appropriate positions of {F} with entries 

based on the incident field. The final form of the matrices after the 5-point Gaussian 

quadrature formula is applied is presented in Appendix C. 

 

2.6 FETD-MNRBC Formulation 

 This section proceeds to the FETD-MNRBC formulation, which is done for 

the first time.  Equation (2.7) can be rewritten as 
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The time domain version of (2.36) is 
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similarly its weak formulation expression is 
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where sc

zE  is the scattered field variable in the time domain. The time domain version 

of the first order boundary condition (2.15) can be found the same way  
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And by applying ILT to it 
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The time domain version of the boundary integral of (2.22) is 
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where the symbol ∗ denotes the convolution operator. The multiplication in the 

Laplace domain became a convolution in the time domain. The convolution kernel 

gn(t) is the inverse Laplace transform (ILT) of Gn(ω) in (2.23). Following finite 

element geometric discretisation of the weighted residual formulation using the 

Galerkin procedure, (2.38) and (2.41) lead to the following global matrix equation 

(before the inhomogeneous Dirichlet boundary condition is accounted for) 
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The sub-matrices [S
Ω
], [T

Ω
] are obtained from surface elemental matrix entries that 

are identical to those of the FEFD method. The entries of [ΨΨΨΨΓ
] are of the form 
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As described before the summation of (2.43) is truncated at NnN ≤≤− ,where 

15=N . The terms B and C are given in (2.32) and (2.33). Using the Vector Fitting 

method [12], function Gn can be approximated as (1.29) 
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where n is the order of function Gn, as defined in (2.24), M is the number of poles 

used,  rm,n, am,n are the pole coefficients (or residues) and pole locations respectively 

for order n and hn, dn are the steady and proportional terms for order n. 

By applying Inverse Laplace Transform to (2.44), gn(t) can be expressed in the 

following form  
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where δ(t) is the Dirac function [21 p. 33], δ′(t) is its first derivative, and dn, hn, rm,n, 

am,n are the VF computed coefficients (see Chapter 3). Substituting (2.45) in (2.43) 

leads to  
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Thus, the convolution term in (2.42) can be expressed as  
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where the entries of [Q
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Therefore (2.42) can be rewritten as  
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In the time discretisation of (2.52), t = q ∆t where q is the current time step number 

and ∆t is the time step interval. The Newmark-beta formulation [22], [23], [24], as 

employed in [10], is used except for the column vector {D
Γ
(t)} which is evaluated at 

time step q, i.e. {D
Γ
(t=q∆t)} = {DΓ

}
q
. Because of the exponential terms present in the 

convolution (2.45), the value of the latter, at time step q, is obtained recursively [14] 
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The Newmark-beta time discretization for the field component will be [10] 
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where β = 0.25. Following time discretisation (2.52) becomes  
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The global matrices [K
Ω,Γ
], [L1

Ω,Γ
], [L2

Ω,Γ
] are real. They are assembled in the same 

way as matrix [M
Ω,Γ
] in (2.29) and are created once. The vector {b} represents the 

right hand side of (2.57). The Dirichlet boundary condition is applied to (2.57) as in 

(2.29) and hence the vector {b} is updated with entries equal to “minus the incident 

field” at time step number q+1. Also updated at each time step are the column vectors 

{D
Γ
}
q
, {Ez

sc
}
q
 and {Ez

sc
}
q−1
. The matrix equation (2.57) is solved using the direct 

matrix solver MA28 from the Harwell Subroutine Library. The matrices [K
Ω,Γ
], 

[L1
Ω,Γ
], [L2

Ω,Γ
] are partially sparse/partially dense. This is because of the submatrices 

with the superscript Γ which are related with the computationally costly double 

boundary integral of (2.41) are fully populated. Note that matrix [K
Ω,Γ
] is time 

invariant and needs to be factorized only once.  

 The incident field is a sinusoidal wave modulated by a Gaussian pulse,  

( )[ ]
tc
x

c
tc
x

inc

z qqtf
W

qq
EtE ∆

∆ +−∆






 +−
−= 02

2

0

0 2sin
2

)(
exp)( π       (2.62) 

where q0∆t is a deliberately introduced time delay, W∆t is the pulse width and fc is a 

suitably chosen central frequency. Sinusoidal signals modulated with a Gaussian 

pulse are used in FETD simulations for the modelling of problems of plane wave 

incidence [9, 25, 26]. The incident wave propagates in the negative x-direction, which 

is why the proper time delay related with x has been incorporated to it. This pulse has 

symmetry about the central frequency fc and a zero dc component [27]. Moreover it 

should be Wq 30 > [27]. 

 

2.7 Numerical Results 

 To validate the accuracy of the work the FETD results are compared with 

FEFD ones and analytical or other published results where available. Three PEC 
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cylindrical cross-sections are considered: circular, square and triangular. The results 

are expressed in terms of bistatic scattering width in terms of the electric field 

component  
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The terms nA can be found by applying (2.20) to the scattered field along the outer 

boundary. In the FETD modeling the Fourier transform of the scattered and incident 

field are required which are obtained with the use of the iterative algorithm of [28 pp. 

21-22].  The reason that this algorithm is preferred is specific. The interest in this 

work is in obtaining the RCS of a cylindrical scatterer at a certain frequency (0.3GHz) 

for all angles. This algorithm allows the calculation of the Fourier transform at each 

point at the outer boundary, which is updated every timestep until the end of the 

simulation. This means that at the end there is one Fourier transform value for each 

point. This is more efficient that storing the field in time domain for each point at the 

outer boundary for each timestep and applying Fourier transform afterwards to them.  

 This algorithm [28 pp. 21-22] is repeated shortly here for convenience. 

Assuming that )(
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z fE is the Fourier transform at frequency fc of the time domain 
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z at time t, then these will be connected by 
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Where tT is the total time of the simulation, which will be 

tqtT ∆= max      (2.65) 

and qmax is the maximum number of iterations of the time domain code, or in other 

words the maximum number of timesteps. By discretising (2.64) it becomes 
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And by separating the real and the imaginary part 
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Using this algorithm, the Fourier transform of the scattered field for frequency fc at 

timestep qmax  at each point at the outer boundary is calculated by  
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This algorithm is performed by finding the frequency values at timestep q+1from the 

frequency values at timestep q and the time values at timestep q+1 which can be 

expressed in computer code similarly to [28 p.22] as 
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(2.70)                     

The same equations (2.67)-(2.70) are also applied to the incident field of (2.62) for 

x=0. This is used for the normalisation of the calculated values of the Fourier 

transform of the scattered field. This is how FETD simulations provide in principle 

the same results as the FEFD ones. 

 In the simulations for the order n of the summations of (2.31) and (2.43) it 

was NnN ≤≤− , where 15=N . This number is adequate for simulating the 

scattering from these cylindrical structures. The Vector Fitting approximation is 

applied with the use of the VECTFIT software which is available in public domain 
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[29]. Certain input parameters must be set in order to use this software. This aspect of 

the approximation will be thoroughly discussed and investigated in the next chapter. 

At this point the input parameters used in this chapter will be given for anyone who 

wishes to repeat this work. These input parameters for VECTFIT are (i) fmax=3GHz ; 

(ii) 3000 samples; (iii) iter = 20 iterations; (iv) asympflag = 3 and (v) M=10 poles. 

More than 6 elements per wavelength were employed at the outer boundary. Table 2.1 

presents the details for the parameters for each structure.  

 Fig. 2.3 shows the circular cylinder’s cross-section and the FE mesh. The 

numerical results for the application first order absorbing boundary condition in the 

frequency domain and the time domain are in Figure 2.4.  The numerical results for 

the MNRBC are in Fig. 2.5. In both cases the simulation results for the Bistatic 

Scattering Width (BSW) are compared with the analytical results, which refers to the 

closed form [20]. These numerical results include also the error comparison, 

BSW10log10 e . This is defined as the difference between the calculated value of the 

bistatic scattering width using the finite element simulations and the reference 

solution, which in this case is the analytical. 

referenceFEMBSW BSWBSW −=e    (2.71) 

 Fig. 2.6 shows the square cylinder’s geometry and its mesh. Fig. 2.7 shows the 

BSW comparison for this structure. The reference solution results were obtained from 

[30]. Lastly, in Fig. 3.8, there is the depiction of the triangular cylinder cross-section. 

The BSW results of this scatterer were compared with those of [5] and in order to be 

able to compare them with the reference results, Fig. 2.9 is presented in dB. In all 

cases the FETD and FEFD results are practically indistinguishable.  
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Table 2.1 

Simulation parameters 

Geometry (cross-section) 

Parameters 

Circular Square Triangular 

Elements (nodes) 360 (1160) 360 (1160) 648 (2088) 

∆s min. ∗‡ (mm) 27.778 15.910 27.778 

∆s max. ∗‡ (mm) 78.520 78.520 67.964 

Courant limit
†
 (ps) 65.473 37.5 65.473 

fmax
+
 (GHz) 0.451 0.451 0.451 

Nyquist criterion (ps)
§
 1109.6 1109.6 1109.6 

∆t (ps)  40 25 40 

E0 (V/m) 1.0 1.0 1.0 

q0 (∆t) 700 1200 700 

W (∆t) 150 240 150 

ρα (λ)∗ 1.0 1.0 1.5 

fc (GHz)  0.3 0.3 0.3 

Number of time steps 3000 5000 4000 

Computing Time (s)
**
 692.546 1187.593 3673.776 
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+ 
frequency (>fc) at which the incident field spectral amplitude is 

10
−7
 × (spectral amplitude at fc); ∗at λ = 1 m; **for the FETD-MNRBC 

method; 
§∆t ≤ 0.5/fmax; 

‡∆s = distance between consecutive nodes in a finite 

element, ∆s ≤ 0.125c/fmax = 83.2mm; 
†∆t ≤ ∆s/(c√2) adapted from [27]. 

 

 

 

 

   

 

(a) 

 

(b) 

Fig. 2.3. (a) Circular cylinder geometry (b) FE mesh 

 

(a)                                                                        (b) 

Fig. 2.4. Numerical results of the circular scatterer using 1
st
 order Absorbing Boundary Condition, 

θ=π−φ (a) Bistatic scattering width normalized with λ (b) Error of Bistatic scattering width 
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(a)                                                                   (b) 

Fig. 2.5. Numerical results of the circular scatterer using MNRBC, θ=π−φ. (a) Bistatic scattering width 

normalized with λ (b) Error of Bistatic scattering width 

 

 

 

 

 

 

(a) 

 

(b) 

Fig. 2.6. (a) Square cylinder geometry (b) FE mesh. The square side length is s = λ/π. 
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Fig. 2.7. Bistatic scattering width of the square scatterer, θ=φ−3π/4. 

 

 

 

 

(a) 

 

(b) 

Fig. 2.8. (a) Triangular cylinder geometry (b) FE mesh. 
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Fig. 2.9. Bistatic scattering width normalized withλ of the triangular scatterer in dB, θ=φ−π.  

 The MNRBC results were in all cases very close to the reference ones. For the 

case compared with the closed form it was found that the error was for all angles 

8.27log10 BSW10 −<e while for the first order ABC it was 75.3log10 BSW10 −<e  as 

highlighted in Figs 2.4 and 2.5. A couple of interesting points are the simplicity of the 

meshes used for these results and the fact that the MNRBC does not require extra 

layers. For all three structures, the FETD-MNRBC simulations were repeated for 10
5
 

timesteps and no instability was observed. 

 

2.8 Scientific contribution and future work 

 In this chapter a FETD-MNRBC methodology that simulates the scattering of 

a plane wave from a 2D cylinder was presented for the first time. The numerical 

results presented, which included Bistatic scattering width comparisons and error 

plots, validated the accuracy of the methodology. 

 A very important part of the approach is the approximation of the kernel that 

appears in boundary integral term of the formulation as a summation of exponential 

terms using vector fitting. This way of expressing the boundary kernel has the 



 43 

advantage of allowing the use of recursive convolution for computing the convolution 

integrals present in the FETD-MNRBC formulation, which is much more time 

efficient than the standard convolution. In this way the problem of not knowing the 

exact value of the boundary kernel was turned into an advantage. 

 So far the FETD-MNRBC has been applied to scattered field formulation for 

perfectly electrically conducting cylinders. The scattered field formulation can be 

extended to simulated dielectric cylinders as well [25, 31]. This is something that is 

investigated in Chapter 6 of this work. Before that, in Chapter 4, for the sake of 

completeness, the total field formulation is derived. 

 From duality it is straightforward to derive the formulations for TM 

polarisation based on the TE ones of this chapter. This formulation could be used for 

perfect magnetic conductors (PMC). The Ez field would be replaced with the Hz one. 

The same principles based on which the MNRBC was derived would still be 

applicable. The TM polarisation was not considered here as this chapter aimed to 

explain with simplicity the basic formulation of the FETD-MNRBC but is considered 

in Chapter 4 for the more general total field formulation. 

 As can be seen from (2.59)-(2.61) the formulation derived here is based on 

matrices that are partially dense and partially sparse. This has a negative effect on the 

memory and time efficiency of the approach. Therefore a sparse approach would be 

more advantageous. Again this is something which is performed in chapter 6. 

 Another important point is that the outer boundary where the mesh is truncated 

needs to be circular. Therefore if the cross-section of the cylinder is elongated there 

will be a need for a grid with unnecessary many elements. This method is more 

efficient when applied to a nearly circular cross-section which makes it suitable for 

metamaterial applications.  
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CHAPTER 3 

VF approximation of a cylindrical boundary kernel 

 

3.1 Introduction  

 The scope of this chapter is to present for the first time a Vector fitting (VF) [1] 

approximation of the cylindrical boundary kernel [2] that appears in the boundary 

integral of the FETD-MNRBC. The derivation of the frequency response of this 

kernel was performed in the previous chapter and now the focus is on the VF 

approximation of this function and how this is affected by the input parameters of the 

VF software and the approximation approach.  

 Vector Fitting performs a partial fraction expansion for a given frequency 

domain function [1]. It is applicable not only to finite element simulations but to a 

wide range of applications [3-7]. For FETD application it allows the boundary kernel 

to be expressed as a sum of exponentials and thus the boundary integral in the time 

domain is calculated recursively [8]. 

  To employ the modal nonreflecting boundary condition (MNRBC) in 

cylindrical coordinates in the finite element time domain (FETD) method, a time 

domain kernel expression must be found such that it is the inverse Laplace transform 

(ILT) of a known frequency domain function. The inverse Laplace transformation is 

achieved using a methodology based on the partial fraction expansion of the 

frequency domain function. A much simpler approach to [9], which is based on the 

Vector Fitting method [1] is employed in this work. The properties of this approach 

and the accuracy are discussed. 
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 This chapter begins with the presentation of the fundamental concepts of a VF 

approximation. It continues with the cylindrical boundary kernels and the two VF 

approaches for their approximation that are utilized in this work. In the first approach 

the VF software is applied directly to the frequency response Gn (2.24) (called the 

VFG approach) of the boundary kernel and in the second approach VF is applied to 

Un function (3.8) which is the generic form of Gn  and then the VF parameters are 

transformed though (3.21) to obtain Gn (called the VFU approach). The relation 

between these two approaches is then discussed. The next part of this chapter is 

dedicated to the numerical results. Firstly, through experimentation, the parameters 

that affect the accuracy of the VF algorithm such as the maximum frequency and the 

number of frequency samples are investigated. Next the boundary kernel 

approximation of cylindrical kernels of [9] (equation (3.7) and (3.8)) is compared with 

the VF approximation of these kernels [2]. Lastly, the accuracy of the two proposed 

VF approximations are compared in terms of separate order kernel comparison and 

final FEM comparison for the BSW of cylindrical structures. 

 Vector Fitting is extensively used in this work. Later in Chapter 5 it is used for 

the approximation of the incident field components for the periodic FETD-MNRBC. 

Therefore it is required to make a detailed presentation of the approaches incorporated, 

the parameters that affect it and validate its accuracy for cylindrical FEM use. 

 

3.2 Vector Fitting approximation 

 Vector Fitting is an accurate and efficient tool for rational approximation of a 

known frequency domain response [1]. This approximation is obtained using the 

Matlab subroutine VECTFIT which is available in the public domain [10]. A known 

frequency response F(s) is approximated as [1]: 
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where s is the Laplace domain variable and in this case s=jω, ω is the angular 

frequency, M is the number of poles used,  rm, am are the pole coefficients (or residues) 

and pole locations respectively and are either real or conjugate pairs, h, d are the 

steady and proportional term and are always real and the software allows to omit them. 

The subscript ‘app’ indicates an approximation. The time domain function can be 

obtained from (3.1) by applying Inverse Laplace Transform (ILT) to it: 
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where δ(t) is the Dirac or impulse function [11] and δ’(t)  its first derivative.  

 For the application of the VECTFIT subroutine some input parameters need to 

be set. These parameters are explained in detail in [11], but they will be shortly 

described here. These parameters are: 

• The number of poles in (3.1) 

• The maximum frequency which defines the frequency range of interest for the 

approximated function 

• The number of frequency samples in this range 

• Parameter ‘iter’ which defines the number of iterations performed by the 

software in order to find the poles in (3.1) 

• Parameter ‘asymflag’ which defines whether h and d in (3.1) will be 

calculated or set to zero. For asymflag=3 they are calculated and for 

asymflag=1 they are set to zero. 
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3.3 Cylindrical boundary kernels 

 In order to apply the MNRBC in the FETD method, one must find, for each 

scattered field order m (2.16), the time domain expression of a cylindrical 

nonreflecting boundary kernel that appears in the MNRBC. The kernel is the inverse 

Laplace transform (ILT) of a known function that appears in the MNRBC in the 

frequency domain.  

 In this work two approaches to the approximation of the kernel are considered. 

The first one is to apply VF software directly to the frequency response of the kernel 

(2.24) and the second is to apply VF to its generic form (3.8) (also used in [9]) and 

then appropriately scale the result and add the large argument approximation to obtain 

the form of (2.24), which unlike (3.8) depends upon the radial distance ρ and the 

speed of light c. These points are examined in detail below. The proofs for the small 

and the large arguments approximations of these functions are included in Appendix 

D. 

 

3.3.1 FETD-MNRBC form 

 The frequency domain expression Gn(s) or Gn(ω) in terms of angular 

frequency of this kernel is given in (2.24) The small and large argument 

approximations for radius ρ and order n of Gn(ω) are 

πρ2
)ω(lim

0ω

n
Gn −=

→
                                                     (3.3) 
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or  
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2ω 4

1
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Gn                                           (3.5) 

As can be seen (3.5) has a steady and a proportional term so there is need for nonzero 

values for d and  h parameters of (3.1). Thus the VF approximated boundary kernel 

will have the form 
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 Use of this kernel for FETD simulations was made in Chapter 2. The 

disadvantage of this approach is that for different values of the radial distance ρ there 

is need for different VF parameters, thus the VECTFIT software must be rerun. In 

order to avoid rerunning the software for different set of these values it is beneficial to 

work with the generic form of the kernel. 

 

3.3.2 Generic form 

 The Laplace transform expression Qn(s) of the time domain cylindrical 

nonreflecting boundary kernel qn(t), used by Alpert et al (eq. 2.13 in [9]), is  
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where Kn is the modified Bessel function of the second kind and nth order. The 

derivative K´n  of Kn is with respect to the argument ρs/c. From the linearity of the 

Laplace transform (1/ρ in (3.7)) and its scaling properties ( csv ρ= ) it is sufficient to 

expand the following expression in terms of partial functions 

n
sK

sK
ss

sK

sK
sssU

n

n

n

n
n +−+=++= +

)(

)(

2

1

)(

)('

2

1
)( 1                  (3.8) 



 53 

In (3.8), the derivative K´n of Kn is now with respect to the argument s. Once the ILT 

of Un(s) is found, denoted as un(t), then the ILT of (3.7) can be obtained, for any ρ and 

c, by applying the properties of linearity and scaling as follows 
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tq nn ρρ
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The last expression in (3.8) is obtained using equations of modified Bessel functions 

in [12] for the calculation of the derivative and it is the expression employed in 

VECTFIT with s = jω. VF approximately expresses Un(s) in (3.8) in the following 

form  
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To enable VECTFIT to produce the desirable results, the asymptotic value of Un(s) as 

s → 0 is required. As shown in Appendix D the small argument approximation of 

Un(s) is found to be 
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The small argument approximation is needed as an input for zero frequency in the 

VECTFIT software. Furthermore, computing Dn and Hn is optional in VECTFIT and 

therefore knowledge of the large argument approximation of Un(s) is beneficial. In 

this case, Un(s) → 0 as s → ∞, hence, Dn = Hn = 0 . Therefore, after applying ILT to 

the partial fraction expansion in (3.10) one obtains the following approximate time 

domain expression for un(t), 
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3.3.3 Relation between the two forms 

 The relation between modified Bessel and Hankel function of the second kind 

is [12]  
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Now, from (3.8) and (3.10) it is 

 ∑
=

+

−
≈+−+=++=

M

m nm

nm

n

n

n

n
n

As

R
n

sK

sK
ss

sK

sK
sssU

1 ,

,1

)(

)(

2

1

)(

)('

2

1
)(                 (3.17) 

And for function Qn(s) of equation (3.7) by replacing 
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Thus  
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Therefore function Gn of (2.24) can be written as 
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Hence the partial fraction coefficients of gn function (equation (3.6)) can be obtained 

from those of un from the relations 
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 The above derivation can be more easily understood with the help of Fig.3.1. 

From function Gn by multiplying with 2πρ and replacing the Hankel functions of the 

second kind with modified Bessel functions of the second kind, the function Pn is 

obtained. Then by subtracting from Pn the large argument approximation, function Qn 

is found. Lastly by using the Laplace transform properties of linearity and scaling the 

function Un is obtained. 

 

 

 

 

Fig 3.1 Derivation of function Un 
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3.4 Numerical Results 

 In this section the numerical results of the application of VECTFIT (version1) 

software to the kernels are presented. 

 

3.4.1 Effect of input parameters 

 The first thing that one should consider when implementing the VF method is 

the appropriate choice of the input parameters, namely the maximum frequency fmax 

and the number of frequency samples for this range. The meaning of these parameters 

was described in section 3.2. In this part the analysis will be held for the generic Un 

for n=15. This is because 15 is the largest order used in this work for FEM simulation 

and Un has a spectrum in which the significant frequency components are confined in 

the low frequency region which makes it more suitable for the observation of the 

effect of maximum frequency.  

 The accuracy of the partial fraction expansion using the VECTFIT software 

(version 1) is demonstrated by plotting the absolute value of the error 10log10|en| 

versus frequency f. For a function (Gn(ω) or Un(s) for example) the error is defined as 

the difference between the exact value of the function and its approximation, i.e., for 

say the function Un(ω), 

)()()( , ωωω appnnn UUe −=     (3.22) 

 Firstly the effect of fmax is considered. In Fig. 3.2 there is the plot of U15 in 

normal and logarithmic x axis. This way the shape of the function and the frequency 

at which it reaches zero can be more easily viewed. The exact value of U15 is 

compared against VF for fmax=10Hz which is indistinguishable. In Fig. 3.3 there are 

the error comparisons for various maximum frequencies. Specifically in Fig. 3.3 (a) 

there are the comparisons for fmax=0.1Hz, fmax=1Hz, fmax=4Hz and fmax=10Hz; in Fig. 
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3.3. (b) the comparisons for fmax=100Hz, fmax=1KHz, fmax=10KHz and fmax=100KHz 

and in Fig. 3.3. (c) the comparisons for fmax=1MHz, fmax=10MHz, fmax=100MHz and 

fmax=1GHz. The rest of the input parameters used in VECTFIT were: (i) 4000 

frequency samples; (ii) iter = 20 iterations; (iii) asympflag = 1 (as Dn = Hn = 0) and 

(iv) M=10 poles. The meaning of these parameters was clarified in section 3.2 and 

they are listed here for anyone interested in repeating this work. As can be seen, fmax 

should be just large enough to include all significant frequency components but not 

unnecessarily large. 

 The next parameter considered is the number of frequency samples used in the 

frequency range fmax when this frequency remains the same. In Fig. 3.4 (a) the 

absolute value of the error 10log10|e15(s = j2πf)| versus frequency f for 4, 8, 40, 400 

and 4000 samples can be seen. In Fig. 3.4 (b) there is a zoom in of the last three 

choices of frequency samples. The rest of the input parameters used in VECTFIT 

were: (i) fmax=10Hz ; (ii) iter = 20 iterations; (iii) asympflag = 1 (as Dn = Hn = 0) and 

(iv) M=10 poles. It is clear that from a number of samples of 10
1
-10

2
 and onwards the 

accuracy converges and does not significantly change. 

 

(a)     (b) 

Fig 3.2 U15 comparison (a) normal x axis (b) logarithmic 
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(a)     (b) 

 
(c) 

Fig 3.3 Absolute error comparisons (a) fmax=0.1Hz, fmax=1Hz, fmax=4Hz and fmax=10Hz (b) fmax=100Hz, 

fmax=1KHz, fmax=10KHz and fmax=100KHz (c) fmax=1MHz, fmax=10MHz, fmax=100MHz and fmax=1GHz 

 

  

(a)     (b) 

Fig 3.4 Plots of (a) 10log10|e15(s = j2πf)| versus frequency f for 4, 8, 40, 400 and 4000  

(b) 10log10|e15(s = j2πf)| versus frequency f  for 40, 400 and 4000 
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3.4.2 VF approximation of boundary kernels 

 This section firstly considers the comparison of the approach of [9] for the 

boundary kernel of Un against the VF approach as performed in [2].  In [9] there are 

partial fraction coefficients for kernel modal orders n=1,2,3,4. For these orders and 

the same number of poles as used in [9], VF is applied to function Un and the 

accuracy of both approximation approaches is demonstrated. The next step of this 

section is the application of VF to the kernels Un and Gn for the use of FETD-

MNRBC simulations which are used in this work. 

 For the comparison with [9] the input parameters used in VECTFIT were: 

(a) 4000 frequency samples; (b) a frequency range of 0 ≤ f ≤ fmax with fmax = 4 Hz; (c) 

iter = 20 iterations; and (d) asympflag = 1 (as Dn = Hn = 0). Table 3.1 lists the 

computed partial fraction parameters, Rm,n and Am,n. Their values are truncated to six 

decimal places. For the order of the Un function n and the number of poles M the 

values tabulated in [9] are used. Figure 3.5 shows plots of the function Un(s = j2πf) 

versus frequency f  based on: (a) the exact equation (3.8); (b) the VF partial fraction 

approximation using the VECTFIT computed parameters in Table 3.1 (without 

truncation); and (c) the partial fraction approximation of Alpert et al using the 

tabulated parameters in [9]. The significance of this comparison is that it is indicated 

that both approximations are of comparable accuracy and that 10log10|en| < −50 for 

n = 1,2,3,4.   
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Fig 3.5 Plots of |Un(s = j2πf)| and 10log10|en(s = j2πf)| versus frequency f  for n = 1,2,3,4 . 

 

 

 

 



 61 

Table 3.1 

VECTFIT computed parameters 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 In Fig. 3.6 there are the time-domain comparisons of the two approximations 

along with their difference 10log10|dn| versus time. Since the accuracy of the VF 

Pole coefficients Pole locations 

n M 

Real Imaginary Real Imaginary 

-6.125650 × 10-3 0 -3.465994 × 100 0 

-5.259487 × 10-2 0 -1.904945 × 100 0 

-1.381366 × 10-1 0 -1.091376 × 100 0 

-1.326909 × 10-1 0 -6.548468 × 10-1 0 

-3.918820 × 10-2 0 -3.765733 × 10-1 0 

-5.643938 × 10-3 0 -1.921838 × 10-1 0 

-5.779033 × 10-4 0 -8.671415 × 10-2 0 

-3.945792⋅× 10-5 0 -3.308866 × 10-2 0 

1 9 

-1.182999 × 10-6 0 -8.940158 × 10-3 0 

2.087022 × 10-4 0 -2.352687 × 10-1 0 

1.883591 × 10-2 0 -6.004027 × 10-1 0 

9.779644 × 10-1 0 -1.585323 × 100 0 

2.405753 × 10-2 0 -3.281031 × 100 0 

-1.448034 × 100 1.672191 × 10-1 -1.261094 × 100 4.080800 × 10-1 

2 6 

-1.448034 × 100 -1.672191 × 10-1 -1.261094 × 100 -4.080800 × 10-1 

 -1.096578 × 10-2 0 -9.316772 × 10-1   0 

-7.920391 × 10-1 0 -1.852993 × 100 0 

-1.997077 × 10-1 0 -3.049055 × 100   0 

-1.686141 × 100 1.291524 × 100 -1.680029 × 100 1.307535 × 100 

3 5 

-1.686141 × 100 -1.291524 × 100 -1.680029 × 100 -1.307535 × 100    

3.742610 × 10-1  0 -1.975139 × 100 0 

-2.148009 × 100 1.917512 × 100 -2.813927 × 100 4.063061 × 10-1   

-2.148009 × 100 -1.917512 × 100 -2.813927 × 100 -4.063061 × 10-1   

-1.976622 × 100 2.208657 × 100 -1.978586 × 100 2.204506 × 100 

4 5 

-1.976622 × 100 -2.208657 × 100 -1.978586 × 100 -2.204506 × 100 
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approximation is validated, now the next step is to apply it to the kernels that are 

needed for FETD-MNRBC simulations. 

 Firstly the comparison of Un is performed. The comparison is held for order 0, 

5, 10 and 15. This choice of orders was done because for the electrically small 

scatterers considered in this work, kernels up to order 15 are used. The exact function 

in frequency domain is compared with the VF approximation. In Fig. 3.7 there is the 

function and error comparison for these orders. The input parameters for VECTFIT 

are (i) fmax=10Hz ; (ii) 4000 samples; (ii) iter = 20 iterations; (iii) asympflag = 1 (as 

Dn = Hn = 0) and (iv) M=10 poles. 

 Next the comparison for Gn is performed. This is displayed in Fig. 3.8. The 

input parameters for VECTFIT are (i) fmax=3GHz ; (ii) 3000 samples; (ii) iter = 20 

iterations; (iii) asympflag = 3 and (iv) M=10 poles. 

 The comparison considered next is based on (3.21). VF is applied is applied to 

both Un and Gn and Un parameters are transformed thought (3.21) and then compared 

to Gn function approximation. The input parameters used in VECTFIT were: (i) 4000 

frequency samples in both VF approximations; (b) a frequency range of 0 ≤ f ≤ fmax 

with fmax = 10 Hz for Un and fmax = 10×c/ρ Hz for Gn; (c) iter = 20 iterations; and (d) 

asympflag = 1 for Un and asympflag = 3 for Gn. Fig. 3.9 shows plots of the 

comparison of the errors of the two approximations of the function Gn for n=0, 5, 10, 

15 for ρ = 0.5m. Figs 3.10 and 3.11 show the same comparison but for  ρ = 1m and 

ρ = 2m respectively. For the parameters chosen it can be observed that the error of the 

generic approach is similar or better than working with the original function Gn. 

Moreover using Un has the advantage that the VF approximation does not need to be 

recalculated for different radiuses but the VF coefficient can be easily scaled through 

(3.21). 
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Fig 3.6 Plots of time domain functions and differences for n = 1,2,3,4 
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Fig 3.7 Plots of |Un(s = j2πf)| and 10log10|en(s = j2πf)| versus frequency f  for n = 0,5,10,15 . 
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3.8 Plots of |Gn(s = j2πf)| and 10log10|en(s = j2πf)| versus frequency f  for n = 0,5,10,15 . 
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Fig. 3.9 Plots 10log10|en(ω)| versus frequency f  for ρ = 0.5m 

 

  

  

Fig. 3.10 Plots 10log10|en(ω)| versus frequency f  for ρ = 1m 
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Fig. 3.11 Plots 10log10|en(ω)| versus frequency f  for ρ = 2 m 

 

3.4.3 Effect on FEM accuracy 

  The last section of the results investigates the effect on the FEM accuracy of 

the two approaches. The approach where VF is applied directly to Gn function is 

called the VFG approach and the approach where VF is applied to Un and the 

parameters are then transformed though (3.21), called the VFU approach. The two 

approaches are applied to FETD-MNRBC simulations of the previous chapter and the 

results for the BSW are compared. Two structures are considered; the circular and the 

triangular perfectly electrically conducting scatterers. For the circular the outer 

boundary is at 1m and for the triangular the outer boundary is at 1.5m. For the 

calculation of the error eBSW , defined in (2.71), a reference solution is needed for each 

structure. For the circular scatterer this was the analytical solution and for the 

triangular the FEFD result was considered as reference since there was not an 
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analytical solution available. The comparison for the two structures for 10log10|eBSW| 

is depicted in Fig. 3.12. Due to the fact that the VFU approach is more accurate than 

VFG for higher orders as displayed in Fig. 3.9, Fig. 3.10 and Fig. 3.11, one could 

expect it to result to more accurate Bistatic scattering width results. Nevertheless as 

can be seen, for the electrically small cylindrical structures simulated in this work, the 

finite element method errors of VFG and VFU for the Bistatic scattering width are 

practically indistinguishable. Of course the VGU approach has the advantage that it is 

more versatile since there is no need to rerun it for each different value of the radius. 

  

(a)     (b) 

Fig 3.12 Comparison for the BSW (a) circular scatterer (b) triangular scatterer 

 

3.5 Scientific contribution and future work 

 In this chapter partial fraction approximations of cylinder nonreflecting 

boundary kernels were presented. These approximations were obtained with the use of 

the publically available VECTFIT software. The VF approximation is easier and of 

comparable accuracy to other partial fraction approximations [9]. The advantages of 

working with the generic functions were also discussed. The ease and the accuracy of 

VF software make it a very useful tool for engineers. 

 VF approximation allowed the application of the FETD-MNRBC in 

cylindrical coordinates. An important advantage of the VF software is that it 
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expresses the kernel as a sum of exponentials which allows the time domain boundary 

integral to be calculated recursively. This recursive convolution [8] is more time 

efficient that the standard convolution [13]. This is of special importance in this case 

of cylindrical kernels since the exact form of the cylindrical kernels is not known. 

Thus with the use of the VF approximation the time domain boundary integral can not 

only be calculated but it is also calculated efficiently. 

 Finally the accuracy of the algorithm will be useful in Chapter 5 as well. There 

it will be applied to the incident field components of the periodic FETD-MNRBC. In 

the next chapter the generic approach of the boundary kernel will be utilized for the 

application of the total field FETD-MNRBC formulation. 
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CHAPTER 4 

Total field FETD-MNRBC formulation 

 

4.1 Introduction 

 This chapter proceeds to the application of a vector fitting approximated 

cylindrical two dimensional MNRBC to total field formulation. The total field 

formulations are more general that the scattered field formulations derived in Chapter 

2 but they also include more terms and are more difficult. Therefore it is easier for the 

reader to comprehend the formulations and follow the mathematical derivations if the 

scattered field ones have been studied earlier. 

 The scattered field that was derived in Chapter 2 is applicable only to PEC 

cylinders. The scattered field formulation can be extended to model dielectrics as 

shown in [1, 2]. This will be investigated in Chapter 6. Here for reasons of academic 

completeness the total field formulation will be derived and applied. 

 The geometric discretisation is performed with third order isoparametric 

surface (8-noded) and line (3-noded) elements as previously [3,4], thus the relevant 

analysis will not be repeated. Moreover in this chapter the analysis will be held for 

both TE and TM polarizations and results will be shown for both excitations.  

 This chapter initially shows the weighted residual FEFD total field 

formulation. The boundary considered is the cylindrical two dimensional MNRBC. 

Following that the FETD-MNRBC is presented. One significant difference with the 

scattered field formulation is that the FETD for total field formulation requires the 

calculation of a convolution integral of the boundary kernel for both the scattered and 

the incident wave. The next part is the presentation of the numerical results. The 
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cross-sections considered are the circular PEC cylinder from the previous chapter [5 

p.607], a circular conductor surrounded with dielectric [6 p.666], a circular dielectric 

cylinder [6 pp.581-587] and two dielectric square cylinders of different dimensions [6 

p. 611, p.570] and [7,8].  The PEC cylinder is used in order to highlight the fact that 

the total field formulation is a generalization of the analysis of the previous chapter. 

The last part presents the conclusions and future work and extension to the work done 

so far. 

 

4.2 FEFD formulation and application of modal nonreflecting 

boundary condition 

 The Helmholtz equation in the dielectric material and in the free space 

surrounding the simulated cylindrical scatterer for the total field component is 

0
~~1 2

0 =Φ+Φ∇⋅∇ t

r

t

r

qk
p

                                            (4.1) 

Where pr=µr,, qr=εr  for TE excitation and  pr=εr ,qr=µr  for TM excitation. The field 

component Φt 
represents the total electric field component Ez for TE modes and the 

total magnetic field component Hz for TM modes. The parameters pr and qr have 

material dependent values in the dielectric and value equal to one in free space. The 

total field component will be the sum of the scattered and the incident field 

incsct Φ+Φ=Φ
~~~

                                                   (4.2) 

The weighted residual formulation of (4.1) is 
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And, after applying the vector identity of (2.9) and the divergence theorem, equation 

(4.3) becomes 
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 And pr=1 at the outer boundary for both polarizations, (4.4) becomes 
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To apply the MNRBC in (4.6) a similar procedure as in Chapter 2 is followed. The 

scattered field at the outer boundary sΓ  of radius aρ  (see Fig 2.1) will be (2.16) 
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And, by following the same orthogonalization procedure as in (3.11)-(3.13), results in 
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The derivative of (4.8) with respect to ρ  at aρρ =  is 
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By replacing (4.10) and (4.11) in the boundary integral of (4.6), it becomes 
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where nG is the same as in (2.24). 

Assuming incidence along the x−  direction, the incident wave, is given by: 
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φφ
ρ

φ
cosj

~
cosj

~

00

cosj 0 kke
incρk

o

inc

Φ=Φ=
∂
Φ∂

                          (4.15) 

By replacing (4.15) to (4.13) the boundary integral yields to 
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By combining (4.6) and (4.16) 
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And by separating the total field components to the left hand side and the incident 

ones to the right hand side 
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The next step is to discretize (4.18) with 8-noded isoparametric curvilinear 

quadrilateral elements for the surface and 3-noded isoparametric curvilinear line 

elements for the boundary as described in Chapter 2. The discretised version of (4.18) 

is 
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Or 

{ }dΦM =}
~
{][ ΓΩ,

,

t

qp rr
                           (4.20) 

Matrices ][SΩ

pr
, ][TΩ

pr
apart from the material dependency are the same as in the 

scattered field formulation and are described in Appendix C.  [P
Γ
] is the same as in 

Chapter 2 since the outer boundary is in the free space which surrounds the cylindrical 

structure. The entries for the matrix [O
Γ
] will be  
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All the parameters in (4.21) are the same as in Chapter 2. The integrations of (4.21) 

are performed numerically using the 5-point Gaussian quadrature formula [3 pp. 290-

291], and its final form is given in Appendix C. The right hand side square matrix 

[M
Ω,Γ
] in (4.19) is initially set to zero and subsequently assembled with the entries 

from [O
Γ
] and [P

Γ
]. The vector matrix }

~
{

t
Φ  is the unknown node field components 

and }
~
{

inc
Φ is the incident field values and it has nonzero values only for the outer 

boundary nodes which are given by (4.14). Equation (4.20) is solved for the studied 

frequency using subroutine ME28 from the Harwell Subroutine Library. For the 

simulation of dielectrics, the appropriate values of pr and qr should be assigned for 

each element that constitutes the dielectric and thus find the correct values for 

matrices  ][SΩ

pr
, ][TΩ

pr
.  At the interface between the two media the field satisfies the 

continuity conditions [9]. In case there is a perfectly electric or magnetic conductive 

part in TE or TM polarization respectively in the simulated structure, the total field at 

the corresponding nodes is set to zero and applied as a Dirichlet boundary condition 

[9] to (4.20). 

 

4.3 FETD formulation and application of modal nonreflecting 

boundary condition 

 After the inversion to time domain was presented for the scattered field 

formulation, the inversion of the total field formulation is straightforward, so only 

some key equations and important points will be now highlighted.  



 78 

 In time domain the Helmholtz equation (4.1) will be written as 
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Similarly the weighted residual formulation of (4.6) will be 
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the boundary integral of (4.23) includes  the derivative of the incident field with 

respect to ρ  (4.15). Equation (4.15) can  be rewritten  
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And in the time domain (4.24) will be  
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Now ILT can be applied to the boundary integral of (4.16), and it will be 
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After the geometric discretisation the global matrix system will be 
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The entries of [ΨΨΨΨΓ
] are given by (2.43). The entries of [ΠΠΠΠΓ

] will be 
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And will be calculated following the same procedure as for matrix [O
Γ
]. The 

convolution term for the total field component of (4.27) will be 
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And for the incident field component 
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Where the entries for [Q
Γ
], [V

Γ
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Therefore (4.27) can be rewritten as  
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The next step is the time discretisation of (4.35) at t = q ∆t where q is the current time 

step number. The derivatives of both fields of (4.35) are calculated by (2.54)-(2.56) 

and the convolutions are calculated recursively as in (2.51). 

Following time discretisation (4.35) finally becomes  

{ }cΦK =+ΓΩ 1, }]{[ qt                                               (4.36) 

where 
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And ][ ,ΓΩ
K , ][ ,

1

ΓΩ
L  and ][ ,

2

ΓΩ
L are given by (2.59)-(2.61). 

All the matrices are real. The matrices [K
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], [L1

Ω,Γ
], [L2
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are updated in each timestep. Again the matrix [K

Ω,Γ
] is time invariant and 

(4.36) is solved in each timestep with subroutine MA28 from Harwell Subroutine 

Library. The time domain waveform of the incident field is a Gaussian modulated 

sinusoidal pulse. A sinusoidal signal modulated with a Gaussian pulse has the 

advantage that its width is limited in time domain and its bandwidth is limited in 

frequency domain [10,11]. The pulse used, at time step q is described by 
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This pulse covers a band of frequencies and not a single one, but after the application 

of Fourier Transform with the iterative algorithm of [12] the response at the specific 

frequency of interest will be found. It is easy from (4.41) to calculate the values of 

{ΦΦΦΦz
inc
}
q+1
, {ΦΦΦΦz

inc
}
q
, {ΦΦΦΦz

inc
}
q−1 

 for each timestep. As in the frequency domain 

formulation at the nodes that describe perfect electric or magnetic conductors the total 

field is set to zero and a Dirichlet boundary condition is applied. 
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4.4 Numerical Results 

 This section presents the numerical results of the application of total field 

formulation to FEFD-MNRBC and FETD-MNRBC simulations. Five different 

cylindrical structures are considered. The cross-sections of these structures are (a) a 

PEC circular cylinder of radius 0.5λ which was also simulated in the previous chapter, 

(b) a PEC circular cylinder of radius 0.4λ which is surrounded by a dielectric layer of 

0.1λ, (c) a circular dielectric cylinder of radius 0.5λ, (d) a square dielectric cylinder 

with side length d=0.25λ and (e) a square dielectric cylinder with side length d=0.5λ. 

For the first two structures TE polarization is considered and for the last three both TE 

and TM polarizations are considered. The material properties and all the important 

parameters for each structure are presented in Table 4.1.  

 The results are shown in terms of bistatic scattering width and (2.63) was used 

to calculate it. The terms nA are found from (4.10) which means that the incident field 

must be subtracted from the total in order to find the needed terms for the bistatic 

scattering width. As previously, the iterative algorithm of [12 pp. 21-22] was used to 

transform the time domain fields to their frequency domain equivalents, and in all 

cases it was NnN ≤≤− , where n is the order of the functions Gn and gn used in the 

summations of (4.16) and (4.26) and 15=N . In this chapter, for the approximation of 

the boundary kernel, the Vector Fitting [13] approximation VFU was used which was 

described in the previous chapter. The input parameters used in VECTFIT were: (i) 

fmax=10Hz ; (ii) 4000 frequency samples; (iii) iter = 20 iterations; (iv) asympflag = 1 

(as Dn = Hn = 0) and (v) M=10 poles. 
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Table 4.1 

Simulation parameters 

 

Geometry (cross-section) 
Parameters 

Circular Circular Circular Square [6] Square [7] 

Material PEC 
PEC and 

dielectric 
Dielectric Dielectric Dielectric 

Relative 

permittivity 

εr 
- 2 2 2 4 

Relative 

permeability 

µr 
- 2 1 1 1 

Elements 

(nodes) 

360 

(1160) 

280 

(920) 

300 

(941) 

132 

(421) 

340 

(1061) 

∆s min. ∗‡ 
(mm) 

Free space 

27.778 39.26 39.26 20.833 25 

∆s min. ∗‡ 
(mm) 

dielectric 

- 25 39.26 20.833 25 

∆s max. ∗‡ 
(mm) 

Free space 

78.520 78.520 78.520 65.403 78.520 

∆s max. ∗‡ 
(mm) 

dielectric 

- 39.26 53.874 20.833 25 

Courant 

limit
†
 (ps) 

free space 

65.473 92.536 92.536 49.105 58.925 

Courant 

limit
†
 (ps) 

dielectric 

- 29.463 65.433 34.722 29.463 

fmax
+
 (GHz) 0.451 0.451 0.451 0.558 0.451 

Nyquist 

criterion 

(ps)
§
 

1109.6 1109.6 1109.6 895.763 1109.6 

∆t (ps)  40 20 40 10 20 

E0 (V/m) 1.0 1.0 1.0 1.0 1.0 

q0 (∆t) 700 1500 700 1500 1500 

W (∆t) 150 300 150 350 300 
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ρα (λ)∗ 1.0 1.0 1.0 0.5 1.0 

fc (GHz)  0.3 0.3 0.3 0.3 0.3 

Number of 

time steps 
3000 6000 3000 8000 7000 

Computing 

Time (s)
**
 

901.546 1549.796 812.234 721.593 1969.625 

+ 
frequency (>fc) at which the incident field spectral amplitude is 10

−7
 × (spectral 

amplitude at fc); 
∗
at λ = 1 m; ** for the FETD-MNRBC method; §∆t ≤ 0.5/fmax; 

‡∆s = distance between consecutive nodes in a finite element, 
∆s ≤ 0.125c/fmax = 83.2mm; 

†∆t ≤ ∆s/(c√2) adapted from [14]. 
 

 Fig. 4.1 shows the way the angle θ  is defined for the three circular cross-

sections along with the meshes used. Angle θ is defined as shown in Fig.4.1 in order 

to be able to compare the results of this work with the reference solutions of [5,6]. In 

[5,6] it is assumed that the incident wave is travelling along the +x direction while in 

this work it is assumed that the incident wave is travelling along the  -x direction, as 

depicted in Fig.1.1. Fig. 4.2 displays the comparison for the PEC cylinder of the 

FEFD and FETD simulations with the analytical solution which was obtained from [5 

607]. Figs 4.3 and 4.4 show the comparison for the other two circular cylinders. Again 

the comparison is held against the analytical which was obtained from [6 p.666] for 

the PEC cylinder surrounded with dielectric and [6 p.587] for the dielectric cylinder 

for TE excitation. For the TM excitation by using the duality of TE and TM modes [6 

p.598] the analytical solution can be derived from the one for the TE modes by 

changing places between the permittivity and permeability and electric with magnetic 

field. 
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(a) 

 

(b) 

Fig. 4.1. (a) Circular cylinders geometry (b) FE meshes 

 

Fig. 4.2. Bistatic scattering width normalized with λ of the PEC circular scatterer, θ=π−φ. 
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Fig. 4.3. Bistatic scattering width normalized with λ of the PEC circular scatterer surrounded with 

dielectric, θ=π−φ. 

 

   

(a)     (b) 

Fig. 4.4. Bistatic scattering width normalized with λ of the dielectric circular scatterer for TE (a) and 

TM (b) polarization, θ=π−φ. 

   

 The next part of the results is the square scatterers. Figure 4.5 shows the first 

square cylinder’s geometry and its mesh. The FEFD and FETD results are compared 

with [6 p.570] and [6 p.611] for the TE and TM polarization respectively and this 

comparison is shown in Fig. 4.6. Lastly in Fig. 4.7 the geometry and the mesh for the 

second square cylinder is depicted. This scatterer is studied in [7, 8]. As a reference 
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for the comparison of Fig. 4.8 the results from the Boundary Value approach of [7] 

were used. In these case the FEFD-MNRBC and FETD-MNRBC results were 

practically indistinguishable. 

 

 

 

 

(a) 

 

(b) 

Fig. 4.5. (a) Square cylinder geometry (b) FE mesh 

   

(a)     (b) 

Fig. 4.6. Bistatic scattering width normalized with λ of the dielectric square scatterer [6] for TE (a) and 

TM (b) polarization, θ=π−φ. 

 

 

 

 

θ 

ΦΦΦΦinc
 

x 

y 

−0.125λ 

+0.125λ Square 

cylinder 

−0.125λ 

+0.125λ 



 87 

 

 

 

 

 

(a) 

 

(b) 

Fig. 4.7. (a) Square cylinder geometry (b) FE mesh 

   

(a)      (b) 

 Fig. 4.8. Bistatic scattering width normalized with λ of the dielectric square scatterer [7] for TE (a) and 

TM (b) polarization, θ=φ+π/4 

 

4.5 Scientific contribution and future work 

 In this chapter for the first time the total field formulation was implemented to 

two dimensional FETD-MNRBC simulations. The method was applied to five 

structures with different material and the results were very good. In this chapter both 
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TE and TM excitations were considered and general formulations were derived. The 

application of the cylindrical boundary kernel was based on its generic form which 

increases its practicality, as discussed in Chapter 3. 

 The next step of this work is to extend the FETD-MNRBC to periodic 

structures. By incorporating the periodic boundary condition to the FEM codes, 

periodic structures [15] can be simulated accurately and much more time and 

resources efficiently. This is performed in the next chapter. 

 As future work one can consider the extension of the approach to three 

dimensional simulations and also extending the formulation for materials with more 

complicated behaviour such as frequency dependant ones. 
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CHAPTER 5 

Periodic FETD-MNRBC formulation 

 

5.1 Introduction 

 In this chapter the MNRBC in time domain is employed for the first time in 

unit-cell FETD-MNRBC formulations and applied to cylindrical structures with 

angular periodicity. When modelling plane wave scattering from cylindrical structures 

with angular periodicity one may take advantage of this periodicity to model only a 

single unit cell, a period of the structure, thus considerably reducing the 

computational resources required as shown in [1] for the finite element frequency 

domain method (FEFD) using the MNRBC. 

 The geometric discretisation of the unit-cell is performed using isoparametric 

surface (8-noded) and line (3-noded) elements, and both the scattered and total field 

formulations are derived and applied.  

 The approach used in this chapter has certain points that clearly differentiate it 

from the previous chapters. Firstly the Floquet theorem is used to express the phase 

difference (5.3) between the two ends of the unit cell [1, 2]. It is applied similarly to 

the frequency domain application of the Floquet theorem for periodic planar 

structures for FEFD simulations [3]. Moreover the incident field is decomposed as a 

summation of infinite cylindrical harmonics [1, 4] which are applied consecutively.  

 One advantage of time domain simulations over their frequency domain 

equivalents is that they allow the calculation of the response of non-linear systems [5-

7.]. In this periodic time domain approach it is assumed that the problem is linear 

since the solution is based on the principle of superposition. The motivation for 
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developing this time-domain software is its originality, the innovative approach 

utilized and the potential of time efficiency as extrapolation is applicable to the 

transient response of linear problems. 

 This chapter begins with the frequency domain weighted residual formulation. 

The decomposition of the incident field and the Floquet harmonics are the first points 

described followed by the scattered and total field formulation for azimuthally 

periodic cylindrical structures. Since the scattered and total field formulations were 

described previously for the non-periodic case, here the emphasis is more on the 

concepts and issues related with the periodic implementation. After the presentation 

of the FEFD-MNRBC the chapter proceeds to the presentation of the FETD-MNRBC 

for both the scattered and total field formulations. A point of conceptual interest in the 

time domain implementation is the approach of the incident field components and the 

way they are, along with the boundary kernel, approximated with the use of Vector-

Fitting. The chapter continues with the numerical results based on the derived 

formulations and finishes with the conclusion and possible future work. 

 

5.2 Frequency domain formulation 

 The concept of the approach is depicted in Fig. 5.1. If it is assumed that the 

cylinder has a square cross-section then it will have h=4 periods and the angle of 

periodicity will be Tφ=2π/h. Only the section of Fig. 5.1 (b) needs to be meshed and 

all the formulations will be applied to that. 

 

5.2.1 Periodic cylindrical harmonics 

 For the sake of simplicity and consistency with the previous chapters it is 

assumed that the incident field is moving along the x−  direction. In this chapter the 
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incident field will be decomposed as a sum of harmonics. The incident field can be 

expressed as a sum of cylindrical harmonics [1, 4] as 

 

 

 

 

 

 

 

 

 

Fig. 5.1 (a) The physical geometry of the problem (b) the unit-cell 
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where 
0v

J is the Bessel function of the v0 order. Since the analysis is performed with 

the unit-cell, each one of the cylindrical harmonics of (5.1) is applied separately and 

solved as a different electromagnetic problem. The field values of the actual physical 

problem of Fig. 5.1 (a) will be the sum of the field values of the periodic simulation of 

Fig 5.1. (b) for all values of v0. In this work it is assumed that 1515 0 ≤≤− v  as 

considered in the previous chapters for the scattered field harmonics. Note that the 

summation of incident waves can be reduced from 2v0+1 problems to 2π/Tφ  problems 

as shown in [2]. The comparison for the real and the imaginary part of kxe j0Φ  against 
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the error is also depicted. This is defined as 10log10|einc|where einc is the difference 

between the two compared fields 

 

(a)                                                           (b) 

 

(c) 

Fig. 5.2 Comparison of the exact incident field against the sum of harmonics 

 (a) Real part (b) Imaginary part (c) Error 

 

Generally the scattered field from a cylinder can be expressed as [1,4] 
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For a given incident order v0, the orders of the scattered field will be vm. The field 

(incident, scattered and total) at the periodic boundaries satisfies the following 

periodic boundary condition [2] 
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where 
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Thus for the incident field component 0,
~ vinc

zΦ , the corresponding scattered field 

0,
~ vsc
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As shown in Appendix E in this work the limits for m0 are  
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From orthogonality relations of the azimuthal exponential function it is obtained  
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where 0,
~ vt

zΦ denotes the total field (incident plus scattered field) when the incident 

order v0 is applied. 
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5.2.2 Scattered field formulation 

 The Helmholtz equation in the free space surrounding the cylinder for the 

scattered field will be  

0
~~

00 ,2

0

,2 =Φ+Φ∇ vsc

z

vsc

z k                                                  (5.10)  

where the field component 0,
~ vsc

zΦ  
represents the total electric field component 

0,
~ vsc

zE for TE modes and the total magnetic field component 0,
~ vsc

zH  for TM modes. 

The weak form weighted residual formulation can be written as  
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The boundary integral of (5.11) can be written by using (5.7) as 
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Where )(ω
mv

G is the same function as in (2.24). So (5.11) becomes 
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Using finite element geometric discretisation the following matrix equation is 

obtained from (5.13) 

{ }0}
~
{][

ν
FΦM 0

0φTφ vsc,

z

ν,Γ,Ω

=            (5.14) 

The matrices of (5.14) are created from [8] as in the non-periodic case. The vector 

{ }0νF  is initially zero and becomes non-zero when the incident field is applied as a 

Dirichlet boundary condition.  Since the scattered field formulation derived is 

intended for PEC cylinders, the value of the scattered field at the cylinder surface will 

be 
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At this stage there is a difference of the periodic formulation compared to the ones 

presented in the previous chapters. Equation (5.14) is modified by the application of 

the periodic boundary condition using an approach similar to [3].  This modification is 

performed in order to link the field values at the periodic boundaries with Floquet’s 

theorem. Assuming that the weighting function W satisfies a similar periodic 

boundary condition as the field [9], 

φφρφρ φ
Tv

eWTW 0j),(),(
−=+     (5.16) 

and that subscripts 1 and 3 denote the two periodic boundaries and 2 the surface as 

depicted in Fig. 5.3, then (5.14) is modified similarly to [3] as 
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where  

φξ 0jve=   and  
φξ 0jve

−=     (5.18) 

 

 

 

 

 

Fig. 5.3 Numbers of the geometric parts in the unit-cell 
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5.2.3 Total field formulation 

 The Helmholtz equation in the dielectric material and in the free space 

surrounding the cylinder for the total field component when the incident order v0 

is applied will be 

0
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                                             (5.19) 
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After the total field components are separated to the LHS and the incident ones to the 

RHS, (5.21) becomes 
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Equation (5.22) can be expressed in matrix form as 
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where ][
0φTφ ν,Γ,Ω

M  is the same as in the scattered field formulation case only now is 

material dependent. The entries for matrices ][
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The entries k

ivm
B , and 

k

ivm
C , can be found from (2.32) and (2.33) respectively. The 

vectors }
~
{ 0vinc,

zΦ and }

~

{
ρ∂

∂ 0vinc,

zΦ
 are initially zero and then the appropriate incident 

field values are added at the outer boundary. For the derivative of the incident field 

the following Bessel function identity was used [4] 
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An alternative form for the RHS of (5.23) would be obtained if the matrices of the 

RHS of (5.23) were separated in terms of )( 00
ρkJ v and )( 010

ρkJ v + instead of 

0
~ inc,v
zΦ and

ρ

Φ
inc,v

z

∂

∂ 0
~

. In this work the formulation of (5.23) was used. 

 At this stage the periodic boundary condition is applied by following (5.17). 

 

5.3 Time domain formulation 

 The periodic time domain implementation of the MNRBC is not as 

straightforward as its non-periodic equivalents. One fundamental difficulty and also 

an interesting point is the application of the incident field. This is why it is presented 

before the finite element formulations. Another important aspect of the periodic 
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formulations is that the final matrix equations are complex which means that they 

have higher memory requirements compared to real ones. The final matrices are 

complex because both the incident field and the periodic boundary condition include 

complex terms. 

 

5.3.1 Incident Field harmonics 

 The incident field in the FETD simulations, as described in the previous 

chapters, is a sine modulated by a Gaussian pulse 
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where q is the timestep when (5.27) is calculated, q0∆t is a deliberately introduced 

time delay, W∆t is the pulse width and fc is a suitably chosen central frequency. 

By applying the Fourier Transform on (5.27), as described in Appendix E, the 

frequency response is obtained which is 
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At this point the kxe j term is expanded as a sum of harmonics (5.1) and it is      
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Thus each incident harmonic in frequency domain can be expressed as 
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By expanding (5.32) as a summation of partial fractions using vector fitting, one can 

obtain F(t), the ILT of (5.32).  The time domain form of the incident field will be 
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This way the incident field components that are needed for the FETD implementation 

of the MNRBC are obtained. The field of (5.27) can be expressed as 
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The above procedure can be more easily understood if schematically seen in Fig. 5.4. 

In this figure 1J , 2J … 0v
J denote the incident field components which include Bessel 

function. In Fig. 5.4, the relations between the depicted steps 1-6 with the above 

equations are 1. (5.27); 2. (5.28); 3. (5.30); 4. VF approximation of (5.30) 5. (5.33) 

and 6. (5.34). At this point the accuracy of the above approximation will be shown. 

The Vector-Fitting is applied to (5.32) for 1515 0 ≤≤− v . The VECTFIT (version 1) 

input parameters for the partial fraction expansion of (5.32) are 4000 samples, 

fmax = 6GHz, N = 30 poles, asymflag=1. Moreover for the demonstrated comparison it 

is 1)(

0 =Φ t , 0=φ  and 1=ρ . The pulse (5.27) characteristics and the timestep are 

150=W , 7000 =q  and pst 40=∆ .  In Figs 5.5 and 5.6 the comparisons for 

00 =v and 150 =v  are shown. With regard to Fig. 5.4, the comparison between steps 

3 and 4 along with error between them and the depiction of the field in step 5 can be 

seen. The errors e0 and e15 are considered as the difference between the exact and the 

approximated value and are depicted in terms of 10log10|e0| and 10log10|e15| 

respectively.  In Fig. 5.7 the comparison for the whole incident field in frequency 
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domain can be seen. In this figure step 2 is compared with the summation of step 4 for 

all harmonics. In Fig. 5.8 the time domain comparison for the whole incident field is 

shown. The comparison is held between steps 1 and 6. In both cases the error is 

demonstrated next to the comparisons. It is ef in frequency domain and et in time 

domain and depicted logarithmically as before.  

 

 

 

 

 

 

 

Fig. 5.4 Decomposition of the incident field harmonics 
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(a)      (b) 

 

(c) 

Fig. 5.5 For 00 =v (a) frequency domain comparison (b) absolute error (c) time domain function 
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Or by using (5.26) 
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(a)      (b) 

 

(c) 

Fig. 5.6 For 150 =v (a) frequency domain comparison (b) absolute error (c) time domain function 

Again Vector-Fitting is applied to (5.38) terms and the derivative of the incident field 

components can be expressed as 

φ

ρ
0

0

0
j

,

)('
)( v

v

vinc

z etF
t
=

∂
Φ∂

                                 (5.39) 

For the VF approximation of (5.38) the same parameters are used as for (5.32). The 

accuracy of the approximation of (5.38) is similar to the accuracy of the 

approximation of (5.32) and is included in Appendix E.  
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(a)      (b) 

Fig. 5.7 (a) Frequency domain comparison (b) absolute error 

  

(a)      (b) 

Fig. 5.8 (a) Time domain comparison (b) absolute error 

  

 Before proceeding to the scattered and total field formulation there are some 

things that should be pointed out. Firstly, as can be seen from (5.33), the incident field 

components are complex numbers. Their summation, though described by (5.27), is a 

real number. The other important point is that the functions of (5.32) are dependant 

upon the pulse characteristics, the radius and the timestep. These cannot be scaled in a 

way to obtain a generic form for the incident field components. This means that for 

each set of these parameters a different VF approximation should be found for (5.32). 

Lastly the effect of the delay of the pulse q0∆t to the accuracy of the VF 

approximation is investigated in Appendix F. 
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5.3.2 Scattered field formulation 

 Now that the analysis of the incident field is completed, the next step is to 

proceed with the FETD formulations. Again, as in the non-periodic case, the scattered 

field formulation which is simpler will be presented firstly. 

 By applying ILT to (5.13) it is obtained 
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After geometric discretization is applied to (5.40) the global matrix equation is 

obtained 
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The matrices [S
Ω
], [T

Ω
] are defined in (C.3), (C.4) and [8] and the elemental entries of 

matrix ][ (t)Ψ 0νΓ,
 are 
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where k
ivm

B
,
 and l

jvm
C

,
 are given in (2.32) and (2.33). Here, the elemental entries 

ekl
ij
,Ψ differ from those in the non periodic case by a factor 2π/Tφ . The time 

function )(tg
mv

, the ILT of )(ω
mv

G , is obtained in the same way as in Chapter 2 

using the publicly available Vector Fitting [10] software VECTFIT. This means that 

the unit-cell FETD-MNRBC formulation is similar to the one for the FETD non-

periodic case although now the summation is performed for m0 which is linked to vm 

and the matrices/vectors assembled from boundary elemental contributions are 
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multiplied by the factor 2π/Tφ . Following time discretisation, as in the non-periodic 

case, the following matrix equation is obtained  

}{}]{[ 01 νφ
bΦK 0

0φT vsc,

z

ν,Γ,Ω
=+q     (5.43) 

where q is the current time step (t = q∆t). The matrix ][K
0φTφ ν,Γ,Ω
 and vector }{ 0νb  

are defined in equations (2.59) and (2.58) of Chapter 2 respectively. The superscript 

ν0 in all the above matrices and vectors indicates that they are different for each 

incident field component of order ν0. The Dirichlet boundary condition is applied to 

(5.43) and hence the vector }{ 0νb  is updated with entries equal to “minus the incident 

field” at time step number q+1. For each order ν0  the incident field component will 

be given by (5.33). As in (5.17), the matrix equation is modified by the application of 

the periodic boundary condition as follows  
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Note that with this formulation the final matrix equation to be solved is complex. 

 

5.3.3 Total field formulation 

 The application of the total field formulation is straightforward. The ILT of 

(5.22) is 
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Or it matrix form 
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And finally 
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Where following the Newmark-beta discretisation scheme for β=0.25, it is 
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The entries for ][
0φTφ ν,Γ,Ω

O are given in (5.25). The entries for }
~
{ 0vinc,

zΦ and 

}

~

{
ρ∂

∂ 0vinc,

zΦ
matrices for timesteps q-1, q, q+1 are calculated at the appropriate 

timestep using the VF approximations of (5.33) and (5.36). The matrix ][
0φTφ ν,Γ,Ω

K  is 
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created as in the scattered field formulation. The difference is that now it is material 

dependent. The rest of the matrices were defined in Chapter 4. The last step is the 

application of the periodic boundary condition following (5.44).  

 

5.4 Numerical Results 

 The accuracy of the formulations described in this chapter is validated though 

comparison for the BSW of cylindrical periodic structures. For the calculation of the 

BSW there are two differences with the procedure used so far. 

 The first difference has to do with the way the time domain results of the 

FETD-MNRBC are transformed to frequency domain. Again the approach is based on 

[11]. This time it has the form of (2.66) so it will be 
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Or in computer code similarly to [11] and (2.69)-(2.70) it can be expressed as 
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where ),,(
~
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z fE θρ  and ),,( tqE a

sc

z ∆θρ  represent the frequency and time domain 

versions of the scattered field. The variable fc represents the frequency at which the 

BSW is calculated, here chosen to be the carrier frequency. The values of the field are 

subsequently normalized with the frequency domain amplitude of the incident field. 

The latter is found by applying (5.52) to (5.27) for x=0. 

 The second difference has to do with the way to go from the 
0,vvm

A  coefficients 

of (5.7) to the 
mv

A coefficients needed for the calculation of BSW (2.63). The relation 

is 
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The physical meaning of (5.54) is that all the contributions of all incident orders v0 are 

added in order to find the whole scattered field components vm. 

 The next step is to proceed to the presentation of the three simulated structures. 

These are structures that were also simulated in the previous chapters but now only 

one unit-cell of them is used as grid.  

 The first structure is the PEC circular cylinder depicted in Fig. 3.3. Since this 

structure is circular a value for period can be chosen arbitrarily. It was chosen 

Tφ = π/2. In Fig. 5.9 (a) there is the mesh for the whole structure that was used 

previously and in Fig. (5.9) (b) the mesh used here. This structure is approached with 

both scattered and total field formulations. 

 The second structure is the PEC square scatterer of Fig. 3.6. This structure has 

a natural periodicity of Tφ = π/2 or 4 periods. In Fig. 5.10 (a) there is the mesh for the 

whole structure that was used previously and in Fig. 5.10 (b) the mesh used here. This 

structure simulated using total field formulation. 

 Lastly the circular PEC cylinder surrounded with dielectric from Fig. 4.1 was 

simulated. Since this is a circular cylinder it was chosen Tφ = π/4. Fig. 5.11 displays 

the meshes. This structure simulated using total field formulation. Table 5.1 presents 

the details for the parameters for each structure. In all cases the periodic meshes are a 

fraction of their non-periodic equivalents.   
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Table 5.1 

Simulation parameters 

Geometry (cross-section) 

Parameters 

Circular Square Circular 

Material PEC PEC PEC and dielectric 

Relative permittivity 

εr 
- - 2 

Relative permeability 

µr 
- - 2 

Elements (nodes) 90 (309) 90 (309) 35 (130) 

∆s min. ∗‡ (mm) 

Free space 

27.778 15.910 39.26 

∆s min. ∗‡ (mm) 

dielectric 

- - 25 

∆s max. ∗‡ (mm) 

Free space 

78.520 78.520 78.520 

∆s max. ∗‡ (mm) 

dielectric 

- - 39.26 

Courant limit
†
 (ps) 

free space 

65.473 37.5 92.536 

Courant limit
†
 (ps) 

dielectric 

- - 29.463 
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fmax
+
 (GHz) 0.451 0.451 0.451 

Nyquist criterion (ps)
§
 1109.6 1109.6 1109.6 

∆t (ps)  40 25 20 

Φ0 (V/m) 1.0 1.0 1.0 

q0 (∆t) 700 1200 1500 

W (∆t) 150 240 300 

ρα (λ)∗ 1.0 1.0 1.0 

fc (GHz)  0.3 0.3 0.3 

Number of time steps 3000 5000 6000 

Scattered field 

Computing Time (s)
**
 

722.250 - - 

Total field  

Computing Time (s)
**
 

1486.531 2474.671 470.187 

+ 
frequency (>fc) at which the incident field spectral amplitude is 

10
−7
 × (spectral amplitude at fc); ∗at λ = 1 m; ** for the FETD-MNRBC 

method;
§∆t ≤ 0.5/fmax; 

‡∆s = distance between consecutive nodes in a 

finite element, ∆s ≤ 0.125c/fmax = 83.2mm; 
†∆t ≤ ∆s/(c√2) adapted from 

[12]. 
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(a)     (b) 

Fig. 5.9. Circular PEC cylinder (a) Full mesh (b) Unit-cell 

  

(a)   (b) 

Fig. 5.10. Square PEC cylinder (a) Full mesh (b) Unit-cell 

  

(a)   (b) 

Fig. 5.11. Circular PEC cylinder surrounded by dielectric  (a) Full mesh (b) Unit-cell 

 

 For the VF approximation of the boundary kernel the parameters derived for 

Chapter 2 were used (VFG). For the VF approximation of the incident components 

the VF parameters were 4000 samples, fmax = 6GHz, N = 30 poles and asymflag=1. 

 Before proceeding with the results there is an important aspect that should be 

pointed out. For the total field formulation the entries for the incident column vectors 
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}
~
{ 0vinc,

zΦ and }

~

{
ρ∂

∂ 0vinc,

zΦ
calculated at the outer boundary are needed. This boundary 

has the same radius in all points as depicted in Fig. 5.1 (b). This means that VF must 

be applied once for each order of functions (5.32) and (5.37). In the scattered field 

formulation only (5.32) is needed but the incident field is applied on the PEC 

boundary. This means that for each point on the PEC boundary that has different 

radial distance for the centre of the cylinder a different set of VF coefficients is 

needed. In other words for each point with different radial distance, a different VF 

approximation of (5.32) must be calculated and saved which makes the formulation 

impractical for PEC cylinders of non circular cross-section. This is why the scattered 

field formulation is applied only to the circular PEC cylinder and the total to all 

structures. 

 The numerical results for the circular PEC cylinder using scattered and total 

field formulation are Figs. 5.12 and 5.13 respectively. The simulation results are 

compared with the analytical [4]. Fig. 5.14 shows the square cylinder’s BSW 

comparison. The reference solution results were obtained from [13]. In Fig 5.15 there 

is the BSW comparison for the PEC circular cylinder surrounded with dielectric 

against the analytical solution [13]. In all cases TE polarization was considered and 

the FEFD-MNRBC and FETD-MNRBC are indistinguishable. 



 115 

 

Fig. 5.12. BSW normalized with λ of the circular PEC scatterer for scattered field formulation 

 

 

Fig. 5.13. BSW normalized with λ of the circular PEC scatterer for total field formulation 
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 Fig. 5.14. BSW normalized with λ of the square PEC scatterer for total field formulation 

 

 

 Fig. 5.15. BSW normalized with λ of the PEC circular scatterer with dielectric for total field 

formulation 

 

5.5 Scientific contribution and future work 

 In this Chapter, for the first time, unit-cell FETD-MNRBC formulations were 

derived and applied to azimuthally periodic cylindrical structures. A very important 

part of this formulation is the application of the incident field, which was applied as a 
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sum of incident components with the use of the Vector Fitting approximation. The 

method was validated with accurate numerical results.  

 The derivation of unit-cell FETD-MNRBC formulations is important since it 

adds to the completeness of the study of cylindrical structures. Furthermore as it was 

shown throughout this chapter, vital concepts of cylinder were extensively used and 

thus it strongly supports the comprehension of plane wave scattering from cylinders. 

One another point is that the mathematical elegance of the approach could be found 

interesting and useful also for people working in other areas of research and who use 

mathematically similar models. 

 The approach is based on the decomposition of the incident field in harmonics 

which are then approximated with VF. Use of the Floquet theorem allows the 

modelling of only one period of the structures which is more memory efficient. The 

disadvantages of the method are that a complex matrix system is solved in time 

domain and that the problem must be linear, since superposition is used for the 

decomposition of the incident harmonics since each incident harmonic is applied 

separately and the resulting scattered field is summed in order to find the BSW. 

 The method has the potential of better time efficiency by using the approach 

of [1] which results to solving a number of electromagnetic problems equal to the 

number of periods of the structures and not equal to the number of the harmonics used 

as here. Moreover extrapolation [14] is applicable to the time domain transient 

response which can further optimize the method.  

 The method could also be extended and applied to 3D structures where 

memory and time constrains are more important. Another interesting extension that 

could be investigated is the application of other types of incident excitations using 

cylindrical function expansions. 
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CHAPTER 6 

Sparse-FETD-MNRBC formulation 

 

6.1 Introduction 

  The focus of this chapter is on a novel sparse matrix FETD-MNRBC 

scattered field formulation. This improves the efficiency of the MNRBC by avoiding 

the presence of the double integral in the boundary. The cost on the accuracy of the 

BSW calculations is investigated.  

 The FETD-MNRBC that was presented in the previous chapters has the 

disadvantage that the modal non-reflecting boundary condition is a non-local 

boundary condition as can be seen in equation (2.41). Unlike local boundary 

conditions and other finite element region truncation methodologies such as the 

perfectly matched layer, this non-local boundary condition, due to the presence of a 

time consuming double boundary integral, does not lead to a fully sparse finite 

element matrix but a partially sparse/partially fully dense matrix that increases the 

computation time and memory resources required during simulation. The proposed 

sparse-FETD-MNRBC method alleviates this problem.  

 The sparse-FETD-MNRBC is derived for scattered field formulation and for 

reasons of uniformity with the standard-FETD-MNRBC scattered field formulation 

presented in Chapter 2 it will be derived for TE polarization. The same PEC structures 

of Chapter 2 are simulated with the new formulation, which allows direct accuracy 

comparisons. 

 Another secondary extension to the scattered field formulation which is 

considered in the first part of this chapter has to do with the use of the scattered field 
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formulation for the simulation of scattering from dielectric cylinders. The 

formulations derived previously for total field FETD-MNRBC can be applied to both 

dielectric and PEC cylinders of arbitrary cross-section while the formulations derived 

for scattered field FETD-MNRBC were designed for PEC cylinders of arbitrary cross-

section. Nevertheless in the literature it is shown that scattered field formulation can 

be appropriately extended and applied to dielectrics [1,2]. Therefore it is important to 

check this possibility as well. 

 The scattered field FETD-MNRBC is extended for TE problems with varying 

relative permittivity but relative permeability equal to unity in all cases. This is done 

because the objective of this presentation is to show the potential of the scattered field 

formulation rather than to show all possible formulations.  

 A total-scattered field decomposition is a scheme widely used in FDTD [3, 4] 

and introduced in FETD methods as well [5]. This is unnecessary to be considered in 

this work since the boundary condition used here can be put close to the scatterer and 

thus there is no need for more distance for the scattered field as with analytical 

boundary conditions [6,7]. 

 This chapter begins by presenting the formulations for the scattered field 

formulation for dielectrics. Then the numerical results for this formulation are shown. 

The next big step is the presentation of the sparse-FETD-MNRBC formulation. After 

that the numerical results for the BSW of the PEC cylinders of Chapter 2 are 

considered. Along these there is also an error and efficiency investigation for this 

formulation, which concludes the results of this thesis. 
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6.2 Scattered field FETD-MNRBC for dielectrics 

 The formulation presented is based on [1] but now for simplicity only the 

relative permittivity changes with position in the mesh.  

 

6.2.1 Formulation 

 Assuming that the relative permeability is equal to unity everywhere, the 

Helmholtz equation in terms of the total field for TE polarization can be written as 
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By inserting (6.2) in (6.1) it becomes 
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The incident field satisfies the Helmholtz equation in free space 
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And by substituting (6.5) is (6.4) it is 
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The weak formulation of (6.7) is 
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The global matrix formulation of (6.8) is 
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The matrices [S
Ω
] and [T

Ω
] can be found in [8]. Matrices ][ Ω

rε
T  and ][ 1

Ω
−rε

T are 

calculated as [T
Ω
] only the elemental entries are scaled by εr and εr-1 respectively 

before they are added to the global ones. This is the same that was applied in chapter 

4 for the total field formulation. 

 The ILT of (6.8) is 
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Using the Newmark-beta discretisation scheme for β=0.25 the time derivative of the 

incident field is 
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In matrix form (6.10) becomes 
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And finally 
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where 

][][
2

1
][][

1
][ Γ

4
1ΓΩ

4
1

22

,
QVSTK +

∆
++

∆
= ΩΓΩ

ttc rε
     (6.14) 

][][][
2

][ Γ

2
1Ω

2
1

22

,

1 QSTL −−
∆

= ΩΓΩ

rtc
ε           (6.15) 



 124 

][][
2

1
][][

1
][ Γ

4
1ΓΩ

4
1

22

,

2 QVSTL +
∆

−+
∆

= ΩΓΩ

ttc rε
       (6.16) 

][
1

][ 1223

Ω
−

Ω

∆
−=

rtc
εTL                                                 (6.17) 

11 }{}{2}{}{ −+ +−= qinc

z

qinc

z

qinc

z

qinc
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 It is clear when (6.13)-(6.18)  is compared with the respective relations of 

scattered (2.57)-(2.61) and total field (4.36)-(4.40) formulation that this formulation is 

closer to the simplicity of the scattered field formulation with having the advantage of 

simulating dielectrics as well. The disadvantage of the formulation described here is 

that only the permittivity can change in the mesh but not the permeability, which is 

assumed equal to unity everywhere in the simulated area. 

 

6.2.2 Numerical results 

 The formulation is applied to two structures; the square dielectric cylinder of 

[9] and a circular dielectric cylinder, with an analytical solution obtained from [10]. 

Both of the structures were also simulated with total field formulation in Chapter 4.  

The square has side length of 0.5 and relative permittivity 4, the circular radius 0.5 

and relative permittivity 2. The computing times for the two structures are 1671.140s 

and 695.046s respectively. The VFU approach was used and all the rest of the 

parameters are as in total field formulation. The results for the BSW are shown in Figs 

6.1 and 6.2. Both simulations were run for 10
5
 timesteps and there was no instability. 
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Fig. 6.1. Bistatic scattering width normalized with λ of the dielectric square scatterer [9] for TE  

polarization, θ=φ+π/4 

 

Fig. 6.2. Bistatic scattering width normalized with λ of the dielectric circular scatterer [10] for TE 

polarization, θ=π−φ. 

 

6.3 Sparse-FETD-MNRBC 

 The Sparse-FETD-MNRBC formulation has many things in common with the 

Standard-FETD-MNRBC, presented in Chapter 2; therefore the focus will be here on 

the differences which make it more efficient. The key differences are in the 

calculation of the boundary integral and its time discretisation.  
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 The boundary integral can be efficiently calculated using the approach 

explained below. One important aspect of this approach is that backward difference is 

used for the time discretisation of the boundary integral. Thus the discretisation 

results to boundary terms for timesteps q and q-1 but not q+1 (6.35). This way the 

finite element matrix is sparse (6.32) unlike the standard case in Chapter 2 (2.59). The 

detailed formulations, the obtained results and the comparisons with the standard case 

are presented in the next sections.  

 

6.3.1 Formulation 

 The weak formulation for the scattered field formulation (2.38) is  
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The time domain version of the MNRBC is 
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Equation (6.20) can be expressed as 
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When (6.21) is substituted in (6.19), one obtains  
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Following finite element geometric discretisation of the weighted residual formulation 

using the Galerkin procedure, (6.33) leads to the following global matrix equation 

(before the inhomogeneous Dirichlet boundary condition is accounted for) 
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Matrices [S
Ω
], [T

Ω
] are obtained from surface elemental matrix entries and are sparse 

and symmetric. Their entries are identical to those of the FEFD method and can be 

found in [8]. Vectors {B
Γ
}n are filled with entries from (2.32). Following the 

evaluation of (6.24) for a given set of parameter values (k, n, i) (defined in (2.32)) the 

result is inserted at the appropriate position in the global vectors {B
Γ
}n that 

corresponds to the global node number of the element node number i. The assembly is 

similar to the assembly of row entries of matrix [P
Γ
] of the standard-FETD-MNRBC 

but whereas that was a matrix now it is only a vector. Using the FE geometric 

discretisation the integral in (6.22) can be evaluated as follows 
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                              (6.25) 

where the entries for <CΓ>n are given from (2.33). Following the evaluation of (6.25) 

for a given set of parameter values (l, n, j) (defined in (2.33)) the result is multiplied 

with the corresponding electric field degree of freedom value. 

Using a vector fitting (VF) partial fraction expansion of Gn(ω), for gn(t) (2.45) and 

using (6.25), (6.22) leads to 
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Which can be rewritten as 
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where )(,, tR jnm is the same as (2.51) and the rest matrices are 
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The next step is to use time discretisation in (6.24) and (6.27). Let the current time be 

t = q ∆t where q is the current time step number and ∆t is the time step interval. 

Newmark-beta formulation is applied in the left hand side of (6.24) while the right 

hand side of (6.24) is evaluated at time step q. Hence (6.24) becomes after time 

discretisation 
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Note that 0
nψ =0 for every n. 

The global matrices [K
Ω
], [L1

Ω
], [L2

Ω
] are real and are created once. They are initially 

assembled ignoring the inhomogeneous Dirichlet boundary condition for the incident 

field. Subsequently, this boundary condition is imposed following a procedure 

outlined in [7] by suitably modifying [K
Ω
] and filling appropriate positions of {b}, 

the right hand side vector of (6.31), with entries based on the incident field.  These 

entries equal to “minus the incident field” at time step number q+1. Also updated at 

each time step are the function values q
nψ  and column vectors {Ez

sc
}
q
 and {Ez

sc
}
q−1
. 

The matrix equation (6.31) is solved using the direct matrix solver MA28 from the 

Harwell Subroutine Library. Note that matrix [K
Ω
] is time is time invariant and needs 

to be factorized only once. When equation (6.31) is solved it provides the updated 

{Ez
sc
}
q+1
 values everywhere in the FEM region including the boundary Γs. It is these 

updated values of the scattered electric field on the boundary Γs that are used 

subsequently to obtain an updated value for each of the functions ψ, i.e. 1+q
nψ  , which 

will then be employed to calculate, by solving (6.31), the newly updated scattered 

field {Ez
sc
}
q+2
 values and so forth. 

To find q
nψ  backward difference is applied to the time derivative (6.27). Backward 

difference, unlike central difference, is only first order accurate [7]. Hence, 
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Thus, summarizing, at each time step in the Sparse-FETD-MNRBC, (6.31) is solved 

to find the updated Ez
sc
(t) and obtain the updated values of (2N+1) recursive 

convolution functions ψn(t). This updating process, alternating between equations 

(6.31) and (6.35) reminds of the FDTD updating process. 

 

6.3.2 Numerical results  

 The sparse-FETD-MNRBC is applied to all three structures to which the 

standard-FETD-MNRBC was applied in Chapter 2. The VFG approach was used and 

all the parameters are as in the standard scattered field formulation. Again the results 

are demonstrated in terms of BSW.  

 Since the sparse-FETD-MNRBC uses backward differencing so that matrix 

[K
Ω
] (6.32) remains sparse, it is expected to be less accurate for the same timestep 

when compared to standard-FETD-MNRBC. The circular PEC will be used to check 

the accuracy of the simulations for various timesteps. This is because for this structure 

the analytical solution is available [11].  

 In Fig.6. 3 there are the BSW comparison for the PEC circle for timesteps (a) 

40; (b) 10ps; (c) 5ps and (d) 1ps. In Fig.6.4 there is the error and relative error for 

these cases. In Fig. 6.5 there is the error and relative comparison of the standard-

FETD-MNRBC for timesteps 40ps against the FEFD simulation. The error in time 

domain is eBSW  and is the difference between the analytical and the FEM solution. 

The relative error erel is eBSW divided with the analytical solution. They are depicted as 

10log10|eBSW| and 10log10|erel|respectively. As can be seen smaller timesteps are 
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needed for the sparse-FETD-MNRBC to achieve the same accuracy as with the 

standard-FETD-MNRBC. 

 The advantage of the sparse approach is with the memory requirements and 

the time efficiency. For the standard FETD the matrices [K
Ω,Γ
], [L1

Ω,Γ
], [L2

Ω,Γ
] have 

23320 non-zero terms. After the application of the Dirichlet boundary, [K
Ω,Γ
] has 

22560 non-zero entries. For the sparse FETD these numbers are 17240 and 16480 

respectively. The dimensions of the matrices are 1160×1160 in both cases. Moreover 

in Table 6.1 the computing times for all the above timesteps are displayed. In all cases 

the total computational time is 120 ns which is the number of timesteps multiplied 

with the timestep. 

  

(a)     (b) 

 

(c)     (d) 

Fig. 6.3. Bistatic scattering width normalized with λ of the circular scatterer, θ=π−φ for  (a) 40ps; (b) 

10ps; (c) 5ps and (d) 1ps. 
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Fig. 6.4. Error and relative error of Bistatic scattering width for Sparse-FETD 

 

Fig. 6.5. Error and relative error of Bistatic scattering width for Standard-FETD 

 

 In Fig. 6.6 there is the BSW comparison for the PEC square scatterer, 

described in Fig.2.6, for timesteps (a) 25ps and (b) 5 ps. The computing times for 

these timesteps are 201.421s and 992.968s respectively. The comparison is held 

against the FEFD simulation outlined in Chapter 2 and a reference solution [10]. In 

Fig. 6.7 there is the BSW comparison for the PEC triangular, described in Fig.2.8, 

scatterer for timesteps (a) 40ps and (b) 10 ps. The computing times for these timesteps 

are 1098.687s and 4360.484s respectively. Again the comparison is held against the 

FEFD simulation and a reference solution [12]. All the rest of the parameters for all 

three structures are the same as in Table 2.1.The simulations for all structures were 

run for the largest timestep used for 10
5
 timesteps and there was no instability. 
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Table 6.1 

Computing Time Comparisons 

Method ∆t (ps) 
Running Time 

(s) 

Standard-FETD 40 692.546875 

Sparse-FETD 40 120.03125 

Sparse-FETD 10 475.984375 

Sparse-FETD 5 950.5625 

Sparse-FETD      1 4834.109375 

 

 

(a)     (b) 

Fig. 6.6. Bistatic scattering width of the square scatterer, θ=φ−3π/4. for (a) 25ps; (b) 5ps. 

 

(a)     (b) 

Fig. 6.7. Bistatic scattering width normalized withλ of the triangular scatterer in dB, θ=φ−π  

for (a) 40ps; (b)10ps. 
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6.4 Scientific contribution and future work 

 In this chapter the scattered field FETD-MNRBC formulation presented 

previously was extended for use of dielectric scatterers. Moreover for the first time a 

sparse-FETD-MNRBC formulation was derived and applied. This way the MNRBC 

was expressed with fully sparse finite element matrix and with a partially 

sparse/partially fully dense matrix as the standard-FETD-MNRBC. 

 The scattered field FETD-MNRBC formulation for dielectrics with varying 

permittivity showed that it is a very straightforward method in conception and 

application. The numerical results verified the accuracy of this approach. Therefore it 

is a simpler equivalent to total field formulation for specific problems. As an 

extension one could consider the approach of [1] in order to incorporate the continuity 

of the relative permeability as well. This would require the addition of an integral to 

the interface between the dielectric and free space. This way the approach would  

become more complicated and would lose the advantage of easiness against total field 

formulation.  

 The most important achievement of this chapter is the sparse-FETD-MNRBC 

formulation. This approach is not more difficult to apply than the standard-FETD-

MNRBC. Between these two approaches there is a trade-off of efficiency and 

accuracy which is due to the use of backwards differencing instead of Newmark-beta 

for the field components. The sparse-FETD-MNRBC formulation is faster than the 

standard approach with less computer requirements and without much loss of 

accuracy. 

 The sparse-FETD-MNRBC was derived for scattered field cylindrical 

formulation. Its concept can be extended for other formulations not only from this 

work but for general FETD use. 
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CHAPTER 7 

Conclusions and Future work  

 

 The main achievements of this work include the derivation and application of 

2D Galerkin weighted residual FETD formulations using a cylindrical modal non-

reflecting boundary condition. The formulations model plane wave scattering from 

cylindrical structures of arbitrary cross-sections and various materials which are 

surrounded by free space. The accuracy of the proposed formulations was investigated 

and validated in all cases though BSW comparisons of the studied structures. 

 Chapter 1 commenced this work by presenting its motivation and objectives. 

The fundamental concepts regarding cylindrical structures and their mathematical 

background where described here. Moreover key points of the FEM were outlined 

with focus on the Galerkin weighted residual procedure. The chapter closed with the 

presentation of possible applications of cylindrical structures.  

 Chapter 2 presented a novel 2D FETD-MNRBC Galerkin weighted residual 

scattered field formulation for TE polarisation. The formulation was aimed for PEC 

scatterers of arbitrary cross-section. The formulation was based on a VF 

approximation of the cylindrical kernel. It did not show any sign of instability. 

Numerical results validated the correct functioning of the formulation. The results of 

the FETD implementation of the method were compared with their FEFD equivalents 

and results from the literature or analytical ones. In all cases the results were 

compared in terms of BSW. 

 Chapter 3 elaborated on the VF approximation of the cylindrical boundary 

kernel. As it was shown there are two approaches to the approximation the VFG and 
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VFU. The VGU is the generic form of the VFG. Both were proven accurate with the 

VFU being more versatile. Furthermore this chapter experimented on the various 

parameters that affect the accuracy of the VF approximation and compared the VF 

approximation results with approximation results from the literature. 

 Chapter 4 proceeds to a novel total field implementation of the 2D FETD-

MNRBC Galerkin weighted residual formulation. Here the VFU approximation 

approach is used. The formulations for both TE and TM polarisations are derived. The 

studied scatterers here include both PEC and dielectric ones. Again the comparisons 

of the BSW of FETD results is held against FEFD ones and results from the literature 

and analytical ones. This formulation is proven accurate as well. 

 Chapter 5 presented for the first time a periodic 2D FETD-MNRBC 

formulation for cylindrical scatterers with azimuthal periodicity. This formulation 

required the use of the Floquet theorem along with a decomposition of the incident 

field in modal harmonics. This approach allows the simulations to be applied to a 

single unit-cell, one period of the structure and not the whole cross-section. Some key 

points of this approach are the fact that the incident field harmonics are approximated 

with VF and that the final matrix system solved was complex. This method is an 

elegant and sophisticated way to simulate angular periodic structures and its accuracy 

was validated though BSW comparisons. 

 Chapter 6 presented scattered field formulation for dielectrics and a sparse 

FETD-MNRBC formulation. The scattered field formulation considered in the 

previous chapters has the limitation that can be applied to PEC cylinders only. Based 

on the recent literature this disadvantage can be overcome. A scattered field 

formulation for cylinders or varying permittivity utilized the MNRBC is demonstrated. 

Furthermore in this chapter an important aspect of the FETD-MNRBC is investigated. 
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The FETD-MNRBC described in the previous chapters has the disadvantage that it 

requires fully dense submatrices for the boundary integral. This was alleviated with 

the use of the proposed sparse FETD-MNRBC algorithm. This algorithm requires 

smaller timestep but is more memory and time efficient. The proposed methodology 

is validated through BSW numerical results and comparisons. 

 Chapter 7 concludes the dissertation and summarizes the main achievements 

of this research work. 

 Future work should focus on generalisation to 3D Galerkin weighted residual 

FETD formulations using a modal non-reflecting boundary condition. To this 

direction the formulations derived in this dissertation and also the analysis and 

discussion on time efficiency and the unit-cell approach would be significant. An 

interesting aspect of 3D study is the simulation of plane wave scattering from axially 

periodic structures using a unit-cell approach [1] for the FETD method. This unit-cell 

approach could be further extended for structures that have both azimuthal and axial 

periodicity [2]. 
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Appendix A 

Scattered field harmonics 

 

 The Helmholtz equation in the free space surrounding the cylinder for the 

scattered field component will be 

0
~~1 2

0 =Φ+Φ∇⋅∇ sc

r

sc

r

qk
p

                                       (A.1) 

Where pr=εr ,qr=µr  for TE excitation and  pr=εr ,qr=µr  for TM excitation. The field 

component Φsc 
represents the scattered electric field component Ez for TE modes and 

the scattered magnetic field component Hz for TM modes. The field component Φ
inc 

represents incident field component. The ‘~’ denotes that the variable is in the 

frequency domain. The parameter k0 = ω/c is the wavenumber in free space, ω is the 

angular frequency and c is the speed of light in free space. Equation (A.1) will be 

solved for the area surrounding the cylindrical structure which is free space, thus (A.1) 

reduces for both polarizations to 

0
~~ 2

0

2 =Φ+Φ∇ scsc k                                               (A.2) 

For two dimensional analysis, equation (A.2) can be written in polar coordinates as 
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Or 
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                        (A.4) 

where ρ is the radial distance from the centre and φ the azimuthal angle as depicted in 

Fig. 1.2. 
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Equation (A.4) will be solved with the method of separation of variables. Assuming 

that the solution can be written as 

)()(),(
~ φρφρ FRsc =Φ                                          (A.5) 

By replacing (A.5) into (A.4) and dividing by FR ⋅ it is obtained 

0
''1'1'' 2

02
=+++ k

F

F

R

R

R

R

ρρ
                               (A.6) 

And by multiplying (A.6) with ρ2 it is 

0
''''' 22

0

2 =+++
F

F
k

R

R

R

R
ρρρ                                 (A.7) 

The first three terms of (A.7) are function only of ρ and the last one only of φ thus it 

can be written that 

Fc
F

F
=
''

                                                       (A.8) 

where cF is a constant. The phase is allowed to vary linearly around the cylinder as in 

[1]. This means than F(φ) should include a term exp(jvmφ) multiplied by a constant. 

Thus it is set 

2)j( mvc =                                                  (A.9) 

So the solution of (A.8) will be  

φφ m

m

m

m

v

v

v

v eNeMF
jj −+=                                      (A.10) 

And because it must have the exponential form described above it reduces to 

φm
m

v

v eFF
j=                                             (A.11) 

All cylindrical structures are by default periodic with period 2π thus vm should be an 

integer [2 p.119] so that the solution satisfies 

 )2,(
~

),(
~ πφρφρ m

scsc v±Φ=Φ                                 (A.12) 

By replacing (A.9) and (A.8) to (A.7), it becomes 
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0
''' 222
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Or 
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This is the Bessel equation and the solution will have the form [3 p. 119] 

)()()( 00 ρρρ kYDkJCR
mmmm vvvv +=

                       (A.15) 

or 

)()()( 0

)2(

0

)1( ρρρ kHDkHCR
mmmm vvvv +=                        (A.16) 

where Jvm and Yvm represent the Bessel and the modified Bessel functions of order vm 

respectively and )1(

mv
H , )2(

mv
H the Hankel functions of the first and the second kind 

respectively. Equation (A.1) is solved for the area surrounding the cylinder, where the 

scattered field will travel from the cylinder to infinity. So there will be travelling 

waves in the free space and the solution that describes travelling waves is (A.16) [3 

p.120 ]. Moreover these travelling waves, since they represent the scattered field will 

have direction towards +ρ  travel, so the solution will require only the second order 

Hankel [3 p.  121]. 

Thus 
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So the solution will be: 
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 This is a particular solution. The general solution will be a summation for all 

values of  vm. So it will be 

∑
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=Φ
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m

mm

v

v

vv

sc ekHA
φρφρ j

0

)2( )(),(
~

                          (A.20) 

 Use of (A.20) is made in the main text where the modal nonreflecting 

boundary condition is derived and applied to finite element simulations. 
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Appendix B 

First order absorbing boundary condition derivation 

 

 This appendix shows how the first order boundary condition [1,2] can be 

derived from the scattered field pattern. As shown in [3] the scattered field from a 

cylindrical structure is given by  
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By replacing the Hankel function of the second kind with its large argument 

approximation of [3 p. 935] 
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Equation (B.1) becomes for ∞→ρ0k              
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The derivative of the scattered field with respect to the radius ρ will be 
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It is 
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So (B.4) becomes 

( )[ ]∑
∞

−∞=

−−−








−−≈

∂
Φ∂

m

mm

m

v

vvk

v

sc

ee
k

kA
φππρ

ρπρρ
φρ j4/2/j

0

0
0

2
j

2

1),(
~

               (B.6) 



 146 

Or 
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and finally 
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which is the first order absorbing boundary condition. 
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Appendix C 

Matrices entries 

 

 This appendix shows the final form of the matrices used in Chapters 2 and 4 

after the 5-point Gaussian quadrature formula is applied. As shown in (2.29) the 

global matrix equation for the scattered field formulation is 
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And for the total field formulation (4.19) 
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The entries of the surface elemental matrices that constitute [S
Ω
] and [T

Ω
] are [1 

pp.288-289] 
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where eΩ is the surface area region of each curvilinear surface element and det(J) is 

the determinant of the Jacobian matrix J. The superscript ‘T’ denotes the transpose 

and ‘−T’ the inverse transpose. The Jacobian matrix J, its inverse J−1 and the operator 

Duv are defined as, [1 p.280 and p.289], 
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The determinant of the Jacobian matrix is evaluated, for a given element, by making 

use of equation (2.25). Note that a unique relation between the x-y and u-v coordinate 

systems must exist i.e. the elements must not be much distorted.  

The entries of the surface elemental matrices that constitute [Sp
Ω
] and [Tq

Ω
] for the 

total field formulation will be related with [S
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] and [T
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] with 
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where pr
e
 and qr

e
 denote the values of the elemental p and q parameters. 

In this work the integrations of (C.3), (C.4), (2.32), (2.33) and (4.21) are evaluated 

numerically with the use of a 5-point Gaussian quadrature formula [1 pp.290-291] as 

follows 
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The Gaussian quadrature weights wξ,η and points uξ,η are tabulated in [1 p.292]. After 

the values of the above matrices are calculated are then appropriately assembled to the 

global matrix (C.1) or (C.2). 
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Appendix D 

Limits of functions Un and Gn 

 

Firstly the asymptotic value of )(sU n (3.8) as 0→s will be found. It is 
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 For 0>n  the small argument approximation is [1 p.375] 
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In this case n is integer so Gamma function will be  
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For 0=n  the small argument approximation is [1 p.375] 

)ln()(0 ssK −≈                                                        (D.6) 



 151 



















+
−








Γ
−+=

−

→→
0

)ln(

2

1
)1(

2

1

2

1
lim))((lim

1

0
0

0 s

s

sssU
ss

                                    (D.7) 









++=

→→ )ln(

1

2

1
lim))((lim

0
0

0 s
ssU

ss
                                              (D.8) 

And because 

0))ln(/1(lim
0

=
→

s
s

   since   −∞=
→

))(ln(lim
0

s
s

                                  (D.9) 

2

1
))((lim 0

0
=

→
sU

s
                                                  (D.10) 

Again from [1 p.375] it is 
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and because for 0>n  it is nn =  and for 0=n  it is 0=n , it can be said that for 

every n it is 
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Now the large argument approximation of Un(s) will be found. 

From [2 p. 937], for ∞→s  it is 
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The limits for the nG coefficients (2.24) can be found in a similar way.  From [1 

p.360], for 00 →ρk it is 
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Firstly when 0>n  
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Equation (D.23) will become 
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And finally 
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Now when 0=n  from [1], for 00 →ρk it is 
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And when 0<n  from [1 p.358] equation 9.1.6 it is 
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And by taking the derivative of (D.32) over ρ  
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Therefore it is 
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One important conclusion from (D.34) which is used in the main text is that 
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By combining (D.26),(D.31) and (D.34) we can say that for every n it is 
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The large argument approximation for the Hankel function of the second kind is [2 

p.606] 
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Thus it will be 
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So the large argument approximation of Gn will be 
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Appendix E 

Mathematical details of periodic formulations 

 

 This appendix includes the mathematical details regarding the periodic FEFD-

MNRBC and FETD-MNRBC formulations. 

 The orders of the incident (v0) and scattered (vm) field harmonics are 

connected with (5.4) 

00

2
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Τ
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φ

π
, K,2,1,00 ±±=m          (E.1) 

This is obtained from the cylindrical periodic condition. This is (5.3) 
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By applying (E.2) to any order of the scattered field (5.2) it is obtained 
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So it will be: 
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And finally: 
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2
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Where .....2,1,00 ±±=m  
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 The next point of interest is the limit values for 0m that can be used in practice. 

In this work it is used 

1515 0 ≤≤− v                                                 (E.8) 

and 
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It is: 
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By adding (E.10) and (E.11) it is obtained that: 
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Similarly  

15−≥mv or 15
2

00 −≥+
Τ

vm
φ

π
 or 15

2
00 ≤−

Τ
− vm

φ

π
                     (E.14) 

150 ≤v                                                             (E.15) 

By adding (E.14) and (E.15) the result is that: 

30
2

0 ≤Τ
− m

φ

π
                                                        (E.16) 

Or 
π

φT
m

15
0 −≥                                                          (E.17) 

So finally  
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 The next point that will be described here is the application of Fourier 

Transform to (5.27) in order to obtain (5.28). Equation (5.27) in terms of time can be 

expressed as 
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The Fourier transform properties needed are: 
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     ( ) 2121 XXxxFT ∗=⋅                                                 (E.24)           

And the property of convolution of Dirac function needed 
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Now it is 
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And 
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The convolution of (E.26) with (E.27) will be simple since (E.26) has only Dirac 

functions so 
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Now if the amplitude 
0Φ and time delay 

c

x
tq −∆0  of (E.19) are taken into account, 

the final FT of (E.19) can be obtained from (E.28), which is                     
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And thus the final form of (5.28) is obtained 
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 The last part of this appendix demonstrates the accuracy of the VF 

approximation of the 
0
'
~

vF  coefficients which are described by (5.37). The derivative 

of the incident field in time domain of (5.27) in terms of time will be  
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      In frequency domain it will be the derivative of (5.28) which is           
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(E.32)            

Each one of the derivatives of the incident field components will be described by 

(5.36) and (5.39) in frequency and time domain respectively. The field of (E.31) can 

be expressed as 
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The comparison procedure is depicted in Fig. E.1 

 

 

 

 

 

 

 

 

 

 

Fig. E.1 Decomposition of the derivative of the incident field harmonics 

 

The relation between equations and steps in Fig. E.1 are: 1. (E.19); 2. (5.28); 3. (5.30); 

4. (5.35); 5. VF approximation of (5.35); 6. (5.39); 7. (E.33) and 8. (E.31). In Figs E.2 

and E.3 the comparisons for 00 =v and 150 =v  can be seen. With regard to Fig. E.1, 

the comparison between steps 4 and 5 along with absolute error between them and the 

depiction of the field in step 6 can be seen. In Fig. E.4 the comparison for the 

derivative of the incident field in frequency domain is shown. In this figure (E.32) is 

compared with the summation of step 5 for all harmonics. In Fig. E.5 the time domain 

comparison for the whole incident field is shown. The comparison is held between 

steps 7 and 8. In both cases the absolute error is demonstrated next to the comparisons.  
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(a)      (b)  

 

(c) 

Fig. E.2 For 00 =v (a) frequency domain comparison (b) absolute error (c) time domain function 
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(a)      (b) 

 

(c) 

Fig. E.3 For 150 =v (a) frequency domain comparison (b) absolute error (c) time domain function 

  

(a)      (b) 

Fig. E.4 (a) Frequency domain comparison (b) absolute error 
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(a)      (b) 

Fig. E.5 (a) Time domain comparison (b) absolute error 

 

 The VECTFIT (version 1) input parameters are 4000 samples, fmax = 6GHz, 

N = 30 poles, asymflag=1. Moreover for the demonstrated comparisons it is 1)(

0 =Φ t , 

0=φ  and 1=ρ . The pulse characteristics and the timestep are 150=W , 7000 =q  

and pst 40=∆  
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Appendix F 

Effect of time delay to the Vector Fitting approximation of 

the incident field components  

 

 This appendix investigates the effect of the time delay q0∆t of the incident 

pulse to the VF approximation of the pulse and its derivatives. The incident field 

harmonics are described by (5.30). 

 The VECTFIT (version 1) input parameters for the partial fraction expansion 

of (5.32) are 4000 samples, fmax = 6GHz, N = 30 poles, asymflag=1. Moreover for the 

demonstrated comparison it is 1)(

0 =Φ t , 0=φ  and 1=ρ . The pulse width and the 

timestep are 150=W  and pst 40=∆ . Now the experimentation for different values 

of delay (a) 7000 =q , (b) 10000 =q , (c) 15000 =q  and (d) 20000 =q  timesteps will 

be shown. In Figs. F.1-F.4 the VF results for these four delays respectively are 

depicted. In all figures the frequency domain and time domain comparison for the 

whole incident field and the absolute error are shown. For the frequency domain 

comparison (5.28) was used as the reference solution and the VF approximated 

summation of (5.29) was investigated. For the time domain comparison (5.27) was 

used as a reference and (5.34) was investigated.  

 As can be seen for the first two cases the results are comparable but then they 

become worse. It is worth investigating whether the results would improve if the time 

delay was considered to be zero ( 00 =q ) and the time domain functions were shifted 

to introduce the desired delay (e.g. by 700 timesteps). In Fig. F.5 the same frequency 

and time domain comparisons as in the previous figures for 00 =q  are shown. As can 
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be seen, the fact that the function used is not causal had a negative effect on the VF 

approximation. In Fig F.7 the frequency domain comparison of the incident orders 0, 

5, 10, 15 is depicted.  

 

(a)     (b) 

   

(c)     (d) 

Fig. F.1. Delay 700 timesteps (a) frequency domain comparison (b) frequency domain error 

(c) time domain comparison (d) time domain error 
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(a)     (b) 

   

(c)     (d) 

Fig. F.2. Delay 1000 timesteps (a) frequency domain comparison (b) frequency domain error 

(c) time domain comparison (d) time domain error 
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(a)      (b) 

  

(c)      (d) 

Fig. F.3. Delay 1500 timesteps (a) frequency domain comparison (b) frequency domain error 

(c) time domain comparison (d) time domain error 

 

 

(a)      (b) 
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(c)      (d) 

Fig. F.4. Delay 2000 timesteps (a) frequency domain comparison (b) frequency domain error 

(c) time domain comparison (d) time domain error 

 

(a)      (b) 

  

(c)      (d) 

Fig. F.5. Delay 0 timesteps (a) frequency domain comparison (b) frequency domain error 

(c) time domain comparison (d) time domain error 
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(a)      (b) 

 

(c)      (d) 

Fig. F.6. Delay 0 timesteps (a) v0=0 (b) v0=5 (c) v0=10 (d) v0=15 

  

(a)      (b) 

Fig. F.7. Time domain shifting by 700 timesteps (a) time domain comparison (b) error 
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(a)      (b) 

  

(c)      (d) 

Fig. F.8. Delay 0 timesteps, kill=0 (a) frequency domain comparison (b) frequency domain error 

(c) time domain comparison (d) time domain error 

 

 Now if one tried to shift the time domain function by 700 timesteps, the result 

of Fig. F.7 would be obtained. The last thing considered is to change the VF 

parameter kill from 2 to 0 and thus include unstable poles in the approximation. The 

result is depicted in Figs. F.8 and F.9. Apparently the unstable poles improve the 

frequency domain accuracy in this case but are not useful for time domain work. 
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(a)      (b) 

 

(c)      (d) 

Fig. F.9. Delay 0 timesteps, kill=0 (a) v0=0 (b) v0=5 (c) v0=10 (d) v0=15 
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