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SUMMARY 

Recent advances in the thpory of evolutionary spectral 

of time-varvin, ) ý; ystems has lei] to a resurgencf- in the popul; jr1ty of 

frequency domain analysis techniques. Policies for adaptive control 

of time-varying systems I)a,, e(-i on state-sp--ice wid L. i; )ponov t-, ýchniques 

require an accuratp measurement of thr., system pha-, e v; iri; jhles. Under 

inherently noi-, y conditions, access to the cninplote systern Aate 

seldom possible, and frequency domain analy-,! -, requirinq onl/ input/ 

output measurements has an obvious appeal. The sampling properties 

of short-term spectral estimates are of central importance both in 

system tracking and in choosing suitable control policies. 

Goodman (1957) developed some of the sampling properties 

associated with spectral estimates of complex bivariate Gaussian 

processes. Akaike (1962-66) extended Goodman's results to multi 

input/output linear systems with 'Gaussian input forcing functions. 

Both these authors considered the case where the data sequences were 

stationary. 

This thesis reviews and extends thp research of these two 

authors with respect to single input/output linear sy; te,, ns. 

It is shown that the sampling distributions associated with 

spectral estimates of stationary open-loon ; ystems are approxima, tely 

valid for a restricted class of non-stitionary systems. Two examples 

of non-stationary systems are investigated and an. adaptivp control 

technique using input compensation in the frequency domain is 

developed on a hydraulic fatigue loiding rig. It is shown that 

statistical tests developed earlier can succeý-), ý, fljlly identify (q, -Jem 
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variations when estimates are measured in a noi-:: )y environment. 

The sampling distributions associ-ited with spectral estimatos 

of closed-loop systems are developed anti the rosul t.,, ) are applied to 

the modelling and tracking of the human operator r(? sponcc- in a trackinq 

task situation, for various input signals. 

With regard to future research, it remains to extend the results 

for closed-loop systems to the tim-e-varying multi input/output 

case. In its full complexity this problem remains intractableg but 

by considering uncorrelated ý': )aussian inputs it reduces to determininq 

the distributions associated with multi-variate complex Gaussian 

sequences, 
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CHAPTER I 

IN FRODUCT IM 

Spectral techniques have been widely used in the analysis of 

stochastic processes. However, due-to physical limitation-, regarding 

data acquisitiong all such estimates are subject to random and bias 

errors accountable to short-terfn estimation in a noisy environment. 

To reduce these errorst estimates are usually averaged over a period 

of time: this requires the data to be stationary. Strict stationarity 

is seldom realised and hence averaging over time can produce bias 

errors. In 1965, Priestley introduced the concept of evolutionary 

spectral analysis and further work by Tong (1972) has developed this 

concept to include bivariate oscillatory processes. The physical 

interpretation is preserved in that we now consider energy distrib- 

utions in the frequency domain which are local in nature. In estimating 

such distributionsg we are confronted by what has been termed the 

frequency /time domain uncertainty principle. It is impossible to 

estimate the frequency content of a signal exactly from a finite 

time record of a random process. There is a trade-off between 

frequency resolution and record duration. In stationary situations 

it is often possible to choose the record length so that bias errors 

due to finite frequency resolution are acceptable. By averaging 

over many such record lengths, the random error may then he reduced. 

In time-varying situations, the physical nature of the variation oftpn 

determines the record length regardless of the frequency content of 

the signal. Estimates can no longer be smoothed over time to reduce 

random error. Thus, even though estimates may be unbiased, it may be 
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impossible to detect small variations in f. irnp, clue to the underlying 

distribution associated with thp random eri-or. 'iven when chanqes are 

detected, they are only siqnific. int in the :, tatisticil sense if 

the prob-ibility of obtaining sucii variations is unlikely given the 

parent distribution. 

Adaptive stochastic control based on noisy system estimates is 

a relatively recent area of research. Criteria for optimal control 

can only be stated in the expected sense and often stability cannot 

be guaranteed. Current research has favoured the use of State-space 

methods using Liaponov functions to give stability. Recent extensions 

of spectral analysis to time-varying systems may lead to a resurgence 

in the use of frequency domain techniques. Clearly a knowledge of the 

sampling distributions associated with short-term spectral estimates 

is a prerequisite. 

In the study of the distributions of short-term spectral estimates, 

much attention has been given to bivariate Gaussian proces,; es. The 

reason for this is threefold. Firstly, the distributions derived from 

bivariate complex Gaussian systems can be determined analyticallyg 

using well-known statistical function theory, and yield reasonably 

simple results. Secondly, short-term Fourier estimates obtained from 

random non-Gaussian sequences arethemselves often approximately 

GauF, sian: this result may be predicted using the central-limit 

theorem. Thirdlyq the resulting variance terms are often conservative 

in nature, the true distribution being more compact about the mean 

va lue. 

In Chapter 2 some previous results of Goodman and Akaike ire 

rephrased in terms of the parameters of an open-loop linear system 
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subject to noise. Some extensions to the results of these authors 

are derived and a simple stationarity test is included for estimatFs of 

the frequency response function. A brief consideration of the time- 

varying case shows that the distributions derived for stationary systems 

may be simply modified (by introducing time-varying mean and variance 

terms) to include slowly-varying processes, without serious loss of 

accuracy, 

In Chapter 3 attention is drawn to the closed-loop stationary 

situation where there is noise both in the forward and feedback paths. 

The distributions associated with estimates of the forward loop 

frequency response and feedback loop frequency response functions 

are derived, and simulation results are presented. It is shown that 

the distribution of open-loop frequency response estimates is a part- 

icular case of the closed-loop distribution. An extension of the 

open-loop stationarity test to test for overall stationarity in the 

closed-loop case is included. 

A major criticism of distribution theory as presented for short- 

term spectral estimation is that it is seldom used for more than 

a theoretical consideration of errors. As has been mentioned however 

the distribution of spectral estimates plays a central role in determin- 

ing time-varying characteristics. Chapters 4,5 and 6 examine three 

practical applications of some of the results of Chapters 2 and 3. 

The subjects chosen are research topics in their own right. apters Ch 

4 and 5 give examples of two forms of time-varying open-loop systemF,, 

while Chapter 6 examines a time-dependent closed-loop situation. 

In Chapter 4 we consider the identification of step chanqes in 

open-loop system parameters with specific reference to speech. Each 
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phoneme is considered as an approximately stationary event with step 

changes at the boundaries. Such an assumption can only be partially 

justified, but it is shown that the vowel phonemes can be success- 

fully identified using a throat microphone to access the input to 

the vocal tract and a crystal microphone to monitor the speech output. 

Application of statistical sectioning of speech to the production of 

compressed speech is included to show that the techniques can be 

extended to non-vowel sounds. 

In Chapter 5 we consider the problem of identifying small 

parameter variations in a noisy environment. The identification of 

the onset of fatigue crackinq in steel and aluminium rods is a good 

example of such a process. It is well known that little visible 

change in response can be detected during fatigue, and current methods 

of crack detection involve halting the test and removing the specimen. 

In addition to the identification of fatigue, it is shown how 

short-term spectral estimation can be used to control a potentially I 

time-varying system, using input compensation techniques. 'the method 

is applied to the control of a servo-hydraulic fatigue rig. Lastly, 

a method of producing signals with specified statistics is presented. 

The three topics together represent a unified approach to fatigue 

testingg taking into consideration the generation of the loading 

signal, the control of the fatigue rig, and the identification of 

the onset of failure. 

Chapters 4 and 5 are concerned with open-loop systerins. In 

Chapter 6 we consider the human operator in a tracking task 

environment as -ýn example of a closed-loop time-varying system. 
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It is shown how a stationary linear model of the operator for 

st, itionary input dynamics can be justified in terms of the distrib- 

utions derived in Chapter 3. Variations in the model parameters for 

step changes in the input dynamics are tracked and by use of a 

stationarity test for closed-loop systems, it is shown that these 

variations are due to actual changes in the operator's mode of 

response, rather than short-term measurement errors. Comparisons 

are made for different forms of audio and visual displays. Appendix A 

to Chapter 6 reports some preliminary findings on the comparison 

of displays. 
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CHAPTER 2. 

SPECTRAL ANALYSIS OF OPEN-LOOP SYSTEMS 

LIST OF SYMBOLS USED 

X(t) i system input signal normally distributed with 

variance Gx 
2 (t). The dependence on t is sometimes 

dropped for stationary systems. 

Y(t) system output signal, normally distributed with 

variance Cjy2(t) 

n(t) A Gaussian noise input contaminating y(t). Variance 

Cy n2 (t). 

(All these inputs have zero mean levels) 

Xt(i) the ith sample of x(t) in a block of N samples 

(similarly for yt(i) 

h( tj the time-dependent system impulse response. For 

stationary systems the dependence on t is dropped. 

H(z, u) the Fourier transform of h(t, T) with respect to t, T 

ý XX(t9w) : the time-dependent power spectrum density of x(t). 

Time dependence is dropped for stationary systems 

XY(t, w) the time-dependent cross-power spectrum density between 

x(t) and y(t) 

yy 
(tpw) the time-dependent output spectrum density of y(t) 

nn 
(t, w) the time-dependent noise spectrum density of n(t) 

X(tqw) the time-dependent input signal generation source 

X(W) the Fourier transform of x(t) 

Y(W) the Fourier transform of y(t) 
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N(w) : the Fourier transform of n(t) 

Ni the number of independent samples per time block. Used 

as a parameter in the discrete transform. 

fs t the sampling frequency for x(t), y(t) 

T 3(= N/fs) t block time period, or in the continuous 

case, period of measurement over which spectral 

estimates are to be calculated. 

L (t) Ia weighting function by which x(t), y(t) are mult- 

iplied before the Fourier transform is carried out 

L(u) : the Fourier transform of L(t) 

L(i) a the i th 
weight by which xt(i), yt(i) must be 

multiplied before estimating their discrete Fourier 

transform 

WO 2 the effective bandwidth of the filter L(u), when L(t) 

is just the rectangular window over a period T, 

wo =2 iT/T 

X(kwo) the complex Fourier coefficient of L(i). x t(i) 

(i = 1, N) at frequency kwO 
.0ýk! 

ý N/2. 

Y(kwo) t the complex Fourier coefficient of L(i). yt(i) 

at frequency kwo 

N(kwo) the complex Fourier coefficient of L(i). nt(i) 

A the estimate of a variable A obtained over an interval 

tEl 

A the average value of A taken over L independent 

estimates A. 
*A 

ýxx(kw 0 X(kw 
0 

), X(kw 0) denotes complex conjugate. 
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The estim te of the power in ýxx(w) over a frequency 

range kwo t wo/2. Note that toobtain the estimate 

of the power spectral density functiong ýxx(kwo) 

must be normalised by the factor l1wOq the band- 

^^(kwo) 
nn 

width of L(u). Similar relationships describe 

ýxy(kwo)q ýyy(kwo)q ýnn(kw 0). 

the best obtainable estimate of ý 
nn 

(kwo) the noise 

spectrum, allowing for the fact that the noise is 

measured indirectly. ýnn(kwo) is the estimate of 

the noise spectrum obtained if we can measure the 

noise source directly. 

N( 11 1 (j2) 

Sx 2(t) 
: Gaussian distribution with mean pand varinace CF2 

half the power in ýxx(t, w) over the frequency band 

W, + wo/2. The dependence of Sx 2 
upon wl is omitted 

and the dependence on t is dropped in the stationary 

ca se. 

Sn2(t) : half the power in ýnn(t9w) over the frequency band 

w, + wo/2 

SY2(t) half the power in ýyy(t, w) over the frequency band 

wI+ wo/2 

,A imaginary part of A 

RA: real part of A, A complex 

PA(A) : the probability distribution associated with a 

variable A 

PA(AtB) : the conditional probabiltiy distribution of a variable 
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A given B 

fA(w) : characteristic function Of PA(A) 

mean value of A 
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1) INTRODUCTION 

This chapter outlines spectral techniques used in the analysis 

of linear open-loop systems (see Figure 1). It is shown that error 

analysis results as determined when the system is stationary are also 

approximately applicable to certain time-varying cases. Section 

defines the system parameters and briefly describes time domain 

windowing, time domain smoothing and frequency smoothing. Section 3 

investigates the bias terms encountered in short-term spectral estimates 

(for stationary systems) and shows that by a suitable choice of sampling 

frequency and frequency resolution, these terms can be suppressed, leaving 

random error as the major source of inaccuracy. Random errors are 

discussed in Sections 4,5 and 7. 

Fourier techniques have been used in time-varying situations for 

speech analysis (see references, Chapter 2, and Chapter 4) and in the 

analysis of non-stationary spacecraft vibration data (reference 24). 

Page ( 1950) f irst introduced the concept of instantaneous power spectra 

and since then Priestley, Tong and Subba-Rao have extended the classical 

Wiener-Kolmogorov theory to include non-stationary bivariate oscillatory 

systems. Section 6 shows how under restricted conditions the classical 

error analysis for complex bivariate Gaussian systems can be extended 

to include non-stationary data. The Gaussian case is chosen for two reasons: 

firstly the distribution of any variable formed from a linear transform- 

ation involving N independent variables will tend to the Gaussian 

distribution for large N. Thus the discrete Fourier coefficients formed 

fro ma linear transformation of N time sample points will be approximately 
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normally distributed. Secondlyý frequency domain techniques are often 

used for system identification when the system input signals are 

band-limited white noise. Under these conditions the distribution of 

short-term discrete Fourier coefficients of the system input and out- 

put will be approximately Gaussian even when the original signals were 

non-Gaussian. A typical example is studied in Section 

The technique of overlapping time blocks to obtain better track- 

ing characteristics has been used for speech analysis. The advantage 

of this form of analysis is that it presents better interpolation of 

the system parameters between adjacent block time periods. Section 7 

develops some statistics for overlapped auto-spectral estimates. 

Lastly, Section 8 presents simulation results verifying some of the stat- 

istics derived in Sections 415 and 7. An example of a time-varying 

second-order system is studied and it is shown that under restricted 

conditions the coherency between input and output is approximately 

time-invariant. This result justifies the application of the error 

analysis results to time-varying systems in Chapters 4 and 5 and 

demonstrates that some simple extensions of stationary error analysis 

to the time-varying situation are not unreasonable. 
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CHOICE OF PARAMETERS IN THE ANALYSIS OF LINEAR OPEN-LOOP SYSTEMS 

n(t)l N(w) 

Gaussian Input 

x(t) 
J -(W) 

Sampler 

Gaussian 
Noise Source 

Y 
H(z, u) Y(w) 

Ti me-varying Sampler Gaussian 

System 
Output 

FIGURE Ii SHOWS THE OPEN-LOOP SYSTEM CONFIGURATION 

In Figure 1 x(t), n(t) are uncorrelated Gaussian random processes 

where the variable t may be considered as time. For the cases examined 

in this chapter x(t) and n(t) are considered real variables but they 

may be complex. 

X(t) ) 

n(t) ) 

0, cy x2 ) 

09 cfn 
2) 

when the processes x(t), n(t) are 'stationary' 

E( x(t),, x(t-T 
)) Cxx (T) 

n(t), n(t-T )) Cnn (T ) 

where Cxx (T),, Cnn (T ) are not functions of t. (E =- expectation 

operator). 

In short-term spectral analysis we are concerned with a realisation 

of x(t), ) y(t) (the two signals available) over a period t, ý<, t <ý, t 2* 

This realisation may take the form of continuous measurement or 

sampling at discrete intervals in t. Section 3 derives the expected 
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values for stationary systems from continuous measurement over t. The 

translation of results obtained to the discrete case is in general 

straight forward. Section 4 discusses random errors encountered in 

sampled data systems, as in practice the discrete fast Fourier trans- 

form is used to form spectral estimates of ýxx(w), ýxy(w) etc* 

Section 6 reverts to the continuous case to encompass the time-varying 

situation. Thus in general results are presented in whichever domain 

provides the simplest form and the domain in which the results might 

most commonly be applied. 

The system h( -r) is a continuous function in T such that 

jh(T) I< oo andtendsto zeroaST--P oo. Also h(T )=Ofor 

-r <0 and is not a function of x(t), n(t), y(t). The Fourier trans- 

forms of x(t), h(T ) are given byt 

00 
X(W) 

f- 

00 
x(t). exp(-jwt) dt **9*&o2.1 

00 

00 
h( exp (-jWT ) dT 2.2 

where X(w), H(w) are in general complex functions in w (w is equated 

with f requency) . 
In genera 1J X(w) 191 H(w) I 

---- 0asIwI --* 

For y(t) to remain finite we let: 

W+ a 

W-3 
I H(w) I dw <>0 

Similar transform expressions can be written for N(w), Y(w) 

with identical conditions imposed on the finite magnitudes of these as 

funtions in w. 

Short-term estimates of X(w), Y(w) over the interval tl<, tý t2 

(t2 - ti = T9 t=0 at ( tl+t2/ 2) will in general be biased due to 

(Eqn 2.1 is only defined if the integral of Ix( t) 12 is f inite. In practise this is true 

cis we consider a finite time interval ) 

4 
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finite frequency resolution (wo = 270 and contain random errors due 
T 

to sýort-term cross-correlation between x(t) and n(t). In the case 

where x(t), y(t) are sampled on the time interval T at a frequency 

fs N/T) the Fourier transforms X(w)9 Y(w) become discrete Fourier 

series of the formt 
N-1 

X(kwo) 
i=O 

L(i), xt(i) exp(j 
N 

EN-1 
)0 <k< N/29 w02 iT /T 

where 1 (the time domain window) 
i=O 

X( (N/2 + k). w 0)= X* ( (N/2 - k). w 0) 

for k= 09 11 2.... N/2 -I 

and I(X(O) I(X( N. wO/2 0 

* denotes the complex conjugate. 

Thus for short-term estimates, when x(t), y(t) are continuous 

functions in t, we choose T,, ihe measurement period; BTý the frequency 

resolution; and the shape of the filter with bandwidth BT* In the 

sampled data case we choose fs, the sampling frequency; N, the number 

of samples per block; L(i), the time domain weighting function; and 

the desired smoothing of estimates in the frequency domain to reduce 

random errors. We note that T= N/fs and there is an equivalence 

between BT and the filter shape in the continuous casesand the choice 

of L(i) and the frequency domain smoothing in the discrete case. In 

general the choices are made to satisfy the following criteria: - 

T sufficiently long such that I/T9 the frequency resolution, is 

substantially narrower than any spectral peak encountered in X(w), Y(w). 

This ensures that bias errors are redu-ced. 
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fs this must be chosen such that fs >2. fmaxý where fmax is 

chosen such that components in X(w), Y(w) above this frequency can 

be neglected. 

L(i), (i = 0, N- 1) and frequency domain smoothing these are 

chosen to optimise the filter characteristics in terms of side-band 

leakage and effective bandwidth without introducing unwanted bias 

in the final estimate. The form taken by any frequency smoothing is 

also dependent on the initial choice of T. 

2(ii) DATA SMOOTHING IN THE FREQUENC, ý AND TIME DOMAINS 

a) Time Domain Windows 

The short-term estimate X(w) obtained from a realisation of x(t), 

t C-- T, ) can be viewed as the Fourier transform of a process x(t). L(t) 

where L(t) =0 for t< tj. ) tý't2* Letting t1= -T/29 t2= T/2, we choose 

L(t) such thatt 
T/2 

IL(t)l dt and L (t) < 00 Vt 

-T/2 

Typical examples of such windows are the rectangular window 

(L(t) = 1/T t CT), the triangular window decaýing to zero as It I--). T/2, j 

the Hanning and Hamming cosine bell windows. Each window L(t) has 

associated with it a frequency window L(u): 

X(W) X(w - U) L(u) 00a0&*0 lip 00*000*2.3 

where * denotes convolution. 

Ideally L(u) should be rectangular with no sidebands and zero 

phase shift Id u. For L(u) to be real, L(t) must be an even funetion 

in t (this is not necessarily a restriction, but convoluting X(w) 

with a complex function leads to a complicated relationship between 
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X(w) and X(w). For L(u) to be exactly rectangular the function L(t) 

is non-zero as t becomes large (in fact L(t) is of the form sin (xt/ Ott 

and T must be large to achieve an approximately rectangular window. ) 

Thus all time weighting functions compromise between the time 

period T becoming large and the frequency window L(u) containing 

significant sidebands. In general, L(u) is chosen so that sidebands 

are minimised while, the bandwidth of the central peak about (u =0) 

is sufficiently narrow not to introduce bias errors in X(w) due to 

narrow peaks in ýxx(w); and similarly for Y(w). In many real-time 

estimation problems the presence of noise in the output y(t) is a far 

more serious restriction limiting the accuracy of estimates of H(w) 

than errors due to sideband leakage in the frequency window L(u)* 

Wellstead (1971) and Blackman and Tukey (1959) have described the ad- 

vantages of different time data windows in detail. 

The ef f ective bandwidth of the rectangular windowq w09 is 27T /T. 

If the Hanning window is used, the bandwidth L(u) increases as the 

proportion of time data 'Hanned' increases. In the discrete case 

where estimates of X(kwO)j Y(kwo) are evaluated at frequency intervals 

of 2Tr/Ir'I Tukey has shown that adjacent estimates are essentially 

independent when L(i) is the rectangular window (i. e. L(i) = I/N), 

but that these points become correlated when a Hanning window is 

used. The error analysis in Sections 3 and 4 assumes the use of 

a rectangular data window. 

b) Frequency Domain Smoothing 

When x(t) and y(t) are sampled data sequencesq blocks of N 

sample points are used to find X(kwo)g Y(kw 
00<k, 

<, N/2. To reduce 

random errorsq the spectral estimates are computed from many such 
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blocks. The usual parameters of interest are: 

0) =IE. 
L^iLA* PN ýxx(kw ýxx (kwo) = 1, EXi (kw 

0xi 
(kwo) 2.4(a) 

LL i=l 

L^i 

yy 
(kw 

0 yy 
(kw 

0) L 

fii=l 
co*9o*9oooo*9oo 2o4(b) 

LAA 

ýxy(kw 
01 

X*i (kw 
0) 

Yi(kwo) 2.4(c) 
L 

H(kw 
0 

ýxy(kw 
0 

ýxx (kw 
0 

-2-2 Cxy (kw 
0)=1ý xy 

(kw 
0)1 

xx (kwo) 
yy 

(kwo) 

for wo= 27T/Tq 0 <, k< N/2. 

000000a000002.4(d) 

***o9eeooo***2.4(e) 

(* denotes the complex conjugate) 

Occasional other parameters used are estimates of the noise 

spectrumq ýn'nq and estimates of the signal-to-noise ratio. Note that 

these estimates must be normalised by a factor Ilwo to obtain the 

spectral density functions. 

Statistical accuracy is increased as L becomes large. This is 

termed smoothing the spectral estimates in time. An alternative is 

to let T (and hence N) become large - typically L times as long 

to achieve similar accuracy - and then to smooth the resulting 

spectral estimates over neighbouring frequency points. This method 

has the advantage of interpolating the spectral estimates over 

frequency without recourse to function fitting. However, the two 

methods are approximately identical as a means of gaining stat- 
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istical accuracy. The method of time-domain smoothing is perhaps 

computationally simpler as it is dealing with smaller blocks of data. 

Physical limitations on core-size available are often the limiting 

criteria for the computer 'programmer. 

3) BIAS ERRORS FOR STATIONARY SYSTEMS 

Let the short-term Fourier transform of x(t) be denoted bys 
co 

Xto(w) = Lto(t). x(t) exp (-jwt) dt f-00 

where Lto(t) = 1/Tq It - to I <, T/2 

and Lto(t) =o It - to I> T/2 

To find the expected value of the spectral estimates we take the mean 

over all to. Normalizing by the bandwidthq BT9 of L(u) to obtain the 

'density' function: 

ý xx (W) W) - X( 
BT 

Taking the expected value over all t: 

00 2 
E( ý 

xx 
(w» =i JL(u) 1 

.- X*(w-u) .. X(w-u) du ,9. gb 9.2.5 ýT 

f- 

Co 

Expanding X(w-u) as a truncated Taylor series about X(w) and ignoring 

terms in U3 and highers 

X(W-U) =X(w) - U. +u22 X(W) 

awTa Wýe 

Substituting in equation 2.51 

E( ýxx(w) )=I 
co 

ýxx(w) . 
JL(u) 12 du 

5rf-00 
I 

BT 

00 2ý 
XX(w) IU2. IL(u) 12 

. du + (h igher order terms in u 
4). if 

00 aw 2 
...... 2.6 
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Terms involving u IL(u) 2 integrate to zero as I L(u) is an even 

function in u. When L(t) 1/T for It - to I < T/2: 

L (u) sin(LT) AUT) 
2 

co 
and I L(u) 12. du 2Tr BT 

f 

co T 

the characteristic width of the filter L(u) specified by the half power 

points. Also: 

00 

-00 

u2,1 L(u) 1ý du = 87T =B 

Thus substituting back in equation 2.6: 

2,2 E( ý)cx(w) ýxx(w) + BT ýXxw 

Tr 2 
w2 

The bias term is a function of BT 20 As the filter bandwidth 

of L(u) --), 0. bias ( ýxx(w) ) -*0 as a function of BT 2oN 
ote that the 

result of equation 2.7 compares withs 

E( ýxx(w) ýxx(w) + BT 2 a2 ýxx(w) 2.8 

24 ýw 2 

as quoted by Bendat and Piersol when L(u) is the ideal rectangular 

bandpass filter. This would indicate that the choice of time data 

window does not greatly affect the bias term. 

Following a similar process we now derive the bias in the out- 

put spectrum density, (w), in terms of the input spectrum, the ýyy 

systemq and the noise spectrum. Again considering a time function 

y(t) multiplied by a rectangular window function L(t) (where L(t) 

is defined as before) 

00 

1 2. E(ý, 
yy 

(w) )Zf 
00 

1L (u) 
YY(w - u) du 
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ýYy (w - u) is expanded as a Taylor series about w and a bias term 

similar to that for ýxx(w) is obtained: 

E( 
yy 

(W) ýyy(w) + BT 22 ýYy(w) ....... 2.9 

Tr 
2 

ýw2 

where ýyy(w) =IH2 (W) I- ýxx(w) "- ýnn(w) 

(the terms involving ýxn(w) =0 as x(t) and n(t) are uncorrelated) 

Lastly we are interested in the expected value of the cross- 

spectrum densityq ýxy(w). Again approximating ýxy(w - u) by a 

three-term Taylor series expansion: 

E( 
xy 

(W) 
xy 

(w) + BT 2D2 ýXYW ....... 2.10 

IT 2 ýw2 

where ýxy(w) H(w) 
. ýxx(w) 

In the derivations of the expected values of ýYyw, ýXywý 

it has been assumed that T is sufficiently long for the transient 

effects of the filter to be negligible. (That is, h(T)--+ 0 for 

-u <, F- J, c << 1) In practice T can be chosen so that the bias terms 

involving BT2 are minimal. Under these conditions more serious sources 

of error are random errors due to short-.; term sampling. 

RANDOM ERRORS 

4(1) DISTRIBUTION OF AUTO-SPECTRAL ESTIMATES 

The previous section studied the case where x(t), y(t) are 

continuous random variables over a period tl-ý' t2 such that t2-tl=T. 

As the analysis programs implemented use a discrete Fourier transform 

algorithm taking blocks of sampled data, this section and Section 4 

develop the statistics of stationary open-loop linear systems in 

terms of the discrete transform. 
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N-1 
X(kw 01E xt(i). exp (-j 217 ki 

R i=O N 

where w0 2TT T N/f 
s T 

k< N/2. 

Y(kw 0) is defined in a similar way. 

Let each xt(i) be a sample from a parent population with a probability 

distribution function given by: 

p( Y, (t) )=N(0 
9(5x 

2 

where x(t) is band-limited white noise with zero mean and varianoe 

6X 
2- 

The restriction to zero mean only affects the D. C. component. 

Again a similar condition is applied to nt(i) and ytW. Goodman 

(1957) has shown that: 

p(X(kwo) )N (09 SX2) o 4D do o 2.11 
complex 

2 
p(N(kwo) )N (0, Sn ) 

complex 
*ooo*o9*o9&*eo2.12 

where Sx 2. Sn2 are the half powers in x(t), n(t) respectively in the 

frequency band kwo wo/2. The total power over the frequency band 

kwo +w2 is divided equally between the real and imaginary Fourier 
- 0/ 

coefficients at frequency kwoo Thus the variance term for 

Rx. Ix is given by ýxx(kwo). w0 and for Rn, In by 
nn 

(kw 
0 

). wO 
22 

It is assumed that bias errors have been reduced to negligible pro- 

portions by a suitable choice of T. 
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The dependence on frequency is now assumed except in cases of 

ambiguity. The sampling distributions are presented for a particular 

f requency kwo. For the 

ýxx RX2 

where Rx and Ix are the 

X(kw 
0 

Thus, referrin 

discrete transform: 

+Ix2 

independent real and imaginary parts of 

g to equation 2.11, 
. 
ýxx is Chi-square dis- 

tributed with 2 degrees of freedom wheret 
22 VAR 

xx 
2SX E( 

XX) 
2Sx 

If L such independent estimates are used to form ýxx 

the average valueg thens 

P( ýxx) 
L 

.( ýxx) 
L-1 

. exp. ( -L. ýxx 2Sx 2 

oo*2.13 
L 2L 2 sx (L) 

VAR 
xx 

2SX2/L E( ýxx 2. Sx2 

The distribution of the output auto-spectrum 
yy 

is likewise Chi- 

square distributed with 2L degrees of freedom. Note that to obtain 

a power spectrum density functiong ýxx must be normalised to the 

resolution bandwidth woo 

4 DISTRIBUTION OF CROSS-SPECTRAL ESTIMATES9 
xy 

The cross-spectrum function is given as: 

2.14 
xy 

For linear systems H, when the output is contaminated by a noise 

term N, we find that: 

y H. X +N0009o9o*2.15 

The relationship again assumes T to be much longer than the transient 

response time of the filter H. Substituting for Y in the equation 2.14: 
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ýXy H. 
XX 

+ 
xn Z. 16 

where in the short term is non-zero, When there is ýxn no noise 

in the system (Sn2 = 0) the distribution of ýxy is just a constant 

times a Chi-square as ýXx is Chi-square distributed with 2 degrees 

of freedom. However for Sn2 0 

Rxy Rx(RH Rx + Rn) + Ix(RH IX - In) .0a9oo o. 2.17(a) 

Ix - Rn) oo 
Ixy Rx(, H Rx + In) + Ix(, 

. 2o 17(b) H 

Both Rxy and Ixy are distributed in a similar manne r about 

RH 
. ýXx and IH4xx respectivelyo Thus a unified approach is given 

by studying the distribution of: 

z XR(H XR + Nd + XI(H XIN10 o. 2.18 

L2 
with TzH. Sx ....... o ao2.19 

Letting H =R H' IH in equation 2,18, we obtain expressions for Rxy 

and Ixy respectively. _Z is not normalised by the factor L to find 

the mean values. This is a trivial step, In equation 2. 189 XR9 

N R9 XI9 NI are mutually independent and each estimate zi is in- 

dependent of zj for i j. Considering the distributions of two 

+N it is seen that variables XR (H. X R+NR and XI (HoX they are I 

independent with identical distributions. Lett 

SH XR +NR 

2 t Xa H. SX 

and VtS 

V is a function of two variables so: 

00 

Pt(t) . PS( 'V/ t t) dt PV(V) 2.19 
00 RI 

1 2) 
, 11here Pt(t) N(O, /H. Sx 
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and Ps(s : t) N SX2 2) (H. 
o t, Sn 

Sn2 noise variance at frequency kw 
0 

Substituting for pt(t) and Ps(s)3 t in equation 2.19 and integratings 

22^2 
PV (V) H. Sx exp (H Sx V/ Sn--). 

Sn 

KO H. Sx (I 
+ H2 ýSX2 

2 
2.20 

-1 
1VI- 

Sn Sn7 

where K \)(x) is the modified Bessel function of order v and V is 

considered positive in the sense of H positive. 

Each z (equation 2.19) is the sum of two independent variables 

whose distribution is given by equation 2.20. Thus z is the sum 

of 2L such variables. Taking the Fourier transform of equation 2.20, 

the characteristic function fV(w) is given byt 

Ot Ot2( 1+ Ot2) ot2 - jw)2 f (w) 'ýF 0e9*e*2.21 

where ot H. Sx The characteristic function of Pz(z) is thus given by: 
Sn 

fz(w) Ot 
2L 

Ot2( 1+ a2) (12 _ jw)2 )L 
.... 2.22 

Taking the inverse transformt 

2L L 71 1ý) =( ot 2. 
Pz% OL exp 

2)ý 
v17T .r 

(L) 2(Y I+ ot 

ot 

o&2.23 

in the range - co z oo 

where r(L) Gamma integral (L-J)! 

Now reverting to Rxy and Txy we find, letting H=RH 

z L. Rxy Rxy 

and letting H=I 

z L. Ixy Ixy 

where Rxy and Ixy are the expected values of the real and imaginary 
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parts of ý 
xy. 

Taking the first and second moments of equation 2.23t 

L-1 2L 
Pz ot___ (L-I+i) ! LL+l-i) ! 

_ýL-J) 0 i=O L+j L+i 
2 (L-1) i! D 

L+I-i L+1-1 22 (D + ot + (D - ot 

(D 2 
ot 

4) L+2- i 

and 0002.24(a) 
L-1 2L 

VAR( z) ot (L-I+i) ! (L+J-_i) L-i) 
i=O L+ 1 L+i 

2 (L-1) iD 

(D + ot 
2) 

L+2-i 
+ (D ct 

2) 
L+2- 2 

24 L+2-i 

as***v*%*9a2.24(b) 

2 ý' where D ot + ot )2 

Although the expressions for the mean and variance as given 

above are cumbersome it is easily shown that if Ot >>I then: 

pz2L and VAR(-z) -* 4L 

The result is that expected of a Chi-square distribution with 2L 

degrees of freedom. (x becomes large as Sn 2 (the noise variance) 

tends to zero. In the limit equation 2.23 collapses to a Chi-square 

distribution as expected. 

4(iii) DISTRIBUTION OF FREQUENCY RESPONSE ESTIMATES, H 

In the absence of noise, and for short memory systemsq the 

frequency response can in theory be estimated extremely accuratelýj. 

In practice the accuracy of short-term estimates is limited by 

transient effects associated with the initial conditions. The use of 

a suitable time data window can minimise the effects of these 
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transients at the expense of loss of frequency resolution. In general 

the noise term is finite leading to non-zero short-term correlation errors 

between the input signal and the noise. 

Goodman (1957) and Akaike (1965) have derived the distribution 

associated with frequency response estimates of bivarlate complex 

Gaussian systems. An outline of the general approach is given here, 

rephrasing the distribution parameters in terms of those encountered 

in open-loop systems (Fiqure 1). This procedure is useful in that 

some interim results lead to a simple stationarity test for open- 

loop systems and some fundamental relationships are introduced 

which are used extensively in the next chapter on closed-loop systems. 

H= 

where again Y 

E 
H 

where $XX 

Now: p(Mx, 

ýxy ýxx H+ ýX, Tx 
xoo. 

2.25' 

H. X + N. Defining the error in qt 

ýxn ýxx m E' exp (i OE) 2.26 

2ZL 
MX 9 xn 

1 jMx. iMn. exp (i ( On- ex) ) 

ex) Mx 
. exp 

_( 
_ Mx2 / 2. Sx 2) 

21T - SX 
2 

0x00 

P( ex) 21T 

and similarly for p(Mn, 

9 27T 

On) substituting Sn2 for Sx2 i The above 

distribution is a transformation of the jointly normal distribution 

of Rxq Ix to Mx, Ox using: 

^(2^ 2) -1 ^ 
Rx + Ix ex tan Ox / Rx) 

We now consider the distribution of Mxn. exp 0 Oxn) given Mx. 

From the definition of ýxn above: 
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Mxn Mx. Mn Oxn 
n- Bx 

The Jacobian of the transformation is given by: 

J(Mxn, Oxn) 3Mxn DMxn 
I 

DMn 3 en 

aOxn 
Wn 

and p(Mxn, Oxn: Mx) 
f 2Tr 

o 

xn 
3ex 

P Mn, On 
( Mx 

MX 

Oxn + Ox) z Mx) 
A 'r. 

Integrating with respect to Oxt 
J(Mxn, exn) 

2/2. Sn 12. ̂2 
p(Mxn, Oxn 3 Mx) Mxn exp (-Mxn mx 

22 
27T. Sn 

. 
Mx 

Thus by specifying just the magnitude of X and not the phase, ýxn is 

a jointly normally distributed variable with independent real and 

imaginary parts. On averaging ýxyq ýxx over L independent 

estimates the distribution of ýxn is given by: 

p(Wxn, a xn : ý. xx) L- M-xn. exp (-Wxn 2. 
L/ 2- Sn 2 

. ýXx) 
2- 

2T Sn ýxx 

but EH ýxn / ýxx So: 

P(m E9 OE ýxx) L. ýxx. ME . exp ýE 2. ýxx .L/2. 
Sn2 

2 
2. jT. Sn 

aooo*9*e9as2.27 

This is the conditional distribution of errors in H given the 

input spectrum oxx. This is just the bivariate Gaussian dis- 

tribution with zero mean and variance (Sn 2L 
_ýXd. 00 

p(E H P(ME I OE 
fo 

P(ME9 OE 1 ýxx P( ýxx) d Oxx 

where p( Oxx ) is the Chi-square distribution with 2L degrees of 

freedom. Performing the integrations 
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P (M 
EEL, 

Sx 
ý 
ME 

2.29 

Sn 7T( 1+ Sx 2mE2) L+j 

-2 Sn 

Equation 2.28 shows that the error in the frequency response 

estimate is approximately independent of the system H. The variance 

of the estimate is a function of the ratio Sx 2 (the input signal 

power) to Sn2 (the noise power) and L, the number of independent 

estimates used. The distribution as presented differs from that of 

Jenkins and Akaike (see references 4,3) in that it is not a function 

of the sampled coherency estimate between input and output. 

Thus the distribution of a variable SN (estimates of Sx2 Sn2) 

is investigated in preference to that of coherency as this ratio 

has a more direct bearing on the variance of the frequency response 

estimate. 

4(iv) NOISE IN OPEN-LOCP SYSTEMS 

A conventional method of gaining information on the accuracy 

of the frequency response estimate is to calculate the coherency 

between x(t) and y(t). 

cxy 21ý2 

xx yy 

Again substituting for Y in terms of H. X and N: 

Cxy 21 

1+ 
-ýnn 

IH 1 2'. 
ýxx 

in the range 0< Cxy 2<1 

Howeverg when investigating the accuracy of H. we wish to know the 

value of SN ýxx / ýnd. The cohprency function does not 

give this. 
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The best obtainable estimate of 

- 
d., #\ 

2- ýnn 
yy -IqI. ýxx 

(n denotes the best estimate of n). 

ýnn is given by: 

*oov99o**o2.29 

Substituting for Y in equation 2.29: 

ýnn 
nn 

ýxn 129eo2.30. 

ýxx 

Adopting Akaike's 
(re f 6) 

d1stribution for sampled coherency to the 

case when the two signals are uncorrelatedt 

PCxn (ýxn) 2(L - 1). ýxn. (l - 
ýxn 2) L-2 

a*oo cp 2.31 

where Exn is defined in the same manner as Exy. L= no. of blocks) 

The coherency estiffete between the input signal and the noise is 

independent-of the input and noise auto-spectral estimates. The variance 
P 

term in eqn. 2.31 is a funation of L only. Simulation results 

estimating the joint probability distribution p(Cxn, ýxx, ýnn) show thato 

p(Cxn, ýxx, ýnn) p(ýxn). p( ýxx) . p( ýnn) 

when x(t) and n(t) are Gaussian and uncorrelated. Thus equation 2.31 

can be used directly to find p( ýxn 121 xxg ýnn). Substituting 

for Exn in terms of ýxx ýnn and ýxn and performing the variable 

trans formation: 

p( Jýxn 12S xx, ýnn ýxx. ýnn Jýxn 1 2) 
L-2 

Txx. Tnn) 2. 

The distribution of a variable z (, =I ýxnj 2 ýxx) is 

obtained from equation 2.323 
L-2 

p( za xx nn) 
. 
ýnn 

L-1 
Fnn 

0* 40 00000a02.33 

in the range 0 <, z< ýnn 

From equation 2.30 the best obtainable estimate of ýnn is given by3 
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ýnn ýnn -z 

Furthermoreq both ýnn and z are independent of ýxx. The distribution 

of ýnn is thus given by: 
00 AA) 

p( W pT,,,, ( Tnn + z) . p(z 3 Tnn) 
. 

d-z 
f0 

nn 

Substituting the Chi-square distribution with 2L degrees of freedom 

for p( ýnn) and integrating: 

L-1 -^^L-2 2 
p( ýnn) L. ýnn exp ýn 2Sn_) 2.34 

L-1 2 
2 F(L-1) Sn 

This is just the Chi-square distribution with 2L -2 degrees of freedom. 

Thus if L=l, ýnn is constrained to be zero. The best estimate of 

Sn 
2 

is given by: 

^2 Sn L ýnn 
ý(L-I) 

and the signal-to-noise ratio estimate is given by; 

SN 2.35 
. Na, (L-1). ýxx / L. enn 000000000.0 0 

As ýxx and ýnn are independent the distribution of SN is given bys 

00 

p(SN) ýxx. %x( ýXX) - PZý�, ( ( LXX) 
ýd 

hx f0L. 

SN 

Substituting for the respective distributions and integratings 

ýLIL 
SN 2.36 p(TN) -L1r 

Sx 
2L 

F(L-1). I+ LSn2 TN 
2L -1 

Sn 2 (L- 1 Sx2] 

in the range 0 <, SN <, oo and for L >, 2. 

The variable F= SN L Sn 2 

(L-1) Sx2 
is 'Fisher' distributed with 

2L , 2L -2 degrees of freedom. The expressions for the mean and. variance 
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of equation 2.34 are easily found from those of the Fisher distribution. 

The SN value i,; not intended as a replacoment for coherency, 

but rather a-, a -, upplementary pstimatp. Its Uý-'Pfulness 
is that it, 

gives direct information on the likely varieince of the frequency 

response estimate. 

5) STATICNARITY TESTING OF OPEN-LOOP 

Previous authors (Priestley, Tong, Bendat and Piersol) have 

suggested non-parametric tests for the sLationarity of bivariate 

complex systems. The test put forward here has the advantage of 

simplicity. 

Considering Figure 1 we are interested in variations of three 

parameters, the input spectrum Oxx, the system fl, and the noise 

spectrum! fnn. 
41 

Ideally, we would like to test each independf--ntly. This is not 

possible, as it demands prior knowledge of at least one of these 

parameters, which in general is not availa'jAe. 

Auto-spectral estimates are most easily tested by forming a new 

- 
ýI / F2 1 -2 

variable, 1' xx xx 
(miere ýýxx and ý 

xx 
ar(? two independent 

estimates) with F Fisher distributp(i with 2L, 9 2L2 degrees ofF 

T test has been disc'ussed in detail by Bendat and Plersol freedom. lhis 

and is not pursued here. 

A test for changes in H can be derived using equation 2.27. 

This distribution gives the conditional probability of obtaining an 

-3riations error E cjiven an estimate of the input spectrum. Thus v, H 

in the input are allowed for by usin, -. 3 ',.. qe hest estimate, ýxx, ac; 

p ý3ramet(-r in the d- stribution. ,I, II 
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Consider two independent frequency response estimates Hl, H2 

taken over Ll. L2 independent sets of time data respectively. Let 

E19 E2 be the errors in 1119 H 
2* 

-1 
p(E 1 

ýxx) N 
complex 

and 3 
2 

p(E 2 Xx) 

Let DH1-H2 

Thens 

-2 
P(5 2 ýxx ýxx) 

N 
complex 

Then i 

Sn, 2/L, 
. 

hx) 

2/ ý2X (0, Sn 
2 L2) 

(H H2 

N 

complex 

E2) 

2 
H2 Sn 1 

sl L xx 

2 
+ Sn2 ).. 2.37 

ý2 L 2* xx 

Assuming the system to be stationary, H1= Ff 
2. and the distribution 

of 5 is the bivariate normal distribution with independent real and 

imaginary coefficients. ThuslUl 
2 

is Chi-square distributed 

with 2 degrees of freedom and variancet 

VAR 52 Sn 
12+ 

Sn 222.38 
-1-2 L 1* ýxx L 2' 

ýxxý 

If the noise source is known to be stationary the best estimate of 

Sn 
2 

can be used instead of Sn 12, 
Sn 22* This is given by: 

-2 Sn 
2L ýnn +L 

2* nn 

2(L +L2 

Substituting for Sn 
2, Sn 22 in equation 2.38: 

--*ý -2 -1 -Z (L +L+ VARQDI nn 2 nn :2 

2(L 
1+L2- 

1) 
LLP 

ýxx L 
2* 

ýxx 
i 

However in general when the noise is known to be time-varyingi 
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. 11ý 
VARQU) 

2. L SN 2. L2* SN 

*a9*e92.39 

-"'ý denotes the best obtainable estimate of VAR(ý2). This approx- 

imation becomes better as Ll, L2 become large. The test is only valid 

for L19L2 as estimates of ýnn 0 for L=I. 

By relatinq the noise spectrum estimate to the error in the 

frequency response it is found thats 

2- ýnn ýnn - JEHI ýxx 

Hence i 

SN 
L ýnn I EHI 2eaooo2.40 

TXX 

If EH is only slightly less than ýnn ýxx then SN will 

tend to overestimate SN , and VAR(52) will tend to underestimate 

the true variance. This tendency is allowed for by the normal- 

isation factor in equation 2.40 of (L-1) / L. However when L is 

small there is a greater chance of seriously underestimating the 

variance 0f f52 and hence predicting that a change has occurred 

in H. In many instances we are interested in detecting changes 

2/ /^", (5i 2) in H over a wide frequency band. The variable Si ý= 5i VAR 

is approximately Chi-square distributed with unit variances i 

denotes the i th frequency point. As adjacent frequency points are 

approximately independent the variable S given by 

s2 si 00aoa co 9oo2.41 
E 

j=j 1 

will be Chi-square distributed with 2M degrees of freedom-, where 

M= (12 - Ii + 1) 
, 

Thus the stationarity confidence interval 



- 34 - 

satisfied by S is given bys 

p( X2 X2 <, 
fo 

p2M ( X2) d X2 9o*2.42 

The system may be considered stationary over the frequency range 

11w0 <' w '<' 12 w0 if this confidence level is less than some preset 

level ot. Typically (i might be chosen as 0.95. Chapters 4 and 5 

make use of this test for identifying changes in the speech wave- 

form and the onset of fatigue cracking respectively. 

The distributions developed are for stationary systems. To 

justify their use in time-varying situations we now investigate 

some properties of short-term Fourier transforms when applied to 

time-varying systems. 

6) SOME EXTENSIONS OF FOURIER TECHNIQUES TO TIME-VARYING SIGNALS 

With reference to Figure 1, let #x(w)ý ýnn(w) and H(w) 

all be functions of time. In particular we limit ourselves to 

considering functions which vary slowly over some finite period T. 

For meaningful results T must be sufficiently long so that any 

short-term Fourier analysis of x(t), y(t) for tET does not lead to 

undue bias errors in estimates of ýxx(w)q ýyy(w) etcq due to 

insufficient frequency resolution. Thus by slowly varying we mean 

with respect to the process x(t), y(t)ý tET. 

In the interval tET let ýxx(tqw)q H(tqw) be continuous 

and differentiable functions of time and frequency such that 

IF (tqw) I "- "0 Vt6 
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UF (t,, wl is continuous for finite cc 

Dwot 

where F(tqw) is either of the functions ýxx(t, w), H(tw). Consider- 

ation of an additional noise term ýnn(tw) at the output of the 

system is not necessary for developing the Fourier relationships be- 

tween y(t) and x(t). We need only show that a time-dependent 

frequency response can be defined in the interval t C_ T using short-term 

Fourier transform techniques. Let: 

00 

H(tg T) =f 
00 

H(t. u). exp (jUT) du ....... 2.43 

such that a) IH(tqT) I< oo tET and VT 

b) IH(tgT) I= 0 for T> Tmax tET. 

C) IH(tj) I=0 for T<, 0 

Let the input signal x(t) be the output from a time-dependent 

generator functions 

00 

X(t) 
f 

00 
Xt( Q exp +j Qt) dQ 2.44 

Writing the time-dependent convolution equation relating the input 

x(t) to the output y(t) we obtain: 

T 

Y(t) =fo H(tqT X(t-T dT 

Substituting for H(t, T ). x(t-T ): 

aeooo*e*2.45 

t) 
Tmaf oo 

H(t qu) . exp (+juT) du - 

00 
(2). exp (+j2ýt-T) ) d2 fo 

00 
f-00 

dT. oo9o 4) 2.46 

Let YT( w) be the Fourier transform of y(t)q tET. We assume 
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y(t), x(t) are continuous processes over a short time record T. 

Arbitrarily, we let T be centred about t=O. Taking the Fourier 

transform of equation 2.46a 

I 
T/2 Tmax IQL> 

yT (W) - H(ttu). X(t_. O(Q). exp (j(u-Q) T) . yf 
T/2 

f0 fo 

. exp (j(2-w) t). du d2 dT dt .. oo2.47 

In the interval T let H(t, u) be closely approximated by a 

truncated Taylor series expansion about t--O. We first consider the - 

case when X(t, Q) : -: i X(Q) , that is, stationary input. 

2 a2 H(t, u) H0 (u) + t. 
at =0 

+t. H(tu) 
I 

t=O 

It 

Dt2 

(+ higher order terms in t3 which are small. ) 
........ 2.48 

Substituting for H(tu) in equation 2.471 

T/2 -rmax 00 
y T(w) -IIH0 

(u) + ýH, (u), t 
T/2f 0 

ff 

co ý-r 

2 X(Q) exp (j(u-Q)T ). exp (j(Q-w) 3'lin M-t 
ýT 2 

, du d2 dT dt 9oo9ooo9o2.49 

The limits of the integral with respect to T may be extended to 

± oo , remembering H(t, T) =0 for T <, 09 T >, Tmax. Thus integ- 

rating with respect to T: 

T/2 00 
+ t2 . ý2HO( y (W) =11 HO(u) +t 

TTf T/2 at 2 3t2 

ff- 

00 

60(u-p) -exp(j(Q-w)t)-du dQdt., 900 goo gogo e 92.50 

where 60 is the dirac delta function at u-Q=0. The extension 
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of the limits of integration in T to t" 
00 is not straightforward 

when X(Q) is also a function of t. Integrating equation 2.50 with 

respect to u: 

T/2 Co 22 YT (w) HO(2) +tt 2) 
Tf T/2 

f 

co 2 ýt2 

X(Q) 
. exp (+ i(Q-w) t). dQ dt a*o*ooo9ooeo* 2o5l 

We split this integral into two constituent partst the main part 

and a bias term. Considering the main parts 

A= 
-1 

T/2 00 
Ho( 2) . 

X( gý) . exp (+j( 2-w) t) .d2 dt .. 2.52 
T/2 

f 

Co 

Integrating with respect to t we obtain the classical relationship 

between YT(w) and X(w) for stationary systems modified over the 

interval T by a data window L(t) of the form 

L (t) 1t T/2 
7 

L(t) 0t> -T/2 Thust 

00 
sin 

Af 
00 

Ho ( Q) X( ý2) 
.(( 

ýýW) 
2! 

)dQ. 
ooo9o2.53 

The use of, for example, a Hanning window for L(t) will result in 

a correspondingly different window in equation 2.53 and may be 

advantageous in reducing the bias terms given by: 

T/2 00 2 
Bt+t D2HO(Q) I. X(Q) -exp 

(j(Q-w) t) - 
T 

f-T/2 

00 2 t2 

dt *000e c) c, *ee2.54 

We now investigate the behaviour of B in the limit T-* 0. Con- 

sidering the term involving ýHO(Q) 
ýt 
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T/2 00 

t. exp (Q-w) t) - allo(, Q) -X(Q) - dQ dt 2.55 (a 
7f-T/2 

f 

co Dt 

Integrating by parts with respect to tj 

f 00 (Q-w) T (Q-w) T 
aHc)(&ý) . . 2. sin 2-j -Cos 2_ ). d. Q 2.55ýb 

00 at 2 

Letting T--.,,. 0 and expanding the sine and cosine terms in a power seriess 
OD 

ýHo(2ý . X(2) _j . 
(2_w) T2 ). d2 

1 im T--> 0f 
00 

3t 24 

0 as a function in T2. *e**9*. **9a2.56 

Investigating the bounds of I, as a function of Tt 

1 
T/2 00 

1. I X(Q) I. It I. dt dQ 2.57 
Tf-T/2 

t 

00 
TX (Q) I dQ .... 2.58 
4 00 at 

Tong and Priestley have considered the time-varying case when X(t, Q) 

H(t, Q) can be represented in the form: 

and 

where 

OD 

X(t 92) =f 
Co 

X(s, 2) exp (jst) ds 

00 
H(t. u) = 

f- 

Co 
H(zu) exp (jzt) dz 

IX(s, Q) I=0 for Isl 

IH(z, u) I=0 for IzI 

Smax 

o**ooo9*o2.59 

9*so****a2.60 

and 

Zmax such that Smax, Zmax 

are << 2max, Umax. Qmax, Umax are defined in a similar manner to 

Smax and Zmax. 

If H(t, Q) belongs to this class of oscillatory functions then 

we can derive maximum values for in terms of Zmax. 
Dt 

0 
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Zma x 

3t 

f 

-Zmax 
- j-z. H(z, Q) dz .... 9ooe2.61 

Using this relationship in equation 2.58 and integrating with respect 

to Q2 
2 

cyx. Zmax .... 2.62(a) 
max Q 

If the system is slowly varying with respect to x(t) we can choose T 

such that Zmax << 2 TV T. that is Zmax = (x /T such that a << 1. The 

strict inequality of equation 2.62(a) is more realistically represented 

by: 

IIII<, 11 ýHO(Q) WO X(Q) ....... 2.62(b) 
2- ýt 

where I andi X(Q) I are. taken as the maximum values in the 

frequency range w- wo W+ WO 0 On considering equation 2.55(b) 

it can be seen that X(Q) are in fact viewed through 
Dt 

a bandpass filter with an effective bandwidth less than 41T (2wo) 
T, 

about w. The frequency response of this filter is however a complex 

function in (Q-w) and no longer of the simple sin otht form of 

part A. (equation 2.53) - 

Considering terms involving ý from equation 2.54: 

at2 

2f 

T/2 
t2 a 21jo(Sý) 

j 
-T/2 

-2 
Dt2 

Integrating with respect to tz 

. X(Q). exp ( i(Q-w) 0 dQ dt .. 2.6,3) 

00 2( 
Q-W) ( ýýw) T( ýýw) T 

13 Ho( Q) . X( Q) 
.T sin 2+ Cos 2 2sin 2 dQ 

2 
00 t2 4 g-W) 2 T(Q-w)3 

99oe2.64 
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Expanding the sine and cosine terms as a power series and taking 

the limit as T--*- 0: 

00 
12 L- 2HO(Q) x(p). T2 dQ 2.65 

I im T--jo- 0 

f- 

oo 24 192 

which again goes to zero as a function of T2. Also 11 
21 

is bounded byt 

21 l 
T/2 00 

1t 
21. 

a2HO(Q) IX(Q)l At dQ 
T 

f-T/2 f 

oo 2 -ýt-7- 

T2 
00 2 F1000 jX(Q)j AQ ..... 2.65 (b) 

24 

f 

oo 

If H(t, u) is restricted to the class of oscillatory functions, 

we find that: 

1,21 k'- T2 CT x HO(Q) I Zrn ax32.66 
24 max 3 

Again on considering equation 2.64 the function X(Q), aHL)(Q) 

at 2 

is viewed through a complex bandpass filter with centre frequency w 

and bandwidth < 2wo. Thus the bound on 1,21 is perhaps more 

accurately given byt 

2 1 21 <, T 32HO(Q) w0 jX(Q) 1 2.67 
12 

11 

where and X(Q) are taken as the maximum values in the 

ýt2 

frequency range w-w 0<< w+W0. 

Now if IH(t, u) HO(u) I<c for t C- T and the Taylor 

series expansion of H(t, u) is a good representation over the interval 

T then: 

T DHO(u) +T2 DH O(U) 2.68 
2 at 9 

ýt2 
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1ý 

I 
and on substituting B=11+12 we sees 

y T(w) HO(Q) X(Q) L(Q-w) + Il + 12 denotes convolution 

where L(Q-w) is the bandpass filter found from the Fourier trans- 

.L 19-1 

I11+ 12 1< Pc"l 
9 wo ****2.69 

approx max 
W-WO <, w +w 0 

This is arrived at by rewriting the expressions for Jill and I12 

form of L(t)gand I, + I. are approximately bounded by: 

as given by equations 2.62 and 2.67 in terms of 161 as given by 

equation 2.68. It must be emphasised that linking the bounds on 

the bias term, B, to changes in the frequency response over the interval 

T in this manner is intended to show only the logical links and is not 

intended as a mathematical proof. For oscillatory systems, Tong 

has shown the relationship indicated by equation 2.69 to be valid. 

We have shown that as T--* 0 the relationship between YT(w) 

and X(w) approaches that of the stationary case with a residual 

2 
term which is a function of T Further we have indicated that the 

residual term is bounded by the magnitude of changes in H(t, u) 

over the interval T in the region of u= 

We now extend the analysis to include a time-varying input 

X(tqR). In the interval tET let X(t, Q) be approximated by a 

truncated Taylor series expansion about T=0. 

X(t 9 Q) = XO(Q) + t. I+ t2 
. 

a2 X(t,, Q) I 

at t=O 2 at2 t=O 

(+ higher order terms which can be neglected. ) 

Rewriting equation 2.49 we get: 
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T/2 TMO X 
00 

1) 1) 
W) : -: i HO(u) +t+ 'T 

ff ff 

7 
-T12 0 ý-, 

i 

Dt ýt2 

xo(Q) + (t 
- T, + (t T )2 LXLO 

I -Q- 
1 

ýt2 

e xp k (jkli-Q) r) ý, exp du dQ dT (it . .. 2.70 

We have already ý-, Iiomn that ternis involving H(t, u) rand XC)(Q), 

erm involve a bias t, 12) which lll-, i, ý-ý to zero -)s T--+ 0. 

If we restrict X(t, Q) to be slowly var,,, ln,,. l over the interval tCT 

we may neglect torins involvir, --i Ix 
PI) and higher as 

.ý ý- . LIX-0i at 

these will in general be an order of magnitude smialler than term,; 

like HO(u) 1, ý'. le note in passing thaL OV-Se second order 

terms tend to ze. -o @s 'r =0 as they always involve functions jr, tn 

or n >.. 1. 

Thus we are chiefly concerned with bias terms already invest- 

igated for the stationary case (11,12) plus terms involving 

fl, D(u) and HC)(u) 
. 

a2X(og Taking the first: 
at at 2 

T/2 -umax 00 
3 :: 

T 

f-T/2 f0 jf0c) 

at 

�e xp (j (2-W) t) , du do d -r dt 9o9oaeoa999o9o2.71 

Splitting this up Into two integrals. 

T/2 Tmax 00 - 
13 =1f lio (U) ýxo (0) - cxp (j (u-Q)'r) 

T/2 

f0 ff- 

c0t 

, exp(j(P-w)t) t 110(u) . 
; XO(Q). exp(j(u-Q)'r 

. exp(j(. Q-w)t) T au a. Q ý-u ;t 
. 2.72 
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Note that when X(&ý) is time-varying the expansion of X t_T (0) is 

only strictly applicable when It-T I J/2. If the filter impulse 

response dies to zero for ITI<<T we may only integrate with respect to 

T in the limits jTj< Tmax. In general we are only interested in the 

possible bounds of 13 SO: 

T/2 Tmax co 
ffI 

HO(u)l. -1 at 31<Ij tl 
. 

au aQ 
T -T/2 0 

ff- 

+ 
T/2 Tmax c" I Ho (u) ýXo (Q) T DU aQ aT at 

T 

f-T/2 fO 

00 at 

00 
= Tmax. TI HO(u) I. du 

.a 
XO(Q). 

4 

ff- 

00 
1 

at 
I- 

+T max 
2 ff 00 

1 HO(u) du Xn(Q d 
2- CO at 

In the limit as T--* 0 13 0 if f the restriction -cmax << T is 

complied with. Clearly for physically realisable systems which in general 

display phase characteristics (i. e. not just pure gain systems) this 

is not reasonable. However in general we will choose T >> Tmax 

and the second term may be neglected. Letting: 

CO 
OHO 

fI 
HO(u) I du < 00 

and again defining X(t,, Q) to belong to the class of slowly varying 

oscillatory functions such that: 

Smax 
X(t, Q) 

f-Smax 
X(s, Q) exp (jst) 

. ds 
.... then: 

3 <, -unax T ulio . axo Sma x22.73 
42 

where we try to choose T so that Smax << 2t and 2Tr < bandwidth 
TT 

of narrowest peak in H(t, u), X(t, Q) for t (-- T. 
F, 
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Lastly we look at terms involving HO(u). ý2XQ(Q) in equation 2.701 

ýt 2 

T/2 TM c'l Xf 
HO(u). a2X(ý(2ý 

. 
(t--E)2 

. exp (j(u-. Q)'T). 
00 

J-T/2 fo 

Dtz 

, exp (j(2-W) t) dU d2 dT dt .... 2.74 

41 <"- 1 
T/2 -urn 00 

1 Ho( u) 32 xo(Q) (t-T )2. du dQ dT dt . 2.75 
Tf T/z2fc, 

7f- 

00 at 2 -- 

Integrating witn respect to t and T we findt 

00 

14 
ff- 

co 

I HO(u) ý2XO(Q) du dQ 

Dt2 

T2 Tmax -T Tmax 2 

12 4 
Tmax 3o9o 

4o . 2,76(a) 
3 

Again if Tmax << T we can neglect terms in Tmax 
2 

TmaX3 and obtaint 
23 11 

4T -[max 0 cfH, 
> 0 CYx Sm ax0o do o92.76(b) 

12 3 

This term is generally < 11 
31 

if Smax << 2R 
T. 

We have now shown that when both the input signal characteristics 

and the system are time-varying we may estimate a time-dependent 

frequency response between x(t)2 Y(t) in the interval tCT. which 

., approximates the value HO T jw) obtained if the system were stationary* 

The time variations introduce bias and variance terms whose bounded 

absolute values are given by equations 2.62,2.66,2.73 and 2.76. 

Equat ions 2.7 3 and 2.76 involve -r ma x, the ef f ective period of 

influence of H(t, T). This is in general much less than T and hence the 

bias due to these terms may be an order of magnitude less than the 

terms given by equations 2.62 and 2.66. Thus: 

00 
YT(If) 

00 
HO(Q ) XO(Q) L (Q-w) AQ I, +1 12 ee2.77 
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where 1 Il 1+- 112 jare approximately bounded by iE. IXT(w)l, 

fc=I H(tu) - H O(U)I 9t c- TI where F- is taken as the modulus 

of the maximum change in H(t, u) in the frequency range w- w(jý Q <, w+-wOO 

wo is the effective bandwidth of the frequency filter L(u) and XT(w) 

is the short-term Fourier transform of x(t) on the interval t4E T. 

Reverting to the sampled data case when we calculate the discrete 

transforms of. X(Kwo)q Y(KwO) we note that: 

1) xt(i), yt(i) are normally-distributed variables with zero 

means and time-dependent variance terms. 

2) When the systems X(t, Q) and H(t, u) are slowly varying with 

respect to x(t), y(t), then it is often possible to choose 

T such that: 

2 
VAR(XT(Kw 0) SX0 and 

222 VAR(YT(Kwo) flH ON I Sx 0+ Sn 0 

for 0<K < N/2. 

where ýnn(t, w) is an additive Gaussian noise term at the 

output of the system. Sno 29 Sx 
02 are the powers in x(t), 

n(t) respectively in the frequency band Kwo wo/2t 

evaluated at time t=O. 

When the complete system is stationary adjacent frequency 

points are approximately independent when a rectangular 'do-nothing' 

time window is used. For slowly-varying oscillatory systems this 

independence is maintained. Consider: 

Sma x 
X(t) = 

f-Smax 
x(sgt), exp (+ jst) ds 
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Taking the Fourier transform: 

X(W) 
f Smax 

x(s, t). exp (-j(w-s) t) ds dt 
00 Smax 

f Smax 

Smax 
X(sý w-s). ds 2.78 

F IGURE 2. mustrates the convolution integral given by eqn. 2.73 

zo 

In the interval T centred about t=09 XT(w) is given bys 

co 

XT (K wo) 
f- 

00 
X(w-u) L(u) . du 

where X(w) is given by equation 2.78 and L(u) = sin(UT) /(UT 
22 

To track time changes in Oxx(t, w) accurately woý27T/T) >> Smax. 

Under these conditions the blurring of X(w) with components in 

X(,,, s), (s < Smax)will be of secondary importance to the compon- 

ents introduced by the finite bandwidth of L(u). More exactlyg 

for a real fýmction X. 
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X(Kwo + wo /2) contains components in X from neighbouring frequencies 

t Smax with Smax << woo Thus X(Kwo) will only have marginal compon- 

ents in common with X( (K-1). wo) and X( (K+1). wo) and the independence 

of adjacent frequency points is still approximately maintained. If T 

is chosen so that Smax to (2Tr) then adjacent frequency points 
T 

become correlated as is the case if a Hanning time data window is used. 

Indeed time changes in ýxx(w) can be regarded as a modulation of a 

stationary process. 

Similarly if H(tju) is an oscillatory process: 

00 

Y(W) 
f 

00 
y(t), exp (-jwt). dt 

foo f Zma xf Smax 
X(s, t--[). exp Ozt). where y(t) = 

00 - Zmax 
H(z, -u) .- Sma x 

. exp (js(t-T) ) dT dz ds 

Hencet Y(w) 
ff' f Zmax f Sma x 

H(zT). X(st-T). exp (jzt). 

00 
- Zmax - Smax 

. exp (j s (t-r) ) exp (-jwt). dT dz ds dt 

Letting V= t-T and substituting for t: 

Y(W) 
Smax f Zina X 

H(z,, [). X(sgv) exp (-j(w-z-s) v) - 
ff-oo f-Smax 

-Zinax 

-exp 
(-j(w-z), c) . 

dT ds dz dv 

Smax Zmax 

Sma x Zin ax 
H(z, w-z) X(w-z-s) ds dz eo 4p 2.79 

Y(w) contains components of X(Q) in the range w-Zmax-Smax<Q< w+Zmax+Smax. 

Again by choosing T such that 2ff >> (Zmax + Smax), adjacent frequency 
T 

points in Y(KwO) remain approximately independent. The approximation 

is not as good as that for X(KwO) as further frequency spreading has 
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occurred due to time variations in the system. 

We have shown that for slowly varying functions, #x(t, Q)s 

H(t, u) where T can be chosen so that bias terms may be disregarded, 

a simple extension of stationary random error analysis, letting 

variance terms be time-dependent, is not unreasonable. The extension 

is valid for any system whose variations in time are continuous over 

an interval T, permitting a Taylor series approximation to the function 

about t--09 t4T. When the system parameters are slowly varying 

oscillatory functionsg we have shown that adjacent discrete frequency 

estimates X(KwO), Y(KwO) remain approximately independent if Smax, 

Zmax << 2Tr This independence is lost as Smax, Zmax get larger 
T 

(Smax and Zmax are defined as before). 

7) SOME STATISTICS OF SPECTRAL ESTIMATES), OBTAINED FROM OVERLAPPING 

TIME SEGMENTS 

To track time-varying systems it is sometimes useful to obtain 

spectral estimates from overlapping time segments. This leads tot 

a) Better system tracking for a fixed frequency resolution. 

b) When the data contains information on the transient response 

of the system, the beginning and end points can be more 

accurately determined (e. g. Whittle: analysis of transient 

effects in jet engine noise). 

We develop the joint distribution of 2 auto-spectral estimates 

#x(w)q ýyy(w) obtained from short-term records of x(t), y(t) 

respectively, and then show how this distribution can be applied to 

overlapped spectral estimates obtained from the same signal x(t). 
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Let x(t), n(t) again be Gaussian band-limited white noise pro- 

cesses; y(t) is the output of a linear system whose input is x(t)* The 

output is contaminated by noise n(t). (n(t) and x(t) are uncorr- 

elated). As in Sections 3 and 4 we compute the input and output 

auto-spectral estimates as the average of L independent estimates 

obtained from L blocks of N sample points. If the system frequency 

response is denoted by H: 

ýyy IH 12 
. 

ýxx +2RL (H*. ýxn) + ýnn .. 41 0 2.80 

denotes the complex conjugate (frequency w is omitted). 

Rewriting equation 2.80 in terms of the real and imaginary 

coefficients of X, N we find: 

IL2 .2 ^i2 2 
ýyy (R 2+I )#(Rxl + 12 1+ 

HH Ix + Rn + In 

Rli(Rx. Rn+ Ix . in 2. IH (Rl-Ii - I'. Rl 2.81 
xnxn 

Rearranging: 

yyL Rl 
2+2. 

Rn. +I j2 + 2-1 
L i= 1nn n' 62 

+^ ^12 ^i2 R21 2) 
. 
(R +I......... 0ae2.82 Hxx 

where 6RR+I Il 6R H' IxI 
H* 

Rx 
H* X H* x2 

2 
^i2 ^1 2 

and 61+ 62 H ýxx 

We now define 2 new variabless 

^i ^i2 Ai^ *1 ^1 Ai2 Ai Ii 
zR Rn +2 Rn .61zIIn+2 In' 62 
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fixed, Z and Z With 6 are not dependent on RI as 2RIxx 

n(t) and x(t) are uncorrelated. The distribution of Rl I is nn 

given by: 

p(Rl nn 
2 N (09 Sn, 

complex 
AA 

with Rn, In independent. Thus performing the variable transform- 

ation to find the conditioned distribution of ZR given we findt 

2 2) 2 '/Sn 2.83 P(Z' t exp Vi )/2- Sn -cosh vv 
p R1iRR 

v/21r . Sn - 
VVýl 

iR 
where VR 612 +z 1R 

A similar transformation gives the conditional distribution of 

Zi given Howeverg the spectrum estimate ýyy is now given bys 
12 

L 
I ýyy =I (ZI 

R + 
i2 +i zI 

^12 
+62 2.84 

Forming 2 more variables VR V, given by: 

i ^i 
+ z V 

^i2 i 
6V 

^i z+ 
2 

62 
R R 

we find: 

p(V1 
i 

exp 6 i2 + Vi) 2 Sn 2 ). cos h6i. VV' Sn 2 
2.85 R R1 R 

V2Tr - Sn V/V 
1 
R 

and similarly for V replacing 61 by 62 in equation 2.85. Taking 

the Fourier transform of equation 2.85 to give the characteristic 

function of p(V1 1 61) 
RI we find: 
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\) 12 
f 

VR 
( W) K, . exp 4. (p+j w) 

oe9e92.86 

p+j W) 

^i2 2 
where K1 exp (- 61/2. Sn v221 

Sn: 2 
i2--r 

. Sn 
Sn 

and again taking the Fourier transform of p(Vj 
^1 62) we obtains 

22 
exp 4. +j 

vI****eo2.87 
2 

+ jw) 

The variables V1 9 V1 are independent if 6' and 6 remain R12 

fixed. Also: 

i V1 +V1 yy RI 

Thus the characteristic function of p( 3 61 61 is given bys yy 2 

f^ (W) f (W) f (W) 
ýyy VR VI*00 4ý 00ee9*. 2.88 

and in general when (L. T 
yy 

) is the sum of L independent estimates, 

ýyy , the characteristic function of p(L4yy : 61 9 61 {i=19L} 2 

is given by: 

f 
L-ýyy 

(W) fVi (W) 
-f 

Vi 
(W) 2 . 89 

RI 

Substituting equations 2.86 and 2.87 for f 
Vi 

(w) and fV i(w) 
I 

^. 2 ^-2 2 ^i 
respectively and remembering that + 61 =IH ýxx we finds 2 

-(IH12 
2 

f (w) exp . 4xx. L)/ 2. Sn ). L. (ýYy) 

L. ýyy 2 2. Sn JH12. ýxx)L 
2 

L. IHI 
. 
fiyy, ýxx) 

I Sn2 ...... 2.90 
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Taking the inverse transform of equation 2.90 (see reference 14) 

and normalising by the factor 1/L to find p( $yyj $xx) 
I 

(L - 0/2 2 2) p( ýyyj ýxx) L. $yy 
exr) I HI 

. 
L( hx + ýyy) /2 Sn 

2 L-1/2 2. Sn .( 
IH12 

. 
ýxx) 

H ýyy. ýxx 2.91 

Sn 2 

We could equally well have written equation 2.91 in terms of the 

coherency between x(t) and y(t). Substituting: 
I 

Cxy 2+ 

Sn 2 

22 1 HI . Sx 

and letting Sy 2 IHI 2. Sx2 + Sn 2 
we obtain3 

- 
(L-1)/2 2 2(1_ýXY2 p( ýyy: ýxx) ýyy exp I HI L. ýxx + ýyy)'/ 2Sy 

2. Sy 2. (1 - cxy 
21H, 2. ýxx) L- 1/ 2 

H ýxx. 2.92 

sy Cxy 
2 

where IL-1 is the modified Bessel function of order (L-1). 

In the general case the conditional distribution of the output 

spectrum in terms of the input spectrum estimate is not easily 

applied in practice as it requires prior knowledge of IHI and Sn 
2 

(i. e. the system gain and the noise variance). However, when y(t) 

is no longer the output of a linear system but just a delayed version 

of x(t)g equation 2.92 reduces to manageable form. 
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Consider the following situation: 

x(t) 

T 
IT-P 

p 

Xit) 

FIGURE 3. x1(t) and x2 W--are-short-term realisations of x(t) on 

the interval 0 <-ý t 
_<., 

Ts T-p ýý t <, 
-2T-p 

respectively, 

We wish to find the correlation between x1(t) and x2 (t) where the"2 

time records are overlapped by an amount p. (p <,. T). Let x(t) 

be Gaussian band-limited white noise. 

We could equally well have considered the two concurrent time 

data records given bys 
x Zeros 

x 

0.4 p 34 
y 

IFI 

. Zeros X2. (t) 

TIME 0 T-P T 2T- P 

xl(t) and x 2(t) 

are augmented 

by zeros 

Calculating the short-term correlation functions for x1(t), y1(t) 

we f ind: 

For T>0 

2T-p-T 
CX 1 X' (T) = 

2T 
i 
P-T .f0 x'(t). xl(t--r) dt 

T-T f 

x(t) x(t-T) dt 
2T-P- T0 

2T-P--u 
C; y Iy 

2T 
1 
P-T *f T-p 

X(t) x(t--r) dt 

and: 
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T 
CX1 Y, 

2T 
1 
P-T 

fT-p-T 
X(t) x(t+-r) dt 

But Cxlx'(T), Cyly'(T) and Cxly'(T) are biased estimates of Cxlx, (T), 

Cx 2x2 
(T) and Cx 1x2 

(T). The bias factorg introduced by augmenting 

xI (t) and x2 (t) with zerosis given byi 

2T-P 
(T-T) 

Taking the expected values of Cxlx, (T), Cylyl(T) and Cxly, (T) over an 
I 

ensemble of similar processes we finds 

E(Cxlxl(-r) ) 
2T-p-r 

0 cxx(T) oooo***o. 2.93 

E(Cylyl(r) ) 

and E(Cxly, (T) ) 

2T-p- 

7-p-T 

0 Cxx(r) .-o.. o. 2.94 

0 
CXX(T) 

......... 2.95 

Normalising by the bias factor B shown above we finds 

E(Cx 
1 xl(T) E(Cx2x2(T) Cxx(T) 

E(Cx 1x2 P+T cxx(T) 

T-T 

if x(t) is a stationary process. 

Performing the same steps for negative T we find the expected 

values of Cxlx, (T)t Cx2x2 (T) 
are as shown above for T positive, whiles 

E (Cx lx2(T P-1 -[ I Cxx(T ) for T0 2.96 
T-ITI 

Taking the Fourier transforms of equations 2.93 to 2.96 and recalling 

that if x(t) is a white noise Gaussian process then Cxx(T )=0 

for 

E(Oxlxl(w)) ýxx(w) 
aoeo9e**o92.97 

E("2X2(w)) ýXx(w) 
o&eo9o2.98 

E(ýXIX2(w)) p" ýxx(w) 
9oo*o92.99 7ýw 
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Strictly speakingg E(klx2(w) should include a factor exp (-jw(T-P)) 

to account for the shifting of x2(t) with respect to xI (t) in y1(t). 

However as we are only interested in the magnitude of ýxlx2(w) to 

find the coherency between xI (t) and x2 (t) this factor may be omitted. 

Recalling that the coherency is given by the ratio: 

Cx lx2 
2 ýxix2 12 

ýx 
1 Xi ýx 

2X2 

where denotes the mean value. We note thati 

E(Cxlx2 2) E ýx 
Ix22 

ýx 
1XI 

ýX2X2 

but is given by the ratio of the expected values of each of the terms 

individually. 

Thus substituting equations 2.97,2.98 and 2.99 we find: 

Cxlx2 2 p2 +1 (3ýxx(w) Z ýw )2ooe2.100 

T2T ýxx(w) 2 

If x(t) is a white noise process then Dýxx(w) / ýw =0 and the 

coherency is given by the ratio P/T. On substituting p2/T2 for 

Cxy 
29 

Sx 
2 

for Sy 
2 

and 1 for JHJ in equation 2.92 we obtain the 

conditional distribution of Ox2x2 given ýxlxl assuming the system 

to be stationary. When x(t) is not a band-limited white noise process , 

the coherency between xl(t) and x2 (t) is greater than P/T and the 

variance of the distribution given by equation 2.92 decreases. 

Considering x(t) as a white noise Gaussian signal gives a conservative 

estimate for the distribution of ýx2x2 given ýxjxj. 
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8) SIMULATION RESULTS 

Many of the results presented in this chapter serve as a resume 

of'previous work. The statistical distributions associatpd with auto- 

spectral and frequency response estimates are well known and are not 

verified here. Likewise a study of bias errors is unnecessary. Cf 

more interest are the distributions associated with cross-spectral 

estimates and signal-to-noise (', )N) estimates. These two distributions 

are verified and some typical comparisons of predicted and measured 

distributions are presented. 

- 
Section 2.7 develops the joint distribution of two auto-spectral 

estimates obtained from overlapping data blocks. This relationship 

is verified experimentally and the results presented. 

Time variations in the system response or input signal character- 

istics are shown (Section 2.6) to introduce additional error, 

terms in the spectral estimates. It is shown that if the 

system is slowly varying over a measurement interval, T, then these 

additional terms are of secondary importance compared with errors 

due to short-term sampling. 

In this section a time-varying second-order system with light 

damping is considered. It is shown that the system response is 

approximately unbiased (with coherency between input and output 

remaining approximately constant) if the period of oscillation of 

wo 9 the natural frequency of the systemg is much greater than the 

data block interval, T. As the period of oscillationg wo 9 decreases 

with respect to T. the coherency in the frequency band about w0 

decreases. 
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It is well known that when x(t) is a Gaussian random variable 

with zero meang the distribution of short-term Fourier coefficients 

obtained from sampling x(t) on the interval T is just the bivariate 

Gaussian distribution with variance Sx 2 
and independent real and 

imaginary terms. A reason for studying the Gaussian distribution 

is that even when x(t) is non-Gaussian the distribution of X(Kw 
0) 

(0<, K <, N/2 ) will still be approximately normal for large N. 

This is demonstrated for the case wheres 

P(X(t) i, 

P(X(t) 0, 

and ý xx(w) 0.03, 

I 
X(t) I<I 

I 
X(t) I>1 

0<w< 62.8 rads/sec. 

This signal was generated using the method outlined in Chapter 

of this thesis. x(t) was sampled 50 times per second and Fourier 

transformed using block sizes of 16,32 and 64. The distribution of 

XN (Kwo) y/w 0 was computed for K=3 and N= 169 32,64 over 

1000 independent estimates. Figure 4 shows the distribution of the 

real part of X,, ( 3wn) /A/ wn for the_ three block sizes 

1 
3,6 Rx 

AIV, 40 

FIGURE 4 -. Shows the measured distributions of Rx/ VwO for N= 16, 

32 and 64. wo =2 7T f s/ N 

--36 
--A. r - 'IA. - A. I 
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Normalisation by the factor 1/ VwO 9 the frequency resolution, 

ensures that estimates of the power spectrum density function obtained 

for the 3 block sizes are co I nsistent. It can be seen that as N 

increases, the distribution of Rx / Vw 
0 tends towards the Gaussian 

distribution with zero mean and variance = 0.015as expected. The 

distributions of the imaginary terms were in all cases similar to those 

shown above. 

To reduce computing time the discrete Fourier coefficients 

X9 N were formed by taking 4 independent samples of a white noise 

Gaussian process C(t). Thus, referring to Figure lt 

X X, +jx2 

+jx dooý 

where X, 9*9*X 4 are 4 independent samples of Ckt) and X, N are the 

discrete Fourier coefficients of x(t), n(t) at some general frequency 

(Kw 
0 

), as measured on an interval T. Using this method for forming 

X9 N, the signal-to-noise ratio can be controlled by varying ot. 

The distributions of the various spectral estimates can be measured 

accurately without resorting to long computer simulations involving the 

use of an F. F. T. algorithm on many blocks of data. 

Simulation results were compared with the predicted results for: 

a The distributions of cross-spectra ýL. 
- 

ýxy)- as given by equation 

2.23 

The Chi-square distribution does not predict a finite 

probability of obtaining negative estimates of ýxy. 'When the ratio 

Sx is large the discrepancy between the measured distribution VS 
n 

and that predicted by a Chi-square distribution is less marked. 
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FIGURE 5: Shows the distribution of (L. Rxy / RHSx 2) for L=5, RH =1,0 

Sx2 = Sn 2=1.0 

a) As predicted by equation 2.23 

b) As predicted by a classical Chi-square distribution with 

2L degrees of freedom ( 

c) As measured from simulation results (- -- -- -) 

10 
Rw 4-ve 

20 

AM PL I TU DE --30- 
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b) The distribution of estimates of the siqnal-to-noise ratio SN 

as qiven by equation 2.36 

FIGURE 6: Shows the distribution of estimates of SN as predicted by 

equation 2.36 

data (- - -) 

a) For SN = 0.1 

b) For SN = 1.0 

c) For SN = 10.0 
a) 

P( 

0 

b) 

P (SN 

) and as measured from simulation 

2 sx = 1.0 

Sn = 10.0 

L 20. 

I 

)0*3 
SN 

SN > 
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c) 

P(SN) h2 . j. () 

Sn 2=0.1 

L 5. 

10.0 20.0 30 Ol"' 
SN 

c) The coherency between overlapped data sequences xj"t 
__, __x 

(t) 

A band-limited white noise Gaussian signal x(t) was sampled 

at a sufficiently high frequency to avoid aliasing. Groups of two 

sample records xt(i), yt(i), (i=O, 127) were collected wherethe 

record yt(i) was an overlapped record of x(t). The coherency function 

between xt(i) and yt(i) was calculated using 30 independent sets of 

samples (xt(i) 
,yt 

(i) ) to calculate ýxx, ýxy, ýyy. The experiment 

was repeated for different degrees of overlap p in the range 

0<p<, T. Figure 7 shows the variation in Cxy as a function of the 

overlap P/T 
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1.0 measured values 
greater-thgn ---, A 
prediateclo, 

(X) Measured values 

0.5- Theoretioal values. 

0 
0.5 1.0 

(P/T) 

FIGURE 7 Shows the relationship between the coherency and the deqree 

of overlap of two sample records of a siqna 

The results would indicate that the predicted result given by equation 

2.100 tends to underestimate the true coherency. This might be due to 

4xx(w) having a cut-off less than half the sampling frequency. Under 

these conditions the auto-correlation function of x(t) is no longer a 

dirac-delta pulse at T-::: O but has finite width in T. Thus under these 

conditions adjacent time sample points become correlated and the 

coherency between overlapped data sequences increases. 

d) System tracking results for a second-order system 

A second-order system with light damping was simulated on an analog 

computer such that the natural frequency WO could be varied in time: 

w+i 7()2 wo 
es . 2.101 
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with C ! -- 0.1 and 100 -ý, wo ý<, 600 rads/sec. 

The resonant frequency of the system is given by: 

wRw0 VI 1-2C 2} =w0 for small ý 

The system input was band-limited white noise with a cut-off at 

1200 rads/sec. The input x(t) and output y(t) were sampled in blocks 

of 512 points at a frequencyt fst of 500 Hz. Thus the frequency 

resolution was approximately 1 Hz and the block time period, T, was 

second. The spectral estimates ýxx, ýXyl ýyy, were s. moothed 

in the frequency domain over 10 neighbouring points using a tri- 

angular data window. 

Figures 8-11 show some system tracking results for various 

variations of wo in time. When the time variations in wo are slow 

over the block interval T (Figure 9) the coherency between input 

and output is approximately the same as in the stationary case 

(Figure 8). However, when the period of oscillation of wo approaches 

2T (twice the block period) the coherency decreases in the fre- 

quency band around the resonant frequency (Figure 10). Also, the 

half -power bandwidth of the system is seriously overestimated. When 

the variations of wo in time are random, (Figure 11) the system is 

accurately tracked as long as the system is slowly changing with 

respect to the block period T. 
- 

The approximate invariance of coherency for slowly varying 

systems would indicate that we are justified in applying station- 

ary error analysis results to time-varying systems, letting the 

variance terms (Sx2, Sn 
2 

etc. ) be functions of time as well as 

frequency. 
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9)APPLICATIONS 

Chapters 4 and 5 consider two time-varying situations . 

The analysis of speech (Chapter 4) gives an example of the 

application of spectral analysis to a system whose variations in time 

may be considered step-like (for instance at the beginning and end of 

voiced speech sections and at the boundary between two phonemes) 

or of a slowly varying nature (as sometimes found in long vowel sounds. ) 

I It is shown that individual vowels can often be identified usinq spectral 

techihiques. By testing for stationarity the speech waveform is 

approximately segmented into stationary sections. The spectral estimates 

from these sections can be compared with known vowel responses and 

identified within specified levels of confidence. In another 

appliGation it is shown how compressed speech may be improved in 

quality using statistical test results to determine which portions of 

the speech waveform should be retained and which can be discarded. 

Chapter 5 investigates some applications of spectral techniques 

to fatigue rig control and identification of the onset of fatigue 

cracking. In controlling the loading pattern on a test specimen 

the response of the rig and of the specimen must be considered. 

Assuming that the specimen is not loaded beyond its elastic limit, 

the response is approximately linear. As cracks are formed, the 

response of the specimen changes. To maintain the required 

loading patterng the controller must adapt to these changes and to 

possible drift in the rig's servo-hydraulic components. 

The identification of the onset of cracking necessitates the use 

of statistical tests which are approximately insensitive to 

outside random disturbances. The change in the frequency response 
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of the specimen may be less than 5% over the first 90% of fatigue 

life. Short-term estimates of the frequency response are subject 

to random errorsq and in testing for stationarity, allowance 

must be made for variations due to a noisy environment. 
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CHAPTER 3 

SPECTRAL ANALYSIS OF CLOSED-LOOP SYSTEM') 

LIST OF SYMBOLS USED 

X(t) Gaussian system input with zero mean and variance 

CY x2 

Y(t) system output. Gaussian with zero mean and variance 

(j Y2 

n(t) the noise in the forward loop section. Gaussian 

with zero mean and variance cjn2. Uncorrelated 

with x(t) or r(t) 

r(t) the noise introduced in the feedback loop. Gaussian 

with zero mean and variance cTr 
2. Uncorrelated with 

x(t) or n(t) 

z (t) the feedback signal 

e(t) = X(t)-z(t) 

T block time period 

fS : sampling frequency 

w0: frequency resolution ) radians/sec. 

Ni block size (number of samples) 

X(Kwo) discrete Fourier coefficient at frequency Kwo 

(0 <K< N/2) obtained from the transformation of 

a block of N samples of x(t) 

Y(KwO) discrete Fourier coefficient of y(t) 

E(KwO) discrete Fourier coefficient of e(t) 

Z(Kwo). discrete Fourier coefficient of z(t) 
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N (Kw z discrete Fourier coefficient of n(t). (Not directly 

accessible from sampling x(t), e(t) etc. ) 

R(Kwo) : discrete Fourier coefficient of r(t) (Again, not 

directly accessible from sampling x(t), e(t) ) 

ýxx(Kwo) 2 estimate of the power spectrum of x(t) at frequency 

(Kwo) taken as the average value of L independent 

estimates 

ý yy (K wo) 

ýee(Kwo) 

ý rr(Kw 0) 

: mean estimate of the power spectrum of y(t) 

: mean estimate of the power spectrum of e(t) 

: mean estimate of the power spectrum of r(t) obtained 

by sampling r(t) alone. (Not usually accessible) 

ý rr(Kw 0 . best obtainable estimate of the power spectrum 

of r(t) through sampling x(t), e(t), y(t), z(t) 

ýnn(Kwo) : mean estimate of the power spectrum of n(t), 

obtained by sampling n(t) directly 
-t 

ý An ^n (K wo) 

ýzz(Kwo) 

ýxy(Kwo) 

e xe (K wo) 

xz(Kw 0 

ý xr(K wo) 

t best obtainable estimate of the power spectrum of n(t) 

i mean estimate of the power spectrum of z(t) 

: cross-spectrum estimate between x(t) and y(t) 

: cross-spectrum estimate between x(t) and e(t) 

i cross-spectrum estimate between x(t) and z(t) 

mean estimate of the cross-spectrum between x(t) and 

r(t). As L becomes large, ýxr goes to zero as x(t) 

and r(t) are uncorrelated. 

ý xn (K wo) : mean estimate of the cross-spectrum between x(t) and 

n(t) 

G(Kw 0) : mean estimate of the forward-loop frequency response 

at frequency (Kwo) 



- 75 - 

H(Kw 0) 3 mean estimate of the feedback-loop frequency response 

A: true value of A (may be complex) 

A: single estimate of A 

Ai estimate of A obtained as the mean of L independent 

estimates 

MA i magnitude of Af= JAI J 

OA angle the vector 0-*A makes with the real axis in the 

complex plane. Thus A= MA exp UoOd 

RA real part of A 

,A imaginary part of A 

P(T) I amplitude probability distribution of A 

P(T 3 9) conditional amplitude probability distribution of T 

given B 

p(A 9 B) joint distribution of T and BF 

LI the number of independent estimatEs used to find 

ýxx, Oxy etc. 

Sx 2 (Kw half -power of x(t) in the bandwidth (K4)wo <w< (K+-'-)w 
00 

Sr 
2 (Kw i half -power of r(t) in the bandwidth (K-IL)wO <w< (K+ý)wo 

02 
(K+-L) wo Sn2(KwO) i half-power of n(t) in the bandwidth (K4)wo w. < 2 

CY A2: variance of variable A 

PA : mean value of A 

N (. p 9 cy 
2) 2 Gaussian distribution with mean jj and variance a2 
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1) INTRODUCTION 

In Chapter 2 (Section 3) it was shown that bias errors due to 

finite frequency resolution could be reduced by choosing a longer 

block period, T. Goodman and Akaike have investigated the statist- 

ical distributions associated with functions of bivariate complex 

Gaussian sequences and their results can be applied directly to 

short-term spectral estimates of linear open-loop systems. In many 

cases it is found that 'random' errors due to finite observation time 

are a more serious concern than inherent bias errors. 

A similar study of closed-loop systems involves distributions 

associated with tri-variate complex Gaussian sequences and as far as 

the author is aware, little or no research has been published in this 

area. Wellstead (1971) suggested a possible approach approximating 

the distributions associated with closed-loop frequency response 

estimates by a complex transformation of the open-loop distributions. 

This was found to give satisfactory results when the noise in the 

feedback loop was negligible (see Figure 1 ). This is to be 

expected, as the system essentially reverts to the bivariate complex 

situation under these conditions. 

To derive the sampling distributions of short-term spectral 

estimates of closed-loop systems under conditions when r(t) 

cannot be neglected, it is sufficient to consider the distributions 

of estimates of G(w)t H(w) and best estimates of the noise spectra 

ýnn(w) and ýrr(w). All other distributions, for instance those 

associated with estimates of #y(w), ýxz(w), ýxe(w) and the 

overall closed-loop gaing can be derived from a suitable transform- 

ation of distributions encountered in the open-loop case. 
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FIGURE 1 Shows the closed-loop system configuration where H(w) and 

G(w) are linear. It is assumed that any 3 of x(t), e(t), 

y(t), z(t) can be measured directly 

R(t) 
, 

Gaussian noise in 
2 

feedback. Variance = ar 

H(w) 

Z(t ) 

E (t Y(t 
X(t) 

G (w) 

Gaussian Input 
2 

Variance = Crx 
N(t Forward path 

2 

noise Va r= O'n 

2) RANDOM ERRORS IN CLOSED-LOOP ESTIMATES (extension of open-loop 

distribu 

It is assumed (Rigure 1) that the output, y(t) , and any two of 

X(t), z(t) and e(t) oan be sampled and henoe the I+th variable oaloulated, 

As in Chapter 2, it is assumed that the block period, T. and the 

sampling frequencyý fs, have been suitably chosen so that aliasing, 

and bias errors due to finite frequency resolution, can be neglected. 

The sampling distributions are derived assuming a rectangular data 

window is used on the sampled versions of x(t), y(t) etc. If a 

Hanning or a similar window is used, then adjacent discrete Fourier 

coefficients X(Kw 0 
)q X( (K-l)w 

0 
)q X( (K+1)1wo) become correlated and 

the number of degrees of freedom associated with spectral estimates 
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obtained using frequency smoothing is correspondingly reduced. 

If the block period, T, is chosen such that the impulse response 

functions g(fl, h(T) are effectively zero for some T> 'rMaX where 

Tmax << T then the following relationships approximately hold: 

Y G(X + R) +N GE +N*3.1 
(1 + HG) 

A 

z G. H. X + H. N +RH. Y +R....... 3.2 
(1 + HG) 

EX-R-H. N X-Ze*o9oe#3.3 
(1 + HGý 

where X, Y, E. etc. are the comple, x discrete Fourier coefficients at 

some general frequency Kwo (w =2, K< N/2) obtained by 0 ýa 
)9 (0 <zP 

T 
transforming blocks of N samples of X(Oý Y(t), e(t). The discrete 

transform algorithm is given in Chapter 2. The dependence on 

frequency w is henceforth assumed except in cases of ambiguity. 

In general we are interested in estimates oft 

EL L 
ýxe 1 Re ;EXi*. E1........ 3.4 

E ý, -. *, = 1 

EiL L 

XY 1 xy Xi........ 3.5 
L =1 =I 

LL 
ý xz 1 ýxz =1X. *. Z. 3.6 

oy / ýxx (Overall frequency response) ... 3.7 

1+HG 
ý] 

G ýxy / ýxe (Forward loop frequency response) 3.8 

(Pxz OY (Feedback loop frequency response) ...... 3.9 

ýyy + IGI 2 Oe -2 RL { G. ýyej nin *999**3.10 
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ýrr Tzz + 1ý 12. ýyy -2 RL. 1 H. ýzy} 3.11 

plus estimates of the auto-spectra of x(t), y(t), e(t) and z(t) 

defined in a similar manner to ýxx in ChapLter 2. The mean values may 

be found as an average over L successive time blocks or over L ad- 

jacent frequency points9 as in the open-loop case. The distributions 

of Xiq Ni and RI are given byt 

2) 
PX(Xj) N (09 Sx 4,9 o. o93.12 

complex 

2 
PN (Ni) N (0, Sn ). 

**99*o*a99*o3.13 
complex 

N (0, Sr 2 
PR(Ri) 

oomplex 
*999o**oeeeo*3.14 

These distributions are arrived at by the same argument used by 

Tukey for the open-loop case. Againg the real and imaginary co- 

efficients are approximately independent. In addition Xi. Ni and Ri 

are all mutually independent. 

The power in x(t) over the frequency band Kwo ± wo/2 

(0 <K<, N/2) is evenly distributed between the real and imaginary 

coefficients of X(KwO). Thus the variance term Sx2 is equivalent 

to half the power in this bandwidth. Sx2 is dependent on the centre 

frequency Kwo. A similar relationship holds for Sn2 and Sr2. To 

obtain estimates of the power spectrum density functions equations 

3.4 to 3.6 and 3.10,3.11 must be normalised by the factor l1wo 

as in the 6pen-loop case. 

If the relationships indicated by equations 3.1 to 3.3 are 

substituted in equations 3.4 to 3.9, the spectral estimates can be 

rewritten in terms of the independent inputs, X, N, and R and the 

system frequency parameters, G, H. 
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xy 

ýxe 

ýx z 

GI- 
+ H. G) 

G. #x + G. ýxr + ýxn 
(I + H. G) 

ýxx - ýxr - H. ýxn 
(I + H. G) 

*ooo***&o3.15 

aa&s*e&*93.16 

G. H. ýxx + H. ýxn + ýxr 3.17 
(1 + H. G) 

G+G. ýxr + xn 3.18 
1+H. ý H. G) ; 

xx 

GG++H. G) ýxn 

ýxx - ýxr - H. ýxn 

(1 + H. G) ýxr 

G ýxx + Txn +G ýxr 

e9e&oo*ao3.19 

9ooe99oo93.20 

The noise estimates ýAnn^ and ýrir" are considered at a later stage 

in this chapter. 

Letting the cross-spectral terms involving X, N and R go to 

A 

zero in equations 3.15 to 3.20, the expected values of the parameters 

(found by letting L tend to oo) are given. 'We now investigate the 

sampling distributions associated with equations 3.15 to 3.18 

Samplinq distributions associated with ýxy, ýxe and ýxz 

The distributions of the cross-spectral terms are obtained 

by an extension of the theory developed for the cross-spectrum, ýxy 
I 

in the open-loop case. We consider the distribution associated 

with ýxz and quote similar results for ýxe and ýxy. 

Equation 3.17 can be rewritten in the formt 

ýxz G. H ýxx + Txn + Txr 3.21 [(I 

+ G. H-TI IGG. H 

In deriving the distribution of the error in the open-loop frequency 

response it was shown (see equation 2.27) that: 
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22 
p(Mxn, exn : ýxx) L. ýxn exp- Mxn L/ 2-Sn . 

ýxx) 3.22 

2 27 Sn ýxx 

where L is the number of independent estimates used to find the mean 

value ýxx and: 

ýxn Mxn. exp exn) 

The distribution of the term Txn /G in equation 3.21 is given by a 

complex transformation of equation 3.22. Defining a new variables 

Txn /G 

the distribution of A is given by: 

P('MA90A 1 "x) L. IG 1 2. 
MA*exp MA 2. L. IG 12/2. Sn 2. ýxx) 

2Tr . Sn 2. ýxx 
**99o**3.23 

Similarly the distribution of a variable B defined ass 

B ýxr GH 

is given by: 

P(MBt 0B: ýxx) L. IG 12. IH 12. M B' exp -L. M B 
2.1 

GIýIH 12 2. Sr2. ýxx) 

2 
2 Tr Sr ýxx 3.24 

The distributions given by equations 3.23 and 3.24 are bivariate 

Gaussian distributions with independent ordinates. Further, as 

r(t) and n(t) are uncorrelated, the variables A and B are independent 

if Oxx is fixed. Thus the variable CA+ B) is also jointly 

normal with zero mean and variance: 

2=-22 VAR (C) CY c 
ýxx -: ) r+ Sn co 3.25 

L IG 12- 12 12 IH IG 

Relating the cross-spectrum ýxz to C using equation 3.21: 

ýxz G. H ýxx +c.......... oo3.26 (1 + G. H) 
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The distribution of ýxz is obtained by a complex transformation of the 

distribution of (Txx + C). Lettingt 

ixx +C 

the distribution of D is given by: 
co 

p(D) 
fo 

PC ( (D - ýxx) z ýxx) . p(ýxx) -d ýxx 

where pc(C : ýxx) is the bivariate Gaussian distribution with zero mean 

and variance Gc2 (equation 3.25) and Txx is Chi-square distributed with 

2 Ldegrees of freedom. Integrating with respect to ýxx (reference 2)t 

P(M D9 OD) L(L+1). M DL. exp (L. M D' Cos 0Dý cy 
2) 

L L+l 
r (L) x 

SX2 + cj2)j 
KL-1 

ci 
2. Sx 

L-1 
(sx 2+ 

cy 2) 7- 

where 

and 

1'(L) = (L-i)! 

*e9o**&*3.27 

Kv (x) Modified Bessel function of order 

Cy 
2 Sx 

2 
.( 

Sr2 + Sn 
2 

L IG12'. IHI 2 J'G 12 

This distribution is similar in form to the distributions assoc- 

iated with cross-spectral estimates in Chapter 2 (see equation 2.23). 

Indeed, equation 3.27 can be adapted directly to give the joint dis- 

tribution of the real and imaginary coefficients Or ýxy in the open- 

loop case. To obtain the distribution of ýxz from equation 3.27 

we must perform the complex transformation T given by: 

T G. H 
(1 + G. H) 
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The Jacobian of this transformation is given by: 

i (PA 
D' OD ýýXz Dýxz MT 0M 

ýMD aeD T 

-aexz 
Hxz 

3MD a6D 01 

Thus: 

P(ýXz , 
ýxz) PMD90D (Wxz /MT Oxz - OT 

...... 3.28 
J(M D OD) 

Figure 2 shows typical equal probability contours of the distribution 

given by equation 3.28. 

ty 

_FIGURE 
2: Shows the qeneral form taken by equal probability contours 

of the distribution of ýxz 
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The distributions associated with #e and ýxy may be arrived 

at in a similar manner. 

The distribution of ýxe is given by lettingt 

cy 
2 Sx2 - {Sr 2+ IH 12. Sn2 

L 

in equation 3.277 and defining the transfomation T byi 

TI/ (1 + H. G) 

The distribution of ýxy is obtained by lettingi 

22222 Sx Sr + Sn 11GI 
L 

.. a. defining T as G/ (1 + H. G). 

ii) Sampling distribution of overall closed-loop gain estimates 

The error in the closed-loop gain estimate found from equation 

3.18 is approximately given by: 

G. txr + On 3.29 

(1 + HG). Txx 

Using the same arguments as in the previous sectioný the 

conditional distribution, given ýxx, of a variablet 

G ýxr + (ýxn 
+ H. G) 

is given by: 

P(f : ýXx) N(09(IG 12. Sr2 + Sjjý) . 
ýxx) ).. 

***3.30 
complex MT 2. L 

where MT 2= 11 + GH 12. 

This is a similar situation to the open-loop case except that the 

effective noise variance as seen at the output y(t) is given by: 

12. Sr 2+ Sn cf nI (- 
MT 2 

in the closed loop case. The error in the closed-loop gain is given 

f/ Txx. The distribution of is given by equation 2.28 byE: 7: 
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22 in Chapter 2 with cyn above replacing Sn 

3) STATIONARITY TESTING OF CLOSED-LOOP S"(3TE. 'Aý 

Complete stationarity testing of the closed-loop system involves 

independent testing of five parameters. The sampling of three 'loop, 

signals gives only three effective degrees of freedom. Thus as in 

the open-loop case it is not possible to test one parameter alone 

holding the rest as measured constants. 
I 

In the open-loop caseg the stationarity test (equation 2.37) 

requires prior knowledge of the noise variance. This is approximated 

by a 'best estimate'. The same approach can be employed in the 

closed-loop case except that two tests are now required for complete 

stationarity of G and H. If both or either of the tests fail it is 

not possible to tell (in statistical terms) which of the frequency 

response functions (G or H) has changed. This must be resolved by 

reference to the particular physical situation. 
111222 

Let ýxyt ýxxt ýxz and ýXyj ýXxj ýxz be two sets of independent 

estimates, averaged over Ll. L2 blocks respectively. Let: 

exy 
-G3.31 G. H) 

Oz G. H....... 3.32 

ýxx 
1+G. H) 

The conditional distributions of c and 6 given ýxx are Gaussian with 

zero mean and independent real and imaginary coefficients: 
222 

P( T. ýxx) N 09 IG I. Sr + Sn 3.33 
complex L. -ýxx 11 + HG T-7- 

and: 

P( 6: #x) N( 01 1#j 
_H 

1 2. Sn2+ Sr )... 3.34 
complex L 

-, 
7XV 

X1+ HG 12 
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It is worth noting that the variance of the error in the overall 

frequency response estimate, T, is dependent upon the system parameters 

G and H. In the open-loop case, the variance is a function of the ratio 

Sn 2/ Sx 2, 
and does not depend on the system response. 

The variance terms in equations 3.33 and 3.34 are approximated 

by substituting best estimates as seen at the output Y, and in the 

feedback loop Z. The derivation of these terms is identical to that 

followed in Chapter 2 (equations 2.29 to 2,36). It can be shown that: 

2a2- 
cy 6 

ýyy - ITI, 
. 

Ox) ......... 3.35 

2 ýxx 

2 (ýZz IS12 
. ýxx) 3.36 CY6 

2 $xx 

If the product G. H is constant for the two periods of estimation, then: 

T2 

P(f :012) xx xx 

62 and t 

22 
N(0 Joe 

1+ CT C2}) 
complex 

o99*93.37 

Similarly if the ratio G/H is constant for the two periods of estimation 

then: 

s261-62 and i 

1222 
P(g xx xx) 

N 05 JCJ6 + CY6 2 
3.38 

complex 

By squaring f and g and normalising their respective variances we 

obtain variables that are approximately Chi-square distributed with 

2 degrees of freedom and unit variance. As in the open-loop case, the 

approximation is improved if we consider the stationarity over a wide 

frequency band. In general, if we wish to test stationarity over 

M adjacent frequency points, then the variables: 
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Ifi 12 
i2 9o*o*9o*o**o9oo3.39( a) 

and: 

9 Igi 12a23.39)b) 

are Chi-square distributed with 2 Mdegrees of freedom. Knowledge 

of the particular situation may preclude variations in G and H 

such that the product, GH, or the ratio, G/Hare liable to remain 

constant. In such circumstances it is only necessary to test one 

variable. Some applications to human operator tracking tasks are 

presented in Chapter 6. 

SAMPLING DISTRIBUTIONS ASSCCIATED WITH FORWARD-LOOP GAIN ESTIMATES) 

(extension to tri-variate complex Gaussian systems) 

The distributions developed so far for closed-loop systems are 

extensions of open-loop results. However the sampling distributions 

of G and H cannot be obtained by transformation of open-loop results. 

The distribution associated with estimates of G (equations 3.8,3.19) 

is derived in this section. The distribution of estimates of the 

feedback loop gaing q, can be found by following an identical 

procedure (Section 5). From equation 3.19, the error in estimates of 

G is approximately given by: 

Eg (1 + H. G) ýxn 

ýxx 
- 

ýxr 
- Hýxn 

oooo9*9o*9o3.40 

If equation 3.40 is rearranged: 

Eg 
.1+H. 

G 
Z-H 

0&00&ooeo. 
3.41(a) 

where Z ýxx - 
"$xr 

Txn 
agog, ooo o oo3.41(b) 
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We derive the distribution of Z and then consider the complex tran-)- 

formation described by equation 3.41(a). 

Derivation of samplinq distribution of Z 

This involves finding the distribution of ýxn given ýxx and the 

distribution of U Ox - ýxr) given ýxx. As n(t) and r(t) are 

independent it can be seen that U and ýxn are independent if Txx 

is kept constant. Knowing the distributions of U and ýxnj the 

distribution of the ratio U/ Txn is derived, maintaining ýxx as 

a constant. Finally the dependence on ýxx is dropped by integrating 

for all Txx, 

In previous derivations, the terms ýxx, ýxn and ýxr have been 

the mean values obtained from L independent estimates. To avoid 

complicated scale factors we now consider ýxx,, ýxn etc. to be the 

sum of L independent estimates. As Z involves the ratio of two est- 

imates the factor L is lost and the final distribution is the same 

as that obtained by considering Ox, ýxn and ýxr as mean values. 

From equation 3.22: 

22 
p(Mxn , 

Oxn : Txx) Wxn exp 5xn 2 -SrL - ýxx) 3.42(a) 
2 

2Tr Sn - 
TXX 

and similarly: 

p (Mxr xr ýxx) 

However, U ýxx 

obtain the distrib 

P(M., eu : ýxx) = 

22 
Mx r. e xp PAxr 2. 

-, 
')r 3.42(b) 

2 
2 iT Sr ýx x 

- ýxr. Performing the complex transformation to 

ution of U 

p(Mxr , Qxr : ýxx) &*99**93.43 

J(Mxr . Oxr) 
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where J(Mxr , exr) ýImu Mu 

3Wxr aýxr 

aeu -Dou 
3ýxr Dýxr 

Mu 

and Mxr and 6xr are replaced in terms of Mu, Ou and ýxx. Making the 

substitution: 

P(Mul eu : OX) Mu 
2- exp -(ýXx - Mu. cos eu) 2_ (imu. sin Ou) 2 

2Tr. Sr Txx 2- 2-Sr - ýxx 

9oo3.44 

As Fxn and U are independent if ýxx is fixed, the joint distribution 

of ýxn and U is given by3 

p(Mu, 6u, FAxn, 5xn : Fxx) = p(Mu, eu : Txx). p(M-xn, Uxn: Txx) 
.. 3.45 

We now find the distribution of Mz, e, given Txx. It can be seen that: 

IM z Mu / Mxn 90z0u- 
6xn 

The distribution of Mu, jMxn, 6z, given ýxx is found by substituting 

for Ou in terms of Oz and e xn,, and integrating over the complete range 

of ýxn, 0 <, Oxn <, 29) 

p(Mxn, Mu, Oz t ýxx) 
2 Tr 

p(Mxn, Mu, ýxn, I Oz + '6xn} Txx) 

0 

Dez dýxn 
lor- 3exn 

I 

where Ou = Oz + 5ýn- Making the appropriate substitutions from 

equations 3.42(a) and 3.44 it is found thatt 

p(Mxn, Mul Oz : ýxx) Kf 
27T 

exp (Mu cos ýOxn + 6z) dOxn 
0 Sr: 2 

where the coefficient K includes all terms not involving ýxn. 

K 
Wxn. Mu 

- expl- 
[ ýxx + MI U2+ Mxn 

2 

222 41T Sn . Sr . 
ý4x 

2. Sr2 2 Sr2. ýxx 2 Sn 2 ýxx 
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Integrating using standard integrals (reference 3) : 

p(Mxn, Mu, Oz : ýxx) 2.7T. K. 10 (Mu / r, 2) 
jr .... 3.46 

where Io(x) Modified Bessel function of order zero. 

The above procedure is repeated to find p(Mz, Oz i ýxx) 

P(mz, ez 3 Txx) 
fo 

Mxn- P (Mxnl, Mz. Mxn, Oz : ýxx dMxn 

where Mu is replaced in terms of Mz and ýxn. This integral is of the 

orm: 

P(mz, ez I Txx) = 

00 

3 K 
lf 0 

Mxn . exp -ct. Mxn 

Io(ý. Mxn). dWxn 

where from equation 3.46 we findt 

2 K Mz exp. ýxx 2-Sr 
222 

2. TT Sn Sr Txx 

Ot -1 
1+ Mz2 

2. ýxx Sn 2 Sr 2j 

and MZ 
2 

Sr 

00000099e9o. 3.47 

Integrating with respect to Mxn (using standard integral formulae, 

reference 4) 1 

p(Mz, 6z : Fxx) K, exp 0 2A. 
(1) .L _ý2 /4-0t) 3.48 

2a2 

where LN (X) = Laguerre polynomial of order N and Ll(x) = (1-x) 

Dropping the dependence on ýxx the distribution of Mz, Oz alone 

is given bys 
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00 

P(mz, ez) 
fo 

P(Mzq oz : Txx) 
. P(Ox) d Txx 

..... 3.49 

Substituting for Kl, (x and ý in equation 3.48 and letting p(ýxx) 

equal the Chi-square distribution with 2L degrees of freedom and var- 

iance Sx 2 
we find: 

00 

P(Mzl OZ) 
fo 

K 2*ýxx exp #x) . 
(1 +-6. ýxx) -d ýxx. . 3.50 

2 
where X can be shown to be greater than zero for all values of Sx 

22 
Sr . Sn Integrating by parts: 

P(Mzq oz) K 
2* 

where r(L) Gamma Integral 

found to bet 

K2 = 

= 

Mz 

T(L+l) 3.51 

(L-I)! and the coefficients are 

. Sr2 

L2 2L 22 
2 Sn 7T . Sx (L) Sr + Mz 

Sn 
2 

2 
Mz 

Sr 
2 (Sr 2/ Sn 2+ Mz 

2 

2 
and 1 Mz +1 

2. Sr 
2 (Sr 2/ Sn 2) + mz 2 2. Sx 

Substituting for K2, and in equation 3.51 and rearrangings 
22 

-t AA- y q-r n P%IVII-q V. --j 

. 

[1+ 

222 
iT. fSr + Sn 

. 
mz 

2 
L Mz 

Sr 2. 
+ 

Mz 
2.1 

-+ 
Sn Sx 

2L 
+ Sx 

222 
-)r + Sn Mz 

3.52 

222 Sr + Sn . Mz 
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The distribution of z as given by equation 3.52 is of a complicated 

form. However, the following properties of p(Mz, ez) can be foundt 

1) If Mz =0 or Mz = co then p(Mz, 6z) is zero (as expected). 

2) Equal probability contours in z describe circles about the 

origin i. e. p(Mz, Oz) is essentially only a function of the 

absolute distance from the origin (Mz). 

3) Taking a cross-section of p(Mz, 6z) along the real axis it is 

found that p(Mz, ez) takes the form of a double hump. (See 

Figure 3 below), 
P mz)oz) 

-Zmax 4Zmax Real axis 

FIGURE 33 Shows a typical cross-section of p(Mz, Qz) taken along the 

real-axis of z. 

The value of Zmax is a function of Sx 
2, 

Sn 
29 

Sr 2 
and L. Varying 

each parameter in turn, keeping the remaining terms constant, it is 

found thats 

i) I, f Sx 2 is increased then Zmax increases 

If Sn 2 is increased then Zmax decreases 
2 

If Sr is increased then Zmax decreases 

However Zmax is more sensitive to changes in Sn 2. 
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iv) If L is increased then Zmax increases. As L -* 00 p(Mz, 6z) 

-* dirac delta function at Mz = oo 

4) If the noise in the feedback loop is zero (i. e. Sr 2= 0) 

then equation 3.52 resembles the distribution of the open- 

loop frequency response error. Remembering for the open-loop 

case thats 

Eg ýxn 1 (if ýxr = 0) 
ýxx z 

It can be shown thats 

p( Eg p( 1/z 
Sr 2 

=OH=O. 

Thus the open-loop frequency response distribution is a part- 

icular case of the closed-loop distribution with the feedback 

noise (Sr2) and the feedback gain (H) set to zero. 

To obtain the distribution of the forward-loop gain estimate we must 

make the complex transformation given by equation 3.41(a). By apply- 

ing this transformation to a distribution of the form shown in Figure 

3 insight is gained on the nature of errors in the forward-loop 

frequency response estimate. The transformation is given bys 

Eg T where TI+H. G 
z-H 

The distribution of Eg is found from the distributions of z byt 

P(ME 9 6E) 

where: J(Mzj ez) 

P(MZ, ez) J(Mzl ez) 
LME 
amz 

@Mz 

9 ego oooooo oo3.53 

WF 
a0z 

a-eE 
a0z 

and Mzý Oz are rephrased in terms Of ME9 6E* 
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This transformation is most easily derived in two stages. First we 

consider the transformation3 

wz-H Under this transformation: 

MW = Mz2 +MH2-2 Mz. MH-CO5 (Oz - OH) 

OW = tan -1 Mz. sin Oz - MH- sin OH 

Mz. cos ez - MH*Cos eH 

The Jacobian of this transformation is given bys 

J(MZ9 ez) =I amw amw I 
amz a6z 

aQ-w DOW 
amz ae" 

Evaluating the partial differentialsi 

amw {Mz - MH-Cos (az - OH 
amz 

Imz 
2+ 

MH 2_2 Mz. MH. cos (Oz - OH)} 
ý 

DMw Mz*MH. sin (Oz - eH) 
ýez 

fmz 
2+MH2-2, 

Mz. MH"cc)s (oz - edl 

Dow 
'17M-Z- 

=- MH sin (oz - 6H) 

fmz 
2+ 

MH 
2-2. 

Mz. MH'Cos (oz - OH) 

ýew 
= fmz 

2- 
Mzý MH 

ý cos (OZ -6 H)' 
DOZ 

fmz 
2+mH2_2. 

Mz-M 
Wcos 

(OZ - OH), 

Evaluating the determinanti 
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i(mzt ez) (mz 3_2. 
Mz 2. MH' Cos (ez 

H+ Mz. MH2) 
3.54(a) 

{mz 2+ 
MH 2_2. Mz. M H' Cos (ez 

H)} 

and lastly Mz and ez are rephrased in terms of Mw, Ow using the re- 

lationships. 

Mz = jMw2 
_MH2+2. Mw. MH*cos (Ow - 6H 3.54(b) 

ez tan-' ( Mw. sin Ow + MH* sin OH 
3.54(c) 

Mw-cos ew + MH*cos OH 

Equations 3.54 (abc) can be used directly to obtain the distribution 

of mw, ew by substituting appropriately using p(Mwq Ow) = P(Mz. 6z 

J(Mzgezi 
Lastly the error term Eg is given byi 

mE* exp OeE) MT. exp HOT) 
Mw. exp (jew) 

and P(m E9 OE) P(mw. ew) 
J(MW9 OW) 

where Mw MT 
ME 

J(Mwt OW) = 

9 Ow : -- 8T-0 

ME 
TRW 

36E 

So P(m E90 E) : -- MT 

ME 2 

p 
mwq ow 

ME 
'9ýw 

9oooo9*ooo**3.55 

and: 

36E 
7-W 

(ýE 

2 

2 
ME 

Mw MT 

(eT-6 E) 9o3.56 

Direct substitution to yield an explicit form for the distribtuion 

of Eg is cumbersome and not very enlightening. It is simpler to con- 

sider the transformation of circles centred about the origin in 

the z-plane to the E-planee There are three conditions to consider 

(see Figure 4) 
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_FIGTTRLI 
4: Shows circles in the Z-Dlane mapped into V19 

'Eg -plane. The origin denotes zero error in estimates of 

G. The oirole-9 are labelled with the ratio Mz/gh. 

0= -. (i+r) / 13 =1/ (i, -ji) 
If Mz = oo then Eg wO a, 

If Mz =0 then Bg =- (1+HG) /H 



- 97 - 

Circles in the z-plane-of radius Mz<MH 

These map to circles in the E-plane with the interior of circles 

in the z-plane mapping to the interior of circles in the E-plane. 

As Mz-*O these circles are centred about -(l + H. G) / H. 

2) Circles in the z-plane of radius Mz=MH 

This circle maps to a straight line in the E-plane bisecting the 

line joining -(l + H. G) /H and the origin at right angles, 

3) Circles in the z-plane of radius Mz>MH 

These map to circles in the E-plane with the interior of circles 

in the z-plane mapping to the exterior of circles in the E-plane. 

As Mz, * oothe circles in the E-plane become centred about the origin. 

Figure 4 shows an example of this transformation for the case where; 

H. G. ) (1 -i 1) 

The circles are marked by the ratio Mz / MH . The circles enclosing 

the origin map interior to exteriorý those enclosing-the point 

- (i H. G) /H map interior to interior. 

When the distribution of z is of the form indicated by Figure 3 

with a maximum occurring at Zmax there are three cases to considert 

Zmax << MH (under very noisy conditions or in the presence of a 

large gain in the feedback loop). Under these conditions it is 

highly likely to obtain estimates centred around the region 

marked 'A' in Figure 4. This means the estimates are highly 

biasedg with an approximate mean of: 

G+H. G 1 
HH 

remembering that obtaining an estimate at the origin of E corr- 

esponds to estimating the forward-loop gain (G) exactly. 
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2)Zmax :!! MH (noise in the*system is reduce. d from case 1 but still 

considerable. ) This represents an intermediate stageg under 

which it is just as likely to obtain estimates to the right of 

the straight line (area IBI) as to the left (area ICI). It Is 

also possible under these conditions to find that the distrib- 

ution of E exhibits a 'hole' centred about the pbint - (I + Wj) /H 

i. e. it is highly unlikely to find estimates in the immediate 

vicinity of the point H. This phenomenon is indeed shown to 

exist in simulation results presented in Section 6. 

3) Zmax >> MH (this is the desired case when noise inthe system is 

minimal or L is sufficiently large). Under these conditions It 

is highly likely to obtain estimates centred around the origin 

in the region marked ID, in Figure 4,, The approximate mean of 

estimates d is, given by: 

liG =G 

By considering the transformation given by equation 3.41(a) in 

conjurction with the distribution of z given by equation 3.52, it is 

possible to construct approximate confidence intervals for estimates 

of G if Zmax (Figure 3) is much greater than the absolute 

magnitude of the feedback gain. If from equation 3.52 we are 

qt . percent confident that values of z lie outside a circle radius 

IAy 
, then we are cc percent confident that estimates of G lie 

within the transformed circleý radius AAa. in. the E-plane. This 

technique is used in Chapter 6 to assess models of the htýman 

operator response in tracking tasks. 
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5) DISTRIBUTION OF FEEDBACK FREqUENCY RESPONSE ESTIMATES 

The sampling distribution associated with estimates of H is 

essentially identical to that of the forward-path estimate. Only 

the alterations required are noted in this section. From equation 3.20 

the error in estimates of H is given by: 

EH1+H. G) Txr 3.57 

G ýxx + ýxn 
-G 

ýxr 

Rearranging to a form shown by equation 3.413 

EH1+G. H 
Gz 

where now: z (ýxx + ýxn / G) U... (U defined for equn-3.43) 

ýxr Txr 

As is expected the roles of ýxn and ýxr are reversed from those in 

the previous section. 

By inspection the distribution of z is given by equation 3.52 

replacings 

1) Sn 2 by Sr 2 
and 

2) Sr 2 by Sn2 / IGI 2 

If G is large then the effect of noise in the forward path on the 

accuracy of estimates of H is neglibible and the distribution of 

1/z is approximated by equation 2.28 (the distribution of errors 

in the open-loop frequency response estimate. ) 

SIMULATION RESULTS 

The distribution of errors in the forward-loop frequency re- 

sponse was found from simulation tests for an extensive range of 

system parameters. As in the open-loop simulation tests the Fourier 
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coefficients X, R and N are assumed Gaussian with zero mean and 
22-2 

variance Sx . Sr , an respectively. Thus, to find the distribution 

of errors in the closed-loop system it is sufficient to form each of 

the above by taking two independent samples of a Gaussian white noise 

process as the real and imaginary coefficients and then multiply by 

the desired scale factor to obtain the correct variance. The loop- 
A Op 

signals, Yq E and Z can be formed from a combination of X, R9 N and 

the specified system frequency response gains G9 H. The degrees of 

freedom, L, can be varied by taking average estimates of ýxx, ýxy 

over L independent realisations of X, N and R. 

The amplitude probability distributions of G were calculated 

from ten thousand individual estimates. The complex-plane was divided 

into a 25 x 25 matrix of squares centred on the true value of G; the 

square resolution being chosen to suit each particular case. The 

number of occurrencEs of estimates of G within each square was recorded 

and constant probability contours were constructed. These were comp- 

ared with expected results from equation 3.56 found by numerically 

integrating the probability distribution over each square and normal- 

ising to the total count of ten thousand estimates. 

In total twenty-two tests were tried and good correlation was 

found in each case. Of these twenty-two, the three variations des- 

cribed in Section 5 are displayed. Figures 5.6 and 7 show resulLs 

obtained: 

i) Under very noisy conditions (Z-fnax << IHI ) 

ii) Under less noisy conditions (Zmax = IHI ) 

iii) With a high signal-to-noise ratio (Zmax >> IHI ) 
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Lastly, Figures 8 and 9 show that the distributions as predicted are 

a good approximation for two different systems under similar input 

and noise conditions. 

These results would indicate that the distribution of errors in 

forward-loop and feedback-loop frequency response estimates in the 

presence of noise both in the forward and feedback path is described 

by equation 3.56. This analysis has assumed that bias errors due to 

finite frequency resolution may be neglected. 
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FIGURE 5 Shows oonstant probability eontours in the Ig-plane 

as measured from simulation tests (, and as predioted by 

transformation and integration of equation 3.52. (- --). Contours 

are plotted from experiments involving 10000 independent estimates 

of the forwara-loop frequency response, G. 

As the noise variance Sn 2 increases relative to Sx 2 the 

variance of estimates of G deoreases. However the values are oentred 

around -(l+HG)/R. This oorresponds to estimating Ga -1/Hp or an 

infinite olosed-loop gain. 

SYSTEM PARAMIRS. :N -(l+HG) /ýl 
9H= 

(10, JO)v Ga (10 JO) 

SX 2=0.28, Sn2« 0.4, Sr2 = 0.14y L=3 
. 



- 103 - 

PIGMI 6: Showis oonstant probability oontouris in Eg-plane, 

a) As found from simulation tests (-) 

b) As prediatea 

As the noise variance decreases relative to SX2 the variance 

of estimates increases. The mean of the distribution moves away 

from the -(l+HG)/H point towards the origin. Under certain conditions 

the probability of obtaining estimates in the neighbourhood of 

-(l+HG)/H is small and the oonstant probability oontoure bend 

rouna this point. 

SYSTMI PARAJKBT'KRS- :Pa -(l+IiG)/Hs, H= (10, JO), G= (1, JO), 

sx 2= 0.28, Sn2 w 0.059 Sr 2=0.14s L= 3- 

IMG 
AXIS 

1.0 
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FIGURE 7 Shows constant probability oontours in the 3g-plane 

when the signal to noise ratio is large. Under these oonditions 

estimates are oentred about the origin. 

The varianae of estimates of G now deoreases as the noise 

varianoe Sln 2 deoreases. 

SYSTEM-PARAMETERS :H= (10p JO) 9G= 
(19 JO)q Lw 

SX 2m0.28 
, Sn 2=0.005 

9 Sr 2 
MO-14 

F4-PLANE. 
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FIGURE 8: Shows olose agreement between measured probability levels 

and predicted probability levels (--- --) for estimates of 

the open-loop frequency response. G. The high probability contours 

are oentred about the point -(l+HG)/H indicating a low signal to 

noise ratio* 

SYSTIM PAWMTERS : 

JO), L= 5v 

-(l+HG)/Ho. H= (7-14, +J7.14) 

sx 2=0.28, Sn2.1.12, Sr2=0.14 

re,. 7PLANE 

RFAL . 

I 

IL 
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FIGURE 2: Shows constant probability contours in the Eg-plane 

under the same noise oonditions as in FIGURE 8, but for a different 

system. Again their is close agreement between measured and predicted 

results. 

In figures 5-9 the oomplex plane was divided into a 25 x 25 

matrix of squares and the number of ooourrenoes in eaoh square 

reoorded. The total nmber of estimates taken was 10000. The predioted 

oocurrence in eaoh square- was found by integrating the distribution 

of G over an interval in the Z-plane (eqft 
- 3.52) corresponding 

to the mapped square in the Iýg-plane. The total probability was 

normalised to the total mmber of estimates. 

SYSTXK PARAMEMS :Pa . (I+HG)/H, H= (10, JO), L =5 

G= (0-707, -JO-707), Sx 2 
=0.28, Sn2 ml. 12, Sr2 =0.14 

5 

oe 

00,00 

REAL AXIS -1.0 

IlAAG. 
AXIS. 

1.0 

0 
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7) NOISE ESTIMATES IN CLOSED -LOOP SYSTEMS 

In the open loop system it was shown that estimates of the 

noise spectrum were Chi-square distributed with 2L -2 degrees of free- 

dom. In closed-loop systems, estimates of1he forward path noise 9 
ý/.. % nn, 

A-% 

and the feedback noise, 
ýrr 

are shown to be approximately Chi-square 

distributed with 2L -2 degrees of freedom when the signal-to-noise 

ratio is larget but the approximation becomes worse as the signal- 

to-noise ratio decreases. 

From equations 3.10 and 3.11 it can be shown thats 

On Tnn 
-IE; 12 Eg . 

Tee 
......... ..... 3.58 

and ýrr Trr Tyy Eh09*00 41 0 4) 00003.59 

where Eg and Eh are the errors in estimates of G and H respectively. 

As the number of estimates L taken to find the average values 

ýee, ýyy etc. tends to infinity, Eg and Eh go to zero and the estimates 

of the noise spectra tend to their true values. When the ratios 

22 
X2 / Sr2 Sx Sn and are large then the terms JE-gjýTee 

2- 
and jEhl 

. ýyy are almost independent of the noise signals n(t) and 

r(t) and can be shown to be Chi-square distributed with 2 degrees of 

freedom. Thus as ýnn and Trr are Chi-square distributed with 2L 

degrees of freedomo the best estimates of these are approximately 

Chi-square distributed with 2L -2 degrees of freedom. Figure 10 

would indicate that this is indeed the case. 

-2- 
As the signal-to-noise ratios decrease, the terms. jEhý. ýyy 

and jEgjý Tee become highly correlated with the noise terms. Under 

these conditions the noise spectra estimates tend to underestimate 

the true values. If the noise term, n(t)q dominates the error signal 

e(t) 9 then: 
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ýee 
+HH. G 

12. ýnn 3.60 

and the error in estimates of G was shown in Section 5 to be L- 

- (1 H. G) / He 

Thus the term iEgiýýee in equation 3.58 is of the same order of 

magnitude as ýnn and the best estimate of the noise spectrum severely 

underestimates the true value. A similar argument applies to estimates 

of the auto-spectrum of the noise in the feedback loop. The dist- 

ribution of noise spectra estimates under these conditions is shown in 

Figure 11. 

For most cases of system identification, it is necessary to 

choose L so that the variance of system estimates is reduced to accept- 

able levels. Under these conditions, estimates of the noise spectra 

are approximately Chi-square distributed with 2L -2 degrees of 

freedom. 
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8) CONCLUSIONS 

The results of this chapter extend the ' randorn' erro r an, i lysis of 

short.: term spectral estimates to include closed-loop -, ystems with 

noise both in the forward and feedback paths. 

Initial results for the distribution of cross-spectral estimates 

and estimates of the overall frequency response involve a fairly 

straightforward extension of results found in Chapter 2. The distribution 

of estimates of the forward path gain and feedback gain, however, 

require an approach involving distributions of tri-variate complex 

Gaussian sequences. The resulting distributions show clearly that, 

unlike the open-loop caseg estimates of G and H can be severely 

biased under noisy conditions, if L, the degrees of freedom, is chosen 

too small. This fact is not apparent from an initial consideration 

of equations 3.19 and 3.20. 

The distribution has been derived for a linear 7jaussian system 

where the noise inputs are uncorrelated with each other and with the 

input. Using similar arguments to those in Chapter 2, it is expected 

that the distributions are a good approximation even when x(t), n(t) 

and r(t) are non-Gaussian. 

In Chapter 6 the response of a human operator performing a 

tracking task in closed-loop mode is examined. It is shown, using 

the stationarity tests given by equations 3.39 (a, b) and the the- 

oretical distribution of estimates as given by equation 3.56, that 

his mode of response depends on the frequency content of the input 

signal. 
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CHAPTER 4. 

SPECTRAL ANALYSIS OF SPEECH 

LIST OF SYMBOLS USED 

X(t) : output signal from the throat microphone after 

amplification and filtering 

Y(t) t output signal from the crystal microphone held in 

front of the mouth after amplification and filtering 

n(t) a combination of external noise picked up by the 

crystal microphone and all sounds not generated by 

the vocal chords or from the larynx 
A 
X(W) i short-term Fourier transform of x(t) 
A 
Y(t) short-term Fourier transform of Y(t) 

ýXx(w) smoothed short-term estimate of the power spectrum 

of X(t) 

yy 
(w) smoothed short-term estimate of the power spectrum 

of Y(t) 

A^ (W) 

3 best obtainable smoothed estimate of the power spectrum nn 
2 

of n(t) yy 
ýxx 

R(W) estimate of the frequency response between x(t), 

y(t). Is equivalent to the best obtainable est- 

imate of the vocal tract frequency response as 

the two filter/amplifier networks modifying the 

outputs from the throat and crystal microphones 

have identical dynamic characteristics 

a short-term estimate of the coherency between 
xy( 
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fs 3 

Ta 

N 

w 

Pa, b( 2 

x(t) and y(t) 

sampling frequency 

time taken to fill a block of N samples 

block size (number of time samples) 

angular frequency (radians/sec) 

frequency normalised in terms of the voice pitch 

fundamental frequency 

the Fisher distribution with ab degrees of freedom 

and argument X such that 0 <, X< oo 
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INTRODUCTION 

Estimation of the vocal tract transfer function, and spectral 

analysis of the speech waveform using Fourier techniques (references 

1-20) have been subjects for research for many years. In general, the 

phonetic content of speech is difficult to recover for three reasonst 

a) Individual phonemics are often badly enunciated or missed 

completely 

Different accents change the phonetic characteristics 

c) Many phonemic sounds are themselves slowly transient and 

not stationary phenomena, thence it is difficult to iden- 

tify the phonemic boundaries. 

This chapter makes use of results obtained in Chapter 2, and shows 

how these results can be used in the time-varying case to identify both 

slow changes where two phonemic sounds merge and sharp step-like changes. 

The speech measurement system is shown in Figure 1. A throat 

microphone is placed on a level with the'voice box. ' This ensures that the 

pick-up is obtained from the vocal chords while feedback from the jaw 

and small bone structure of the throat is minimised. As thethroat 

microphone is placed higher on the throat the waveform is more contamin- 

ated by this bone feedback. The mouth crystal microphone is held 12 

inches from the mouth and suitably masked to avoid distortion due to 

breathing. The mouth-to-microphone distance and the inclination angle 

are maintained constant to avoid phase changes in the measured frequency 

response. Figure 2 shows the schematic'block diagram for speech analysis. 
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Throat 
Microphone 

L::, 1 4-- Guard Filters 

AMPLR* AMPLR. 

COMPUTER INTWAGR 

x Y(t) 

Fourier 
Pourier Transform 

Transform 
X(W) A 

Y(W) 

Q5 (w) 

cxv) 

DISPLAY 

OUTPUTS 

F IGURE 1: Shows the speech analysis hardware components plus 

the basic softvmre operations. 

Glottal pulse 

waveform 

Bone 
feedback 

F. B ------ 

Voca I 
H(w) Tract 

sampler 

ijQQE 

sampler 

Fi Iter 
Noise 

FIIter N(t) 

x 44 Input Y(t 40utput 

Shows the block schematic of the speech analysis system 

Crystal 

>H Microphone 

Voice Output 
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The frequency response estimate is not a direct measure of the 

vocal tractq as the input does not access the glottal pulse waveform direct. 

Any feedback loops inthe system are essentially time-invariant in 

nature. The sounds generated at the mouth do not all originate from the 

throat, only voiced sounds. Hence in certain cases, the specification 

of a frequency response is impossible from the measured input/output 

signals. Thus any phonemic identification system must rely on more 

than the measured frequency response alone. In the most general case, a 

phoneme may be defined by any sub-group of 4 functions: input/output 

auto-spectra, noise spectrum and frequency response, 

Changes in voice amplitude and voice pitch (used mainly to convey 

emotional responses in speech) introduce changes in the speech waveform 

which can be independent of phonemic changes. Thus any system of analysis 

must normalise to the signal variance and to the voice pitch. 

Section 2 details the normalisation methods used and the choice 

of parameters for the frequency response analysis. Section 3 outlines 

the statistical tests used to identify phonemic constants, while Sections 

4 and 5 give results obtained in identifying certain phonemes. Lastly 

Section 6 outlines an application of phonemic identification to the 

compiling of compressed speech. The results obtained are recorded on 

a cassette (supplied with this thesis) and a statistical survey of 'merit' 

based on this tape is presented. 

2) SPEECH ANA LYSIS AND VOICE PITCH DETECTICN 

a) Choice of short-term Fourier analysis parameters 

i) Voiced speech 

Sampling frequency : 10 kHz 

Block size (N) t 256 points 

I 
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Block period (T) 25 msecs 

Frequency resolution 40 Hz 

Smoothed over 4 frequency points. 

Typically voiced speech sections are seldom shorter than 100 msecs 

and individual phonemes are often held this long. Exceptions might be 

the shortli'as in sit or the shortVas in cut. 

ii) Unvoiced speech 

Frequency resolution is less essential for unvoiced speechý 

but the duration of short transients such as K, T9 P, may be <, 10 msecs. 

Thus Fourier parameters were chosen as follows: 

Sampling frequency (Fs) 1 20 kHz 

Block size (N) 

Block duration 

a 256 points 

10 msecs 

Frequency resolution zýz 80 Hz 

Smoothed over 10 frequency points. 

The speech signal was sampled at 20 kHz. During unvoiced speech, the 

data blocks were loaded with every time sample obtained; during voiced 

speech every other time data point was taken. The choice of voiced/ 

unvoiced was made from an analysis of the variance of the throat micro- 

phone signal over 20 sample points. The threshold trip level was somewhat 

arbitrary and was set to suit the individual. Under normal speech cond- 

itions (i. e. no shouting or whispering) this form of voice detection was 

found adequate. Thus each phoneme has a voiced/unvoiced characteristic 

as an initial identifier. 

The identification procedures for voiced speech require the spectral 

estimates to be normalised both in terms of signal variance and voice pitch. 

Normalising to the signal variance is straightforward; normalising to the voice 
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pitch is more complicated. 
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Previous spectral techniques for obtaininq the voice pitch have 

utilized the cepstrum, (reference 21). This is defined as 'the modulus 

of the Fourier transform of the logarithm of the normalised speech out- 

put auto-spectrum. ' Typical results obtained from this analysis are shown 

in Figure 3, the horizontal scale being in a quasi-time domain, the voice 

pitch being I/T Hz. Figure 3 shows the cep. strum results for the spoken 

vowel a (as in Kite) This form of analysis is costly in computer time 

and somewhat clumsy. 

FIGURE Shows a tyDical. series of cepstrum results as 

obtained during voiced speeah. 

A 
m 
p 

A 
m 
p 

3z rr-s-&-t -L 
32 rnsec- 

The alternative as used here is more simple and reliable. Figure 

shows a typical output spectrum as obtained from the throat microphone. 
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FIGURE 
_? + :_ Shows a typical auto-spectral estimate obtained 

from the throat microphone during voioed speech. 

It is found that the first five maxima are always easily dis- 

cernable in spoken speech, regardless of the vowel sound uttered. The 

computer program records the frequency of the fifth maximum and divides 

accordingly to find the voice pitch. This involves the computer in 

typically less than 30 compare-and -branch steps compared to at least 

N log N (N = 128) complex multiplications, using an F. F. T. algorithm, 

to find the cepstrum. The result is also less dependent on the high 

frequency content of the input spectrum. All vowel phonemes are tab- 

ulated and identified as a function of the voice pitch frequency rather 

than just frequency. This makes the phonemic patterns as far as is poss- 

ible independent of context and intonation. Whether the patterns are 

also speak e r-dependen t was not thoroughly tested. For one female, one male 

tested the results were inconclusive. It is extremely unlikely that the 

results are independent of accent. 

!: TTATISTICAL TESTING CF SPEECH 

Considering theschematic block diagram of Figure 2 the feedback 

I loop is considered of secondary importance. Thus the system is treated 
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as open-loop. The statistical test employed is dependent on the voiced/ 

unvoiced decision. 

i) Voiced speech 

Four parameters are tested, the input auto-spectrum, the out- 

put auto-spectrum, the best estimate of the noise auto-spectrum and the 

frequency response. The auto-spectra of successive blocks are normalised 

to their measured total power and smoothed over 4 frequency points in the 

Q domain (see end of next paragraph). 

Successive block estimates are compared with previous blocks for 

stationarity. The process is 2-level. The first level compares adjacent 

blocks while the second level compares blocks one block removed. The 

first level is sensitive to sudden step changes while the second level 

gives an indication of slower transients within phonemic sounds. (e. g. 
f-N 

the vowel a ends as an ee in many contexts). This two-tier system was 

envisaged as a possible means of building a degree of sophistication into 

the analysis system for possible later developments in the pattern rec- 

ognition side. The concept of frequency was dropped in favour of normal- 

isation to the voice pitch. Thus frequency w in Hz is replaced by 2 

in terms of the voice pitch. Smoothing 'is conducted in the ýl domain. 

An F-test with 8.8 degrees of freedom was used to test the station- 

arity of the auto-spectral estimates. 
iF= ý02) /ý2(0) 

where WQ) and ý2(Q) are the estimates to 

be tested at frequency Q such that F >, 1.0 
00 

PF :_ 
fF 

P818 (X)dXea&oo*oe 4ol 

where PF = Probability of X >,, F given ýI. and ý2 are samples from a station- 

ary process. Therefore the probability that a change has occurred is given 

by (1-P 
F 

). However, if F=1 (the expected value in this case for stationary 
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systems) we wish the probability of change to equal zero. Thus equation 

4.2 is used to give a mean stationarity confidence level: 

CONF 200 
9 max F(Q) 

P81,8 (X dX d ýZ .... 4.2 
Umax 

fo fI 

where the constant term 200/S2max ensures CONF varies from 0-100%.. In 

the discrete case the integral in 12 is a normalised summation over the 

frequency band 0 -11max. 

This test is used on the 3 auto-spectral estimates with the number of 

degrees of freedom in the test on the noise spectrum estimate reduced to 6,, 6. 

The stationarity test on the frequency response estimate is given 

by equation 2.42 in Chapter 2. Again a mean level over SI is obtained. 

Thus 8 confidence figures (4 for adjacent blocksq 4 for estimates one 

block removed) are obtained per test. In many cases only a subset of these 

are used. 

ii) Unvoiced speech 

The test procedure is similar to that for voiced speech with 

the following differences: 

a) The frequency range of interest extends up to 10 kHz. There 

is no normalisation to Q. 

b) The frequency response function and input spectra contain less 

information. In many cases consonants are formed at the 

front of the mouth. (e. g. s, tqpqmjnq d, etc. ) The input 

spectrum is useful in detecting the gutteral consonants 

(e. g. k, g). 

4) rATEGORISATION OF THE VOWEL PHONEMES 

This section presents diagrams of spectra and frequency response 

functions for the common vowels. The vowel responses as shown are taken 
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as the mean values obtained for those vowels as they appeared in a 

variety of contexts. Table 1 lists the distinguishing features of 

each of the vowels. 
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TABLE 1: BRIEF CLASSIFICATION OF VOWEL PHONEMES 

VOWEL SPECTRUM COMMENT 

0 INPUT lst 2nd formants present 

OUTPUT Ist formant only, 2nd suppressed 

FREQ. RES. Zero suppressing top band of lst formant 

INPUT lst formant dominant (broad) 

OUTPUT Ist formant & minor 2nd & 3rd formants 

FREQ. RES. Zero suppressing top band of Ist formant 

followed by 2 peak for 2nd & 3rd formants 

00 INPUT Narrow lst formant followed by 2nd form6nt 

OUTPUT Ist formant only 

FREQ. RES. Zero suppressing top band of lst formant 

00 INPUT 4 formants present. 4th is sometimes lost 

OUTPUT lst formant. Voice pitch is dominant 

FREQ. RES. High gain at voice pitch 

A INPUT lst three formants present 

OUTPUT Formants I through 4 present 

FREQ. RES. Unity initial gain followed by 3 peaks 

coinciding with 2nd, 3rd and 4th formants 

A INPUT Ist three formants present 

OUTPUT Low end of Ist formant suppressed. Top 

half appears as a narrow peak. Followed 

by 2nd formant 
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VOWEL SPECTRUM COMMENT 

FREQ. RES. Zero at 3x voice pitch followed by 3 

close peaks with middle peak dominant 

E INPUT Ist three formants present 

OUTPUT 4 formants present 

FREQ. RES. Low gain at top end of lst formant followed 

by three evenly spread peaks 

EE INPUT lst and 3rd formants present as peaks 

OUTPUT Ist formant shows at 1x voice pitch and 

2x voice pitch. Broad 'hump' on 4th 

formant (3 &4 merged) 

FREQ. RES. High gain at voice pitch. Peak for 4th formant 

I INPUT lst three formants present 

OUTPUT Broad Ist formant followed by 3rd & 4th. 

2nd formant merged with lst 

FREQ. RES. Peak for ist formant. 2 peaks for 3rd & 4th 

formants. Zero for 2nd formant 

INPUT Ist & 2nd formants present 

OUTPUT Narrow Ist formant at 2x voice pitch. 

Zero for 2nd formant. Slight rise over 

3rd & 4th formants. 

FREQ. RES. Peak at 2x voice pitch. Followed by 2 zeros 

interspaced by a minor peak. Broad peak over 

4th formant. 
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VOWEL I SPECTRUM 

U 

OUTPUT 

FREQ. RES, 

COMMENT 

lst three formants present. INPUT 

lst three formants present. 

Peak at top end of lst formant followed 

by zero and 2 peaks on 2nd & 3rd formants. 

The term formant has been used loosely in Table 1. Briefly the 

formants describe the possible resonances generated by the vocal tract. 

However Table I in conjunction with the Figures 5- 15 show that the 

individual short and long vowel sounds can be identified separately. 

Possible exceptions are U and I, A and E. These two pairs are difficult 

to distinguish using the present system. The response, as shown, for 

each vowel was the mean of 20 separate utterances of the vowel in diff- 

erent contexts. Section 5 shows a brief examplecf identification of 

vowels in connected speech. However, no extensive tests were performed 

and the development of a detailed phonemic recognition scheme is beyond 

the scope ofthis chapter. 

5) EXAMPLE OF IDENTIFICATION OF VOWEL PHONEMES WITHIN A COMPLEX CONN- 

ECTED UTTERANCE 

Two examples are shown. In deriving the vowel responses in the 

previous section many more examples (20 per vowel) were tried but for 

space considerations cannot be presented here. 

a) The connected utterance a,, ee,, i. o, __oo 
This is a connected utterance of the long vowels. Figure 16, (a, b, c) 

shows the inputg output spectra-graphs and frequency response spectra- 

graph respectively. Each block was compared with the vowel responses 



- 138 - 

shown in Section 4, using the stationarity tests from 'Section 3. The 

stationarity confidence levels for the input spectrum, output spectrum 

and frequency responseq as found for adjacent blocks, were averaged 

to give a mean stationarity confidence interval. If this mean value 

was less than 20% (i. e. confidence of stationarity>, 80%) then the 

vowel was regarded as positively identified. The + sign at the top 

of the diagrams shows a positive identification while a- sign indicates 

a failure. For the examples shown all the vowel sounds were correctly 

identified. In some of the examples used to specify the vowel 
%-0 %.. / %ý - responses the 1 and u. e and a were occasionally doubly defined under 

this process. 

Figure 17 shows the variation of the 8 stationarity parameters 

over the same sequence of vowels. Slow changes in the Tand '6186 

are detected. These are not marked as phonetic changes but as trans- 

ients within one phoneme. By comparing adjacent blocks these slow 

changes are missed. 

b) The word SP ITOON 
%W 

A similar process was followed for the word SPITOON to identify the i 

and oo. Figure 18 shows the time spectra-graphs while Figure 19 

shows the variations in the 8 stationarity parameters. The silent IN' 

was not clearly detected. The IS' and IT' are easily identified from the 

spectra-graphs. These phonemes are defined entirely by the output 

spectrum alone. 
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APPLICATIM TO COMPRESSED SPEECH 

The process of speeding up speech to compress information content 

is used extensively in talking books for the blind and in numerous 

instances where fast information retrieval is needed. Traditionally 

the speech time waveform is segmented periodically and chunks are cut out 

without regard to their information content. Using this method, speech 

rates up to 400 words per minute can be understood. The method employed 

here used the stationarity tests for open-loop systems (see Chapter 2) 

to identify sections of approximate time invariance and segment accord- 

ingly. The stationary segments were spliced together. As the degree of 

compression increased the beginning and end sections of these stationary 
I 

segments were dropped. 

The method of testing for stationarity was different from that usedin 

phoneme identification. The statistical tests were the sameg but only 

adjacent frequency blocks were tested. The best estimate of the noise 

spectrum was not tested for stationarity. The spoken sections of speech 

were not normalised to the voice pitch and were analysed over a frequency 

range of 0-5 KHz. Unvoiced speech was analysed over a frequency range 

0- 10 KHz and the complete speech waveform sampled at 20 KHz. The largest 

of the 3 stationarity parameters measured was taken as the stationarity 

confidence level for that block. A change was noted if this level was 

> 80% (i. e. 80% confident that a change has occured) . 
The following 

sentence was compressed both periodically and using the stationarity 

testing for word rates varying from 120-400 w. p. m.: "This is a speeded- 

up section of speech to test the principle of phonemic sectioning as 

opposed to random sectioning. " 

Forty people were asked to identify the sentence by listening 
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first to the 400 w. p. m. recording and then at successively slower 

speeds until they could repeat the sentence. The number of words 

picked out was recorded for each playback speed. They were then asked 

to decide whether the sentence was more comprehensible at 400 w. p., m, 

using phonemic or periodic sectioning. This last question is to a 

degree subjective, In that a person can be biased by his previous 

performance and by whether he was tested on the periodically com- 

pressed or phonemically compressed records. Table 2 shows the total 

number of words identified at each playback speed for the two types of 

speech compression. The tests would indicate a significant improve- 

ment in the information retrieval capabilities using phonemic com- 

pression (about 40 w. p. m. ). The recording is of poor quality due 

to the automatic recording level monitor on the cassette recorder 

used. This means that machine noise dominates the initial section 

of each recording. Howeverg all tests are affected equally. 

TABLE 2. SHOWS THE RESULTS OF COMPARISON TESTS ON PHONEMICALLY & 

PERIODICALLY COMPRESSED SPEECH 

SPEECH RATE IN W. P. Mo TOTAL NO. OF WORDS RECOGNIZED 

PHONWULLY COMPRESSED PMIODIGALLY COMPRESSED 

400 122 63 

360 273 146 

320 621 486 

280 778 736 

240 800 800 

200 800 800 

-PREFERENCE 
VOTE 72 8 
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7) CONCLUSIONS 

The use of a throat microphone to access the input signal to the 

speech system increases the information that can be obtained about 

phonemic content in the speech waveform. This is especially true for 

voiced speech. The vowel sounds can be classified and successfully 

identified for short connected speech segments. The recognition system 
R 

makes no serious attempt to optimise the identification routine in terms 

identifying key characteristics for each phoneme. Clearly for voiced 

vowel sounds each vowel sound could be characterised by only a few salient 

features; a number less than ten would be suggested from an initial 

scan of the results presented. This might further improve identification 

results but was considered beyond the immediate scope of this chapter. 

The results confirm that statistical tests developed for stationary 

open-loop systems can be applied to the time-varying case for a class of 

systems whose parameters are subject to 'step' changes. In this case 

the 'step' is considered the interface of two phonetic utterances. 

However, time spectra-graphs of speech are extremely difficult 

to interpret even for trained operators. If the phonetic changes are 

indeed step-liket this is hard to understand. Consideration of the 

choice of analysis parameters such as sampling frequency and frequency 

resolution give some insight into this problem. 

If we restrict ourselves to considering voiced speech then the 

physical limitations imposed suggest the following requirements: 

a) The waveform generated from the 'voice box' is pulse-like 

with a fundamental frequency of around 100 Hz. Harmonics higher than 

5 KHz are effectively filtered out by the vocal tract. It is reasonable 

to assume that each phoneme will be maintained for at least 2 cycles 
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of the voice generator (20 msecs) and that any changes in the vocal 

tract shape will not be registered for approximately a further 10 msecs. 

Sampling the voice signal at IOKHz we require a block time period in 

the order of 30 msecs or a block size of 300 points. 

b) The pulse-like nature of the output from the 'voice box' means 

that the speech spectrum will not be broad band but contain narrow peaks. 

To avoid undue bias in the results due to lack of frequency resolution 

adjacent peaks must remain separated. The peaks are spaced approximately 

100 Hz apart, hence a frequency resolution of at least 50 Hz is required. 

The requirements of (a) and (b) are just met by choosing the 

block size N to be 256 points. However no margin is left for smoothing 

the results in time (intoducing bad tracking qualities) or in frequency 

(introducing bias errors). Clearly we must sacrifice one restriction to re- 

duce random errors to an acceptable degree. In this chapter we haVe sac- 

rificed frequency resolution by smoothing over adjacent frequency points. 

In general the speech spectra-graphs presented by different researchers 

have circumnavigated this dilemma in different ways and hence their 

results differ markedly. Even on allowing for frequency smoothingg 

random error will be sufficient to blur any step changes that may be 

present. This suggests that approaching the speech recognition problem 

by considering the statistics of the spectral estimates is essential. 

Allowing for accurate measurement of the spectral parameters a 

more serious source of error lies in the original assumption that each 

vowel sound is itself a stationary phenomenon. Examples such as a, 

1 tend to end as an ee and hence the recognition patterns used for 

these vowels will overlap with those used for ee. Voice pitch and 

context will also change the emphasis placed on a particular vowel 
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sound. This chapter normalises all vowel spectra to the voice pitch, but 

this does not allow for trends in voice pitch over the measurement 

interval. Similarly changes in overall loudness during the measurement 

interval will cause a further bias. Consider the following simplified 

example. 

Let X(t, w) be approximated over an interval t6T by: 

X(tqw) G(t). X(w) (I + at) X(W) 

Taking the short-term Fourier transform of x(t) on the interval Ti 

XT (u) 
/2 

(Xt) X(w) 16 
+jwt dw e -jut dt 

Tý -T/2f 

oco 
+ 

0 

Perfoming the integrationt 

XT (U) 00 X(w) sin( 

00 
(u-w) T2 

CIW 

2 

Cos 
2 dw 

(U-W) 

OD 

+j (Y. 
foo 

X(W) 

ooo94.3 
1 

sin 

The first term in equation 4.3 is that expected if the system were 

stationary. The second term is due to the time-dependent overall gain 

of the system G(t). This example is equivalent to changing the loudness 

of a phoneme in a simple manner during a short interval T of say 30 msecs. 

This represents only three to four cycles of the voice pitch fundamental 

and it is reasonable to assume oLT<< 1. Thus normalising each successive 

block tD the sampled signal variance should account for errors due to 

change in loudness. 

Changes in the voice pitch over individual time data blocks lead 

to more serious bias errors. Considers 

X(t, w) =n: Xo(w) + t. dXo(w) + t2 d2 XO(W) 9o*eo4.4 2- 
dt dt2 
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in the short interval tET. 

Taking the short-term Fourier transform of x(t) on the interval T: 

x (u) =i 
T/2 co 

X (w) +t. dX (w) +t2d2X (W) exp(+Jwt) dw 
T TfT/2f 

00 k020 dt 

exp(-jut) dt .oee*99o**a*4.5 

Integrating with respect to ta 

XT(u) X0 (w) sin 
(u 

2w 
)T 

dw 

00 (u-w)T 

2 

j 
00 

dXC)(w) 2 sin 
(u-w) T 

Cos dw 22 
f 

co dt T (u_w) 2 (U-W) + 

+ 
co 

d2X 0 
(W) T sin 

(u-w)T + cos 
(u-w)T 2 sin(u-w)T 

f-co 

dt2 4(u-w) 
2 

(U 
22- dw 

_W)2 T(U-w)3 

o**&9a*94.6 

The last two terms in equation 4.6 represent expected bias errors 

due to the time dependence of X(w). The speech input waveform contains 

sharp peaks at harmonics of the voice pitch. A slow change in voice 

pitch can lead to a relatively rapid change in ýxx(w) as illustrated 

in Figure 21. 

For a small change in the voice pitch frequency from say wl to 

W2 over a short interval T the power spectrum changes by amounts 61 

at wl and 62 at w2 which are large. For sharply peaked spectra with 

I bandwidths less than 21 wl -w2 
I this change may be in the order of 

the original peak amplitude, A. Clearly under these circumstances terms 

involving LX2g(w) and d2 )ý)(W) in equation 4.6 cannot be ignored. 

dt dt 
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FIGURE 21: Illustrates how a small chanqe in the voice pitch can lead 

to a large Shanc Le in the voice spectrum at given frequencies 

Voice pitch fundamental at time tj 

Voice itoh fundamental at time t2 

32- where t2-tl =T 

-a. 
I INO 

L. ), LL) 
Z LA. ) 

Typically in speech we find: T L- 30 msecs, wl = 100 Hz, 

W2= 110 Hz (= maximum change in interval T) and, as already discussed, 

the bandwidth of the peaks is less than 50 Hz. The maximum change 

expected in ýxx(w) would be in the order of A/4 in the interval T. 

Assuming d2k(w) to be small, this would give: 

dt2 

dk(w) A/4T 4.7 

dt max bý W where A -X 
-(W) at tj 

We have briefly discussed possible sources of error due to changes 

in the voice pitch and voice amplitude. A similar procedure can be 

followed for considering bias errors due to changes in the vocal tract 

response over individual block intervals. These changes are relatively 

slow over individual phonetic sounds and can often be neglected entirely 

as they usually mark the interface between two phonemes. 

The feedback loop suggested in Figure 1 can be neglected if the 
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throat microphone is correctly positioned. The input spectra obtained 

for all the spoken vowels bear close resemblance to each other. This 

indicates that these spectra represent filtered versions of the 'voice 

box' output rather than filtered versions of the signal as picked up by 

the crystal microphone. However it must be emphasised, that a major 

problem in speech analysis is gaining access to the input signal to the 

vocal tract. 

Allowing for a perfect analysis technique it is still doubtful 

whether a flexible speech recognition system can be developed which 

0 is able to cope with long connected passages. The system here can identify 

sections of voiced speech and may be a useful tool for correcting or 

analysing speech defects (see references 15 and 20). Other applications 

to compressed speech would indicate some improvement in terms of intel- 

ligibility at the cost of simplicity and computing time. In terms of 

producing talking books for the blind the improvement in quality is 

perhaps hard to justify in terms of the extra cost involved. As a means 

of efficient communication over long distances the extra cost could well 

be justified. 
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CHAPTER 5o 

APPLICATIONS TO FATIGUE ANALYSIS 

LIST OF SYMBOLS USED 

For signal generation section 

X(t) i input signal to shift register 

Y(t) i summed output of shift register suitably weighted 

'h(i),, i=l,, N a weighting function in order of decreasing magnitude 

hk tweighting function assigned to the kth stage of the 

u. 
shift register 

p(a) i desired amplitude probability function with amplitude'(0) 

M(V) - characteristic function of p(a) 

pl(a) i model amplitude distribution function 

MI(V) i characteristic function of PI(a) 

Fc t clock frequency of shift register 

t clock period of shift register = lAc 

ýx Mt one-sided power spectrum density function of x(t) 

ýy (f) : one-sided power spectrum density function of y(t) 

HD(f) t desired power transfer function ý, )(f)/ ý. (f) 

ýD(f) 3 one-sided desired power spectrum 

H(f) I model transfer function = ýy(f)/ ýx(f) 

a2 2 signal variance of ýD(f) 

E(h) a error function describing the accuracy of the model H(f) 

to the desired HD(f) 

For Fatj_que RjjS Control section 

X(t) t original input loading signal before compensation 

XI(t) t compensated input loading signal as delivered to rig 
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y(t) a achieved loading signal 

HE(jw) i short-term estimate of frequency response between x and y 

at frequency w 

HD(jw) t desired frequency response between x and y 

E(jw) i difference between desired and estimated frequency response 

between x and y 

0 

ýXx(w) t input auto spectrum of x(t) 

ýXYOW) : cross--spectrum between x and y 

ýYYOW) i achieved auto-spectrum of y(t) 

Ni number of sample points in Fourier block 

T update period of controller 

K correction factor for compensator update 

COW) s compensator frequency response 

Fs t sampling f requency 

4. 
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I) INTRODUCTION 

This chapter investigates three aspects of fatigue testing. Broadly 

these are: a) The generation of a loading signal whose characteristics 

can be specified by the user, 

b) The control of the loading rig to ensure that demanded loads 

are actually achieved. 

c) Statistical analysis of the test specimen's response to 

identify the onset of fatigue cracking. 

In the first section it is shown how the weighted output of a pseudo- 

random noise generator (P.. R. B. S. ) can approximate desired amplitude prob- 
0 

ability and power spectrum characteristics simultaneously. Several examples' 

are given. The second section deals with control of fatigue loading rigs 

by a method of frequency compensation of the input loading signal so that 

the achieved load has the desired characteristics (in this case a time- 

delayed version of the original input) Section three makes use of station- 

arity tests developed in 
_Chapter 

2 for open-loop systems to identify changes 

in the measured frequency response of the test specimen. Some examples 

are given from test rUns conducted on notched aluminium and steel rods sub- 

jected to random cantilever bending, 

2(i) GENERATION OF SIGNALS WITH SPECIFIED STATISTICS 

Much fatigue testing has assumed the loading time history to be Gaussian. 

Generation of Gaussian signals with a specified power spectrum is in general 

simple, as the response of any time invariant linear filter to a normally- 

distributed signal has a normal distribution. For other distributions it 

is difficult to satisfy constraints simultaneously on both the amplitude 

distribution and the frequency content. The basic difficulty arises since 

altering the amplitude distribution by passing the signal through a non- 

linear device will modify the power spectrum, and passing the signal through 
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a linear network in general modifies the amplitude distribution. (1,2) 

The technique introduced in this chapter utilises a shift register 

supplied with a binary (+1, -1). input signal which approximates to band- 

limited white noise. The shift register itself may be used to generate 

a binary pseudo-random input signal by appropriate feedback. Outputs 

from a selected number of stages of the shift register are added together 

in a linear element, the conttibution from each stage having an appropriate, 

weight. These weights can be determined so that$ subject to certain 

limitations, the final signal has statistical properties approximating 

the required functions. This permits a very simple implementation. 

The method finally selected generates the magnitudes of the weights 

so that the output signal has,, 'as closely as possible, the specified 

amplitude probability function. The allocation of these weights in 

position along the shift register and the sign associated with each weigýt 

is then determined to approximate the required power spectrum. These 

two stages of the design are independent and discussed in turn. Figure I 

shows the block diagram of the proposed generator with the input sequence 

to the shift register generated by appropriate feedback. 

Modulo 2 

Appropriate 
Feed back 

11 ---sm-j 
X(t) 

N 

FIGURE it BASIC GENERATOR 

I. I Shift Register I 
h1h2 hN 
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2(ii) GENERATION OF SPECIFIED AMPLITuDE DISTRIBUTION 

When x(t) and its delayed versions are statistically independent,. 

the amplitude distribution of y(t) is the multiple convolution of the 

amplitude distributions of N square waves of magnitude thi (i=19N). 

This is approximated to the desired distribution by choosing the weights 

hi such that the model characteristic function of y(t) given bys 
N 

M, (v) =J1 (cos (hi 
. v)) 5.1 

1=1 

approximates the given characteristic function. 

=PA 
-A 

M(v) 
_A 

p(a) cos (y. 4 da 5.2 

where p(a) is the given amplitude probability distribution. 

The position and sign of the weights along the shift register do 

not affect the amplitude probability distribution, only the resulting 

power spectrum of y(t). The notation adopted here is that weights along 

the shift register are denoted hi for i= lf N. whilst the sequence of 

weights in order of decreasing magnitude are written h(i)f again for 

i=1, 

The weights h(j) are chosen in decreasing magnitude by selecting 

successive weights to give correspondence between the zeros of the given 

characteristic function and the zeros of the approximation for increas- 

ing v. Since the characteristic function of a zero-mean random square 

wave of amplitude -h is a cosine function of v, with periodic zero 

crossings at h. v =w /29 3 V2,51T/2 etc. any given characteristic 

function with periodic zero crossings can be approximated arbitrarily 

I closely by a cosine product series (3) otherwise significant errors can 

arise regardless of the number of terms in the approximation. 

As each zero not already modelled of the characteristic function is 

locatedg the order of the zero is also found. The function is modelled in 

the neighbourhood of the zero by A(cos(h(j). v))k where k is an integer 
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qivinq the number of weiqhts with value h(j)q and A is a constant, 

To assess the accuracy of the final approximation, the derived 

characteristic function MI(v) is smoothed by a Harninq window of the form 

+ cos 7T v/Vmax) . where Vmax is the position of the last modelled zero, 

and the smoothed function transformed to give pl(a), the model amplitude 

distribution. 

A cost functiont 
+A 

C 
/A 

I p(a) - pl (a) da 5.3 

is. then computed to assess the accuracy of the model. 

Experimentally values of C in the range 0.03 to 0.29 have been 

encountered, values greater than 0.05 corresponding to characteristic 

functions not possessing periodic zero crossings, 

The range of application of this method to different amplitude 

probability distributions has not been fully investigated. In the form 

presented here only even functions can be modelled. However, by a process 

of discarding negative values or inverting them and then biasing the output 

with a D. C. valuep the restriction to even-valued functions is removed. 

This process will not however retain the desired spectral characteristics. 

Successful modelling of the triangularg rectangularg normal and semi- 

circular amplitude functions has been achievedq although the accuracy of 

the last did not match that of the first three. This poorer result was 

due to non-periodic cross-over points in the characteristic function of the 

semi-circular amplitude distribution. The amplitude function of a sine- 

wave was also modelled, but with less success than the four mentioned 

above. This can be appreciated on observing the amplitude distribution of 

a sine-wave (see results section) which exhibits a sharp cut-off at + AO 

the amplitude of the sine-wave. This sharp cut-off is impossible to achieve 

. by convoluting a series of square-wave amplitude distributions. Amplitude 

W, zý,, , -4 - 
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distributions with smooth characteristics about some central amplitude 

are most suitable for modelling by this method. 

2(iii) MODELLING OF POWER SPECTRA BY WEIGHTING AND ADDING THE N-OUTPUTS 

OF A PSEUDO-RANDOM BINARY NOISE GENERATOR 

From the preceding section the magnitudes of the chosen number of 

weights can be determined. It remains to order these weights with appro- 

priate signs to successive stages of the shift registerg so that the final 

output y(t) has a power spectrum as close as possible to the specified 

function. In the notation employed h(i) has been determined for all i. 

but the values have not been allocated positions along the register nor 

given appropriate signs to specify hi, 

The total power of y(t) is already determined by its amplitude 

distribution so only the shape of the desired power spectrum need be- 

specified. From a knowledge of ýD(f) and the spectrum of the signal 

applied to the shift register ýx(f)q the desired power gain of the 

weighting networkq HD(f) is given bys 

HD(f ) ODM/ ýx(f) *oo*o*a9 . 5.4 

The power gain H(f) of a weighting network hig i=1, N, depends 

solely on the weights hi. A quadratic error functiong E(h) is chosen to 

describe the "goodness' of the model H(f). 

E(h) 
Fc/2 

JHD(f) - H(f) 12 df + K(E N hi 2 2) 2 f0 

i=l 

*a99*e9*5.5 

The last part of this error function models the error in the total 

power present in the signal y(t). The variable K is chosen to secure 

convergence in the Powell hillclimb routine when used. It ensures that 

any minima found in E(h) are centred around the hyper-sphere of 

22 
Ehi 0 
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The best obtainable power spectrum using N weights is given by the 

global minimum of the function E(h) in N-dimensional space, and a hill- 

climb technique or a modified axis search as appropriate is used to find 

this minimum. 

It is possible to attain any one cf three objectives using the tech- 

niques described below. Firstly the best power spectrum model using an 

N-term weighting function can be found without respect to the amplitude 

distribution of y(t); secondly the best power spectrum model with a 

specified amplitude distribution can be found; lastly a compromise 

solution embodying the weighted sum of both the previous criteria is 

available. 

The desired power spectrum is only modelled at frequencies less than 

half the clock frequency of the shift registerg Fc. By attenuating the 

desired spectrum at frequencies above Fc/4, the unwanted frequency 

components above Fc/2 can be significantly reduced. The higher frequency 

components are present because of the nature of ýx(f) which is of the formi 

ýX(f ) X sin2 (, x. fý )/( X 7T f)2 **** **o- 5.6 

with maxima at 3Fc/29 5Fc/2 etc. If the power transfer function has a 

zero at Fc/2, then it will also have zeros at, 3Fc/2,5Fc/2 etc. as will 

be shown. 

From Figure lt 

Y(t) 
N 

hi. x(t - (i-I. )A 
09*0000&05.7 

1=1 
Taking the Fourier transform of y(t) and multiplying by the complex conj- 

ugate of the result we get ýy Mt the power spectrum of y(t)q expressed 

in terms of ýx 

(f) =ENFN hi. hk. exp(-j2. iT. (i-k), x ). ýX(f) oa5.8 y iZ-- I k=l 

From this, the power transfer function relating ýy (f) to ýX(f) 
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can be defined. 

H(f NN 

1= 

K hi. hk. exp(-j2 Trf (i-k) X)oo99o9*-5.9 

H(f) is periodic with period Fc. 

By defining the desired power spectrum ýD(f) of y(t), the desired 

transfer function HD(f) is also uniquely defined. 

HD(f) ýD(f)*( 7r fX )2 /X sin 
2( 

7rX f) 0 40 000*0G, 5-- 10 

Therefore if ýD(f) has a zero at Fc/2, so will HD(f)g and zeros will be 

introduced at 3Fc/2,5Fc/2 etc. because of the periodicity of H(f). 

Many choices of error function describing the 'goodness' of fit 

of H(f) are suitable. The one chosen (equation 5.5) is of the integral 

error squared form with an added term matching the total powers. 

Expanding equation 5.5: 

E(h) =. 
Fc/2 

HD(f )2 df 
c/2 

H(f )2 df 2 
c/2 

H (f). H(. f) df 
fo fo 

0D 

+K2 _I: iN 
hi 

2) 29oo 5*11 
=1 

To perform this integration HDM is modelled over the desired 

frequency range (0 --o Fc/2) by a Fourier series with a suf f icient number of 

terms to ensure reasonable accuracy in the model. 

H (f) p Ai cos(27r if/Fc) 5.12 
D i=O 

where: Ai 4 Fc/2 
HD(f) cos(2 rif/Fc) df 

I Fcf 0 

and: AO 
2F c/2 HD(f) df FCf G 

P is chosen to give sufficient accuracy to the model. 

The integration of equation 5.11 is lengthy but straightforward, 

and only the result is quoted here. 
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--% P22 
-ý. zN 2N2 

E(h) = I: 
i=l Ai F c/4 +A0F c/2 i=l 

hi Ej=l hi Fc/2 

2N2 N-1 Ti Fc - 2E, 
=, 

hj . AO. Fc/2 k= , 
Ak Tk F c/2 

K (2 N hi 
2-02)299ooo9oo9999o9995.13 

i=l 

where: T N-k hj. h k j=l j+k 

Equation 5.13 can be differentiated with respect to each hi to give the 

gradient of the error function over the function space. This gradient 

and its derivative a2E(h)/ ýM2 may be used in a Powell hill-climbing 

routine. 

In determining the section of the N-space to be searched to find 

the global minimum, certain restrictions can be introduced to speed up the 

process. Considering the weighting function as depicted in Figure 1 and 

the resultant transfer function as given by equation 5.9, then reversing 

the weighting function or inverting it has no effect on H(f). Further- 

more, none of the h(i)'s will have magnitude greater than CY . the R. M. S. 

value of y(t). So in N-dimensional space the following restrictions can 

be placed on the magnitudes of the h(i). 

CY hi CY i=1 9N 

hl hN I 

The method adopted to find the global minimum in E(h) depends on the 

nature of E(h) and the value of N. When E(h) is smooth with few secondary 

minima and N is relatively small the Powell hill-climb routine is suitable, 

otherwise the user must rely on a reasonably sophisticated axis search 

routine. 

The Powell hill-climb process chosen finds the best model for an 

N-length weighting network. Several different starting-points are tried 
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and a variable step length algorithm steps in a chosen direction to the 

minimum point in this direction. The minimum is the new startinq point 

for repeating the process in a non-parallel direction. This Is repeated 

N+1 times, the (N + I)th direction being defined by the two points 

given by the initial starting point and the current minimum. The minimum 

in the (N + 1)th direction is taken as the new starting point, and the 

process is repeated with the jth direction of the old iteration becoming 

the (j _ 1)th direction for the new iteration. When this process yields 

no new minimm, a local search is conducted to ensure the point found is 

indeed a minimum and not a point on a ridge, and the resultant hi values 

are taken as the optimum N-length weighting function modelling the 

desired transfer function. This gives the optimum weighting sequence when 

no regard is given to the constraints imposed due to meeting a specification 

on the amplitude distribution of y(t). One method of constraining the 

amplitude distribution is to use the weights h(i) found in 2(ii) and 

allocate these weights in correct sequence along the shift register such 

that the sum of the squared differences between the optimum weighting 

sequence and the ordered weights is a minimum. This condition reduces to 

fitting h(l) to the largest ordinate, h(2) to the next largest etc. 

with suitable signs attached (see Appendix A). 

The restrictions on using this hill-climb procedure are two-fold. 

Firstly the hill-climb is only practical when N is fairly small (12 was 

found to be a reasonable maximum) and secondly the nature of the surface 

of E(h) will determine the efficiency of the method. Lastly there is no 

guarantee that by fitting the global minimum by the desired weighting 

function found from Section 2(ii), the best model is obtained. 

Theref ore f or large weighting f unctions (N >, 12) , an axi s search wa s 
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used to find the best minimum. Computationally the axis search is much 

simplerý with no convergence problems, and a stepping vector that is preset. 

The user specifies a starting point on the error function surface and 

the maximum and minimum step length to be taken. The program starts 

searching at maximum step-length in h, until hi> (Y . At each point the 

weighting function as found in 2(ii) is fitted (as discussed above) 

and the error in the resultant modelled transfer function evaluated. The 

program then takes the point giving the minimum error found as the starting 

point for a search in h2. This continues up to hN and then back to hl, 

If a complete search in all dimensions is made and no new minimum 

is found, then the step-length is decreased and the process continues. 

On reaching the preset minimum step-length the user can either reset the 

minimum step and continueg or print out the best fit found so far and 

start again from a different starting point. 

The success of the axis search is less dependent on the nature of the 

function E(h) but is inefficient in the number of iterations needed to 

find the minimum sufficiently accurately. However, the final result does 

give the best fitted order of the weights hi, as found in Section 2(ii) 

without relying so heavily on assuming the best order is automatically 

found by fitting the weights to the global minimum in a least squares 

distance sense. 

2(tv) RESULTS 

This section gives some results achieved and the mode of operation 

of the computer programs. 

Figure 2 shows the results obtained in modelling four amplitude 

probability functions. The cost function C is given by equation 5.3. 

Figures 2aq 2b (rectangular and triangular amplitude distributions 

respectively) are accurately modelled as their characteristic 
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functions exhibit periodic zero crossing. Figure 2c is a reasonable 

approximation to a semi-circular distribution but the model Is not as 

good as 2a or 2b. The characteristic function of 2c has non-periodic 

zero crossings. Figure 2d shows the model of the amplitude distribution 

of a sine wave. This model does not obtain the sharp cut-off required. 

FIGURE 2a AMPLITUDE DISTRIBUTICN MODELS 

desired distribution modelled distribution 

, 2r Distribution a) Rect2n2ul 

2 7: 8.3125 volts 
2C 

7-- 0.05 

b) 
-Trianqular 

Distribution 

cr 
2=4.1875 

volts 
2C=0.03 

I 

c) Semi-circular Distribution 

CT 
2=0.1587 

volts 
22=0.12 

d) Sine-wave Amplitude Distribution 

ci 
2= 12.50 volts 

2C=0.29 

I Tp(a) 

0. 

+5 
a tvolts) 

+5 
a (volts) 

-5 0 +5 
a(volts) 

-14 +412n it 
a 0o I tsý 



- 171 - 

Table I shows the calculated weighting function for each type of amplitude 

distribution. 

TABLE I (Weighting values are given in volts) 

a) RECT- 

ANGULAR 

NO. 
OF 
PTS 

b) TRI- 

ANGULAR 

NO* 
OF 
PTS 

c) CIR- 

CULAR 

NO. 
OF 
PTS 

d) SINE- 

WAVE 

NO. 
OF 
PTS 

2.50 1 1.25 2 0.326749 1 3.258587 1 

1.25 1 0.625 2 0.178405 1 0.523237 1 

0.625 1 0.3125 2 0.093895 1 0.230969 1 

0.3125 1 0.15625 2 0.075940 1 0.125676 1 

0.15625 1 0.078125 2 0.043034 1 0.0625 1 

0.079125 1 0.03906 2 0.027911 1 0.052815 1 

0.03906 1 0.01953 2 0.024470 1 0.036243 1 

0.01953 1 0.00976 2 0.020650 1 0.029073 1 

0.00976 1 0.00488 2 0.017861 1 0.018941 1 

0.00488 1 0.00244 2 O. QI2710 1 0.016234 1 

0.00244 1 0.011545 1 0.010549 1 

0.00122 1 0.009625 1 0.008143 1 

0.008141 15 0.004753 1 

0.003041 1 

0.002031 5 
L 

The computer program was able to identify weighting function 

values accurately to six decimal places. Howeverg for on-line use the 

shift-register generating procedure has an accuracy of approximately 

+ Irnv in 10 volts due to round-off in digital to analogue conversion, 

so weights less than lmv were not computed. There is no theoretical 

restr-]A. ction on the number of weights used: a maximum of fifty is 
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allowed in the present program. 

The first three distributions (rectangular, triangular and semi-circular) 

were each modelled to three types of power spectra. Figure 3 shows the 

models obtained. 

FIGURE 3a POWER SPECTRUM MODELS 

KEY 

,1 Desired power spectrum 

---mmo a Model obtained with triangular distribution 

see-se s Model obtained with rectangular distribution 

a-# #ý *~i Model obtained with semi-circular distribution 4 

a Rectangular Powe- Sl2ectrum Model 

1.0 

Powe r 
Normalised 
to 4p) 

0 

b) Power Spectrum with 6dB/Octave Cut-off 

1.0 -1 

Powe r 
Normali 
to ýY(O) 

Frequency Fc 
2 

Fc Frequency Fc 
42 
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c) Band Pass Spectrum 

1.0 

Powe r 
Normalised 
t0 ey (0) 

The ability to order a given series of weights along the shift 

register to approximately achieve the desired output power spectrum 

depends on the form taken by the impulse response of a filter, fed 

with band-limited white noise, whose output has the desired power char- 

acteristics. The shift register is acting as a digital filter. Good 

matching of the weights obtained in Section 2(i) to this impulse response 

will ensure a reasonable model of the output power spectrum. 

One method of ordering the weights along the shift register is to 

recover the impulse response of a minimum phase linear network from the 

amplitude and slope characteristics of the desired output power spectrum, 

assuming the input to be white noise. The weights are then matched, 

(biggest to biggest as previously discussed) to this impulse response. 

This method was not used here for two reasons3 dft. 

a) The recovered impulse response is only one of a family of 

possible filters and may not give the best possible model. 

b) The recovery process is computationally awkward and inaccurate 

when the desired spectrum is only specified up to some 

0Fc Frequency Fc 
T 
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maximum freouency Fc/2. 

Details of the operating modes of computer programs developed 

for signal generation are li-, te(l in Appendix B at the end of this chapter. 

FATIGUE RIG CONTROL 

Although an input signal with the desired amplitude probability 

and power spectrum distributions may be generated and used to drive an 

electro-mechanical or servo-hydraulic loading system, the dynamics of 

the loading rig may severely alter the achieved loading pattern. This 

is particularly important at higher frequencies which can be attenuated 

due to the low-pass characteristics of the rig. 

One method of achieving desired peaks in the signal is to drive 

the machine cycle by cycle using a constant velocity input and wait for 

the machine to catch up. A simple 'bang-bang' time domain controller for 

use on linear systems is proposed in Appendix C. However, in general, 

this form of control is undesirable from two aspects: 

a) The power spectrum is modified. 

b) The relative phases between frequency components are changed. 

An alternative is to incorporate the rig as the forward-loop 

component in a closed-loop systemq with a suitably designed controller in 

the feedback-loop. The performance of this type of system has the dis- 

advantage of being input-dependent and subject to stability considerations. 

A third, more appealingg method is to compensate for the effects of 

the rig dynamics by modifying the characteristics of the input signal. 

Two possible approaches make use of frequency response analysis or the 

adoption of a model reference system. 

The second approach requires a mathematical approximation to the 
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rig transfer function to be made initially. The parameters of this math- 

ematical model are then estimated and updated continuously using sampled 

data of the force delivered and force achieved time signals. The input 

driving function is then modified by the inverse of the modelled rig 

transfer function such that the signal demanded to signal achieved has 

a unity gain and zero phase frequency response. The disadvantages of 

this system ares 

a) The initial mathematical model used is dependent on indiv- 

idual rig characteristics 

b) The output signal may be a time-delayed version of the input, 

with no cost to the user. This is difficult to build into 

the model reference system as the choice of a suitable time 

delay is arbitrary. 

The system adopted operates using a similar principle to that of 

model reference, except that the compensation required on the input 

demanded signal is calculated directly from the measured frequency response 

between input demanded and input achieved. 

The demanded driver signal x(t) may be generated internally by the 

computer or externally using a random signal generator. Ideallyq y(t) 

the output driving signal, should be a time-delayed version of x(t); 

the time constant of the time delay being chosen such that the phase 

compensation introduced by the compensator is minimised. This ensures 

y(t) has the demanded amplitude probability and power spectrum distributions. 

The signals x(t) and y(t) are sampled at a frequency fs such that 

the power in x(t) above frequencies of fs/2 is negligible. The samples 

are taken in blocks of N( =2M) points and Fourier transformed (using 
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FIGURE 41 SHOWS COMPUTER/R-IG INTERFACE 
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a digital F. F. T. algorithm) to produce N/2 +1 complex Fourier coefficients 

at discrete frequency intervals Wo (wo fs/N) 

N-1 jWoIK 
X(KWo) xt(I) 

I= 0 
N-1 -jWoIK 

Y (KWo) 
ýE J=O 

Yt(I) 

The auto-spectrum ýxx(KVVo) and cross-spectrum 

bys 

ýxx (KWo) X*(KWo) . X(KWo) 

ýxy (KWo) X*(KWo) . Y(KWo) 

where * denotes the complex conjugate. 

eo*9**#a5.14(a 
) 

*o5.14(b) 

(N 

xy 
(KWo) are then calculated 

**999**99 . 5.15( 

o**9*oa*o-5. lb( 

The estimated frequency response between x(t) and y(t) is then 

averaged over L such individual time blocks. The number of blocks, L, 

is chosen to give the desired update period T on the compensatort 

TL N/f s secs 
A 

HE (KWo) (KWo) 
xy 

0000000000* 

ýXX(Kft) 

for 0<\'K (N2 where 

L 
ýxy(Kft) 

I=j 
ýxy (KWo) 

L 
LI 

ýXX(Kft) 1 xx 
(KWo) 

5.16 

17 

009000005.18(a 
) 

**09*9005.18(b) 

^T 
The number of estimates, L, used to calculate HE Ow) is taken above 

as the time average of L independent estimates. As L increases the variance 

-T in HE (jw) decreases at the expense of T, the update period, becoming 

large. This can be avoided by smoothing over adjacent frequency points 

instead of, or as well asq over time. Frequency smoothing can however 

introduce bias into estimates of HE(jw) as well as decreasing the 

frequency resolution. For the fatigue rigs used in experiments presented 
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in this chapter, the frequency resolution was sufficient to allow significant 

frequency smoothing without introducing detrimental bias errors. 

The compensator frequency characteristics are now calculated so 

that the error E(jw) is decreaseda 

Cnew(jw) Cold(jw) +K. Cold(jw) 
HE(jw) 

where Cnew(jw) New compensator frequency response 

Cold(jw) Current compensator frequency response 

E(jw) Current error = HD(jw) - "E(jw) 

and K is some constant such that 0, <, K. <, l. 

5.19 

The choice of K determines the ability of the compensator to correct 

itself in response to possible changes in the rig dynamics. When K =- 1.0 

the compensator acts in a 'bang-bang' mode, such that the complete error 

is compensated in one step. When K=O the compensator is non-responsive 

to the rig dynamics. The compensator is usually set to unity at the 

beginning of a run. The user has four parameters to adjusti 

a) The choice of the sam2ling frequency is determined by the fre- 

quency content in the driving sigoal x(t). fs must be greater than or 

equal to twice the maximum significant frequency component in x(t). 

b) The uRdate period T is chosen such that there is sufficient 

time to calculate an accurate estimate of the frequency response HE T(jw) 
0 

The accuracy of HE T(jw) depends on the input signal to output noise ratio 

(i. e. noise introduced by the rig and measuring devices). As this ratio 

decreases, the accuracy decreases and T must increase to achieve a 

consistent estimate. For most rigsq noise is not a severe problem, 

but in situ testing may present noise problems. A method of choosing 
T 

T automatically to ensure HE Ow) lies within certain bounds of the true 

value with a given confidence level is a subject for further consideration. 
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The results of Chapter 2 give the theoretical basis for such a process. 

c) The block size N. Together with the update period T this 

determines the number of independent estimates used in forming HE T(jw) 

As N is increased, the frequency resolution is also increased. N must be 

chosen to give sufficient frequency resolution over the frequency range of 

interest. 

d) The constant K 
-in equation 5.19. The choice of K affects the 

choice of the previous two parameters. It is found that if K is set equal 

to 1 and frequency smoothing is in operation the system can go unstable 

under noisy conditions. This is due to errors at frequency fl being 

propagated to adjacent frequencies by the frequency smoothing. The initial 

impetus is supplied by sampling errors in HE T (Jwl). (These are due to 

short-term measurement under noisy conditions. ) These errors are intro- 

duced into a neighbouring frequency f2 where perhaps there is no error 

initially. At the next update period the error at frequency f2 is trans- 

ferred further along the line, the system corrects for a non-existent 

error, further compounding the error at fl* This effect of frequency 

instability can be limited by smoothing only over frequency bands, with 

adjacent bands remaining independent. This has the effect of limiting the 

possible range of propagation of the instability and it was found for the 

rigs used that this was sufficient to ensure stability under most conditions 

(even with T very short). 

With K equal to 1.0 the compensator acts in the form, of a statistical 

sample and hold action with a 'bang-bang' error correction. As K decreases, 

the compensator response to changes in the rig driver dynamics is impaired. 

Howeverý the control process can never go unstable through the choice of K 

(except in the form of frequency error propagation just mentionedJ 
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The variance in an (integral error )2 cost function over frequency given 

by: 

COST(T) 
fs/2 

HD T (jw) - HE T OW) 2 dw 
fo 

is however increased by increasing K. 

The limitations of this technique of compensatory driving are three- 

folds 

a) Where the input power in the original signal x(t) is small 

compared to the noise introduced in the system, the frequency response 

estimate is subject to large variance. Thus in regions of low input- 

power, it may be advisable to have a 'do-nothing' compensator so that 

noise is not introduced by possible large errors in the estimated 

frequency response. This has little effect on the resulting time signal 

y(t) as x(t) contained minimal frequency components over these ranges 

anyway. 

b) In trying to achieve overall unity gain there is a poss- 

ibility of xl(t) (see Figure 4) exciting non-linearities in the rig 

driving system. These non-linearities usually take the form of amplifier 

saturation or distortion and hysteresis. In these cases there is little 

that can improve the situation as it is simply a case of overdriving the 

machine. 

c) The low-pass characteristics of loading machines ensure that 

at high frequencies., whatever the demanded . input, the output is negligible. 

By trying to counteract very low gains the user runs into the problems 

laid out in(b). Thus the overall frequency response can only be modified 

up to some frequency Fmax. The power spectrum ýxx(f) must have dropped 

to negligible levels by this frequency for the compensatory system just 
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described to operate. 

The process was implemented on a Rank Xerox Sigma 5 computer. 

It can, however, if written in suitable assembler code, be suited to a 

small 8K word mini-computer with an appropriate interfaoew 

3(ii) RESULTS 

Two loading rigs were used to test the viability of the control 

schemet a Derritron electro-magnetic vibrator and a larger servo- 

hydraulic rig. 

RUN RESULTS USING A 3-PEAKED INPUT SPECTRUM WITH A GAUSSIAN 

AMPLITUDE PROBABILITY FUNCTION 

Steel and aluminium rods were subjected to cantilever bending 

(the set-up is shown in detail in the last part of this chapter), using 

an electro-magnetic vibrator as the loading rig. Figure 6 shows the rig 

frequency response before and after compensation. The compensated 

frequency response is shown tD be a pure time-delay in the frequency 

range 0-70 Hz. 

1.04.0, 
%-ý- 

lGainl 

+90 

Phase 
deg 

-9 

ýIE 

w r2 
0 Frequency Hz 70 

) 

FIGURE 6s SHOWS a) Measured Rig Frequency' 
-Response without compeTrSation 

b) Measured Rig Frequency Response with compensation ( 
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Figures 7 and 8 show the effect of compensation on the achieved power 

spectrum and amplitude probability distribution. 

FIGURE 71 SHOWS a) The demanded auto-spectrum (-) 

1,0 

Pow er 
spectru 

(Dyýf ) 

U trequency Hz 70 

FIGURE 8t SHOWS THE AMPLITUDE PROBABILITY DISTRIBLJTION OF 

a) The desired input (--) 

b) The achieved output without compensation ) 

c) The achieved output with compensation (- .- . -) 
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b) The non-compensated auto-spectrum 
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Figures 6,7, and 8 show -that for a 3-peaked input spectrum the power 

spectrum and amplitude probability functions are almost exactly restored 

using compensation. The change in the amplitude probability distribution 

is not in its shape but only in its variance. For the case next dis- 

cussed, the change is more marked. 

b) RUN RESSULTS USING A 2-PEAKED INPUT-SPECTRUM WITH 

RECTANGULAR AMPLITUDE PROBABILITY DISTRIBUTION 

Similar tests as shown in the previous section were repeated 

for a different input signal. Figures 9 and 10 show that the power spect- 

rum is again recovered but, more importantly perhapsq the rectangularity 

of the amplitude distribution is to a large degree restored. 

1.0 

Power 

spectru 
(DYY(f ) 

FIGURE 9: SHOWS a) The demanded auto-spectrum (-) 

b) The non-compensated achieved auto-spectrum(-- - --) 

c) The compensated achieved auto-spectrum (- . ---) 

0 Frequency Hz 70 
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FIGURE 10t SHOWS a) The oriqinal amplitude distribution as desired 

b) The achieved amplitude distribution without 

compensati6n (- ---- -) 

c) The achieved amplitude distribution with 

compensation 

Although the compensated amplitude distribution is approximately 

rectangular, there is still some residual rounding, as the frequency 

response of the loading rig was only modified up to 70 Hz. 

Six tests (3 without compensation, 3 with) were performed with each 

form of spectral input. The results presented were consistently 

achieved for each mode of system input. The parameter values chosen for 

the compensation were as followst 

1.0 (in equation 3.6) 

fs = 140 Hz = sampling frequency 

512 (block size) 

T =a 13 seconds (update period) 

X (volts) 
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Estimates were smoothed over 5 points in the frequency domain. 

RECOVERY OF PEAK TROUGH DISTRIBUTIM ON A SERVO-HYDRAULIC RIG 

Defining the properties of a loading signal in terms of 

its auto-spectrum and amplitude probability is inadequate for the fatigue 

engineer. An alternative is to characterise a signal by its peak-trough 

probability matrix. This is defined as the probability of obtaining a 

peak-trough pair of amplitudes A,. A2 over the complete range 

- c>o < A, 9A2 1< + Oc - The joint peak-trough probability matrix is thus 

an upper triangular matrix (it is meaningless to have a signal peak 

value less than its paired trough). A constant velocity signal with 

specified peak-trough characteristics was generated (11) on a G. E. C. 90/2 

computer. This signal-was fed through the compensation system onto a 

servo-hydraulic rig applying acaitilever bending moment to a bearing 

structure. The peak-troucjh matricesci the original signal (Figure 11), 

the uncompensated achieved signal (Figure 12) and the compensated achieved 

signal (Figure 13) were measured over a half-hour period using the Sigma 5 

computer. Figure 13 shows that the original peak-trough matrix is almost 

completely recovered by using compensation, whereas without compensation, 

the large amplitude peak-trough pairs are not achieved. The rig fre- 

quency response is very similar to that depicted in Figure 6, and is not 

repeated. Appendix C outlines the type of signal generated by the G. E. C. 

90/2 computer for attaining a peak-trough matrix and gives a simple 

time-domain method of controlling the servo-rig as an alternative to the 

compensation method described here. 
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FIGURE 13: Shows the Peak/Trough distribution of the 

compensated loading signal. 

The need for rig control depends on how accurately the engineer 

wishes to simulate loading time histories under laboratory conditions. 

When using a hydraulic servo-rig it is possible to dynamically tune the 

rig response to the particular task involved. However this has three 

drawbacks: 

i) It is a lengthy procedure 

ii) It does not take account of changes in the specimen's response 

during a test. 

iii) On changing the specimen the rig must be retuned, 

DETECTION OF FATIGUE CRACKING IN ALUMINIUM AND STEEL RODS 

Forty fatigue tests, twenty on aluminium rods and twenty on steel, 

were performed, each specimen being tested to destruction. Figure 14 

PEAK AMPLITUDE 

+5 0 ý2-5 
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gives the specification for the rig and aluminium rod used. The mild steel 

rod was of the same dimensions. 

Three input loading spectra were used, the two already shown in 

Figures 7 and 9 plus a third wide-band signal with a break point at 40 Hz 

and a cut-off of 6dB/octave. 

Six tests were performed with each loading spectrum on the aluminium 

and steel rods in turn. The results presented show a typical response 

for each of the 6 groups of tests. Lastly a series of four tests was 

conducted, two on steel rods and two on aluminium, with each of the rods 

pre -work -hardened. 

The input force to resulting displacement frequency response function 

was continually estimated over 13-second intervals throughout the specimen's 

fatigue life (typically 45-60 minutes for aluminium. and 150-180 minutes 

for steel). A representative sample of the frequency response over the 

frequency range 0-70 Hz was taken at around 20% of fatigue life (when 

no fatigue cracks are present and work-hardening has ceased). This 

response was compared with estimates obtained over various stages in the 

specimen's life. Two cost functions were calculated: 

a) The mean stationarity confidence interval satisfied over 

the frequency range 0-70 Hz. (as described in Chapter 2, 

equation 2.42) 

b) The integral error squared function given bys 

COST 
70 Hz 

HI(jw) -H2 Ow) 
12 

dw 5.20 
0 

where H1 is the representative sample and H2 is the estimate 

being tested. 

Figures 15 - 21 show the change in the confidence level, together with 

the cost function as a function of % sample life. 
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The specimen's fatigue life divides into 3 regions: an initial 

region where work-hardening is in progress, an intermediate region where 

no fatigue cracks have yet started, and a final period where fatigue 

cracking is present and the sample is approaching failure. It is the 

identification of the final period which is of interest. 

The stress concentration at the notch surface causes dislocations in 

the metal lattice structure to move in such a way as to relieve the stress. 

This movement of dislocations will only occur when the local stress is 

sufficient to overcome the pinning of dislocations at grain boundaries. 

The dislocations congregate at the notch surface, eventually forming a 

fatigue crack. The stress concentration at the tip of the fatigue crack 

0 25 50 75 100 
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is higher than in surrounding areas, and hence once a fatigue crack 

has started, it is more likely that the crack will grow than that 

secondary cracking will appear. As the fatigue crack increasesJn 

depth, the mean stress level across the remaining non-affected cross- 

section of the notch will increase. Thus the deflection of the cantilever 

for a given loading-will increaset changing the frequency response, 

Figure 22 shows that in general for the case described the change in the 

frequency response is more marked at higher frequencies. The prediction 

of fatigue cracking using this simplistic approach meets practical 

difficulties. 

FIGURE 22: SHOWS THE MODULUS FREQUENCY RESPONSE FOR AN ALUMINIUM SPECIMEN 

SUBJECTED TO BROAD BAND LOADING 

a) As measured between 25-30% sample life 

b) As measured between 80-85% sample life 
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The rate of propagation of the fatigue crack and hence the rate of 

change in the frequency responseq is a function both of the stress concen- 

tration at the tip of the crack and of the depth of the crack. As the 

crack depth increases, the stress concentration at the tip of the crack 

increases, and this in turn causes an increase in the rate of pro- 

pagation of the crack. Complete failure occurs when this cycle becomes 

self-perpetuating within the time taken to sufficiently decrease the 

external loading. 

The acceleration of cracking means that initial changes (from about 

50-90% sample life) are small compared with those encountered over the 

last 10% of life. Thus initial changes found using equation 4.1 are 

lost due to short-term random sampling errors. However, when combined with 

the stationarity confidence test the onset of cracking can be identified 

early on and quite consistently. An indication that changes are due to 

fatigue cracking and not due to drift in the loading and measuring 

circuit is demonstrated by the high degree of correlation between 

results presented here and those presented by Fisher (14) on similar 

specimens, using eddy current analysis to detect cracking. 

Given three loading signals, each vdth similar R. M. S.. values, 

the following effects can be noteds 

a) The narrow band-spectra maintain high stress levels in the 

specimens for a greater proportion of fatigue life. Hence the rate of 

propagation of the crack is faster (in terms of % sample life) than 

that observed using broad band spectra. 

b) The higher stress levels induced by the narrow band spectra 

might be expected to cause the onset of cracking earlier in the fatigue 
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life. This is not the case. The presence of high frequency loading cycles 

in the brpad band spectrum causes initial cracking to occur at about 

45% fatigue life forihe tests run on the aluminium samples, while cracking 

occurs at about 55% fatigue life for narrow band input loading. This effect 

was less marked for the steel samples. 

c) The stationarity test confidence level results are more sens- 

itive to changes in the frequency response than the COST measure taken 

from equation 4.1. This is especially true when the coherency is near 

unity. 

The results presented in this chapter show the application of 

Fourier techniques to fatigue rig control and the application of 

some statistical tests for identifying the onset of cracking under random 

loading conditions. The section showing a method of generating signals with 

specified statistics is an essential preliminary to an integrated 

computer-controlled fatigue testing system, and provided standard test 

signals for the tests conducted. 
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5) APPENDIX A 

Consider the weighting function g, ... ' 9N found as the optimum 

model to the desired auto-spectrum. From modelling the amplitude dis- 

tribution the weights h, *ae. hN are obtained. Let g1090* 9N 

and hl o* 4p . hN be ordered according to their absolute magnitudes 

i. e. h ý, h ': ý,, h and g >- g etc. 12312 ý/' g3 

Lemma 

The best fit to g, ."0" '9N in the least squwes sense is c1btained 

by fitting the largest remaining weight in h to the largest remaining 

weight in g with the appropriate sign attached. 

Proof 

Consider the case of N -. ': 2. 

To prove (h 91 
2+ (h 

2- 92 h+ (h, 
I-, 

)2 91 - 'g 2) 

Expanding and cancelling terms in common: 

-h 19 
h292 -h 2gl hlg 

2 

or h1g, + h 2g2 h 291 + hIg 
2 

or (h 
1-h 2) - 

(91 - 92) 

But: sign(h sign(gl), and h, >hE. D. 
29 gl >, g2 

Extend ing to the case of N=3, we have to prove: 

(h 2+ (h 9)2+ (h 2 (h gl) 
2+ (h, g )2 + (h g)2 

223 -g3) 2233 

(a) 

(h3 91 + (h2 92) 
2+ (h 

193 
)2 

09 
(b) 

(h 
1 -9 1)2+ 

(h 
3 92) 

2+ (h2 g3 )2 

o"" (c) 
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,<2+ 
(h, g2+ (h 2 (h 

3- gi 22 g3) 

go a 
(d) 

h '91) 
2+ (h 2+ (h 9)2 2-3 g2 13 

0a (e) 

Using the proof for N=2: expression (a) is minimised by exchanging h, 

and h2. Expression (b) is minimised by exchanging h3 and hl, Expression 

(c) is minimised by exchanging h2 and h3, Expression (d) is first decreased 

by exchanging h3 and h1 and then minimised by exchanging h3 and h 2" 
A 

similar process can be followed on expression (e). Thus a proof for 

N=2 is sufficient for proving the case of N=3. By a process of 

inductive reasoning, the proof can be extended for all N. 
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APPENDIX B 

PROGRAM DESCRIPTION OF USER RUN-TIME ACTIONS FOR AMPLITUDE PROBABILITY 

MODELLING 

The program includes 9 possible actions; the sequence of operations 

is chosen by the user. 

1) Calculation of characteristic function, M(v), of required 

amplitude probability function. User specifies the initial value V09 

the final value Vfq and the number of points to be calculated in this 

interval. 

2) Graphical display of current M(v) and the latest model MI(v) 

on a V. D. U. screen. 

3) Search for zero of M(v) in a region specified by the user. 

The region is specified by use of cross-wires on a graphical display. 

Calculation of the order of the zero found by 34) 

5) Print-out of weighting function, 

Call to the cross-wires of the V. D. U. which can be used: 

a) To specify point from which to look for a zero of MM. 

b) To specify new limits for calculating M(v) i. e. enlarging 

a section of a current plot. 

7) Normalisation of M(v) i. e. M(v)/Ml(v). This tells the user 

the accuracy of the model over the range considered. 

8) The inverse Fourier transform of a smoothed version of MI(v) 

together with a graphical display of the modelled amplitude probability 

function. 

The integral I errorl between the desired amplitude function 

and the model amplitude function. 
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APPENDIX C 

This appendix develops a simple 'bang-bang' controller for achieving 

a specified peak-trough probability matrix. The input signal to the rig 

is of constant velocity form +vq -v where v= dx/dt (x = signal level) 

The controller is presented as an operating algorithm. 

SET-UP PROCEDURE 

The test rig is driven with a triangular input waveform, x(t), 

of the specified slope v. The amplitude of this waveform is chosen 

such that y(t), the achieved outputq just achieves the desired slope 
+ 

V, 

OUtpUt Y(t) 

t 

Slope ±V just attained 

The turn-around amplitude of the output AO is now recorded and stored (AO),, 

CONTROL AL "'fikl 

ý-gt oeak-trough pair (Pn, Tn) 

2) Is(Pn Tn-1) <, Ao 

Yess Set Clevel Tn-l + Pn - Tn-I 
2 

No: Set Clevel = Pn -A0 

Sample output Y(t) 

is y(t) -' Clevel 

Yes: Generate x(t) with slope +v 

Not Generate x(t) with slope -v 

5) If slope of x(t) = +v go to 3 

Is (Pn -T n) <,, A 

Slope ±V 
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Yest Set Clevel = Pn - Pn - Tn 
2 

No: Set Clevel = Tn +A0 

Sample output y(t) 

Is Y(t) Clevel 

Yest Generate x(t) with slope -v 

Nos Gererate x(t) with slope +v 

9) If slope of x(t) = -v go to 7 

10) Go to I 

Where Pn, Tn are the current values of the peak-trough pair to be attained; 

Pn-1. Tn-l the past pair just attained. The generation of peak-trough 

values is described in the last section of reference 12. This algorithm 

only applies to systems that are approximately linear in their dynamic 

response. The algorithm is repetitious in its method of achieving peaks 

and then troughs. This muld normally be included in one series of tests 

with signal inversion for changing from a peak search to a trough search. 
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The following gives a brief description 

of the program logic for controlling the 
I 

fatigue rig to ensure the desired loading 

MMY pattern is aohieved. 

Connect Sets up real time interrupts 
interrupts & initialises calling priorities. 

initialise 

lb 

Type in weighting "'loading FSS -ee-It uU pPRBS values and their 
er 

Y Yjýs 

tp 
signal generator. order. 

iqte 
ES 

r- 

Load signal is to be 
Specify - sampled from some external 
! 

9i 

4sour 

9 source & suitably scaled. 
L 

--Net up sampling freq. Block update period 
-VO 

ýtiali 
9a& freq. smoothing window. Set spectral values 

Fourrier to zero. 
nA ra Ma 

Initialise 
compensator 
response to 

unity. 

Fetch first 
512 

load samples. 

1 

Start da 
logging - 

2 

Load signal 
generatea et 

block in advance 

Trigger datal. 
sampling 
routine 

I 

R. T. clock 

2 
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3 

Entry to datý. 
samDling routine 

Generate new This may be from the internal 
load sample PRBS generator or from an 

value. external source. 

Output loa These are values generated 
signal to one samole block previously. 
rig. 

Sample loa 
on rig. 

-----7 

le any/ In addition to the achieved 
other rig rig load other signals may 
signals. be monitored such as deflection. 

TOP aANA)n YES Inhibit int, 
reauir EXIT to STOP 

routine. 

NO 

Update sample EXIT 
count. N-- 

6 

,,,,, 
is -" 

sample 
look fu' 

NO 1 
, -Ex j-r F70-1? 

_IN 
TE P )Z "P »r" 

Switch buffer 
pointers for 

Yr, S data storage.. Trigger analy is 
routine on lo er 
interrupt lev 1 

"EXI -r F2-c> Pit -*--, 
NE: A-r- INTERKLi 

pts 

3ji- 
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Pff rh Y to 
ANALYSIS 

Locate arrays This routine operates in spare-time 
for analysis available between R. T. clooked sampling 

of the rig loading signals. 

9to r-e'-, 
data o 

Mag tap 

Perform Fourier transform time data of 
Fourier desired & achieved loading data 

analysis X(t), Y(t) resp. 

Update mean ing averages of the spectral estimates- 
values of Du= frequency response(H) are computed 

X"ý YTP 
xy H. 

L_ 

Increment 
block count 

by 1. 

s Update Oompensator is modified 
ompensato Yr, S Compensator. to achieve an overall 
ýto t , U, to bP uýý, l teed unity gain. 

NO 

InItIallse 
spectral Set running averages 
values to 0. - - to zero. 

Mo fý,, loadiný 0 di 7- 
signal. The original desired loading data 

are modified using the compensator 
charaoteristics. 

: ---T- 

1. 

I 

5 
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Check new Avoid overloading the 
loading data rig by limiting the 

maximum load. 

EXIT for INT 

6 

MqTRY to ST' 

Zero loading 
on rig. 

,, ' Di s r)lay 
spectral 
on V. D. U. 

Failure to 
disconnect 

comply will 
power to rig. 

LA-chileved rig response is plotted 
togj 

as I 
CI d des! 
a as m 

es s. 
_ 

together with power sDectra of 
lesired &: achieved loading signals 
s measured on. the most recent update. 

Glost- mag ta 
f iles 

-? -. upda 
index. 

-Xey-in to 
continue. 

Is NO 
re-run 

'-,, requi ce, 

YES 

1 



- 206 - 

AIRAEFEREN CE S 

1 WEST9 J. Cel DOUCE9 J. L. LEARY, B. G.: 'Frequency spectrum distortion 

of random signals in non-linear feedback systems'. Proc. I. E. E., 

1089 C 139 p. 259 ( 1961) 

2 GUJARq J. G. & KAVANAGH, R. J.: 'Generation of random signals with 

specified probability density functions and power density spectral. 

I. E. E. E. Transactions on Automatic Control, (Dec. 1968)pp. 716-20 

3 LUCACS, E. s 'Characteristic functions'. Charles Griffin & Co. Ltd (1960) 

1 GOLOMB. ) S. W.: 'Shift Register sequences'. Holden Day (1967) 
1 

5 DOUCE, J. L. s 'An introduction to the Mathematics of servo-mechanisms'. 

English Univ. Press Ltd. (1963) 

6 BLACKMAN, R. B. & TUKEY, J. W.: 'The measurement of power spectral. 

Dover Publications (1958) 

7 HAMMING, R. W. s 'Numerical methods for scienctists and engineers'. 

McGraw Hill (1962) 

8 BEKEY, G. E. :I System identif ication: an introduction and a survey' . 

Simulation Vol. 15 No. 4, Oct. (1970) 

9 BARRETT9 J. F. & COALESj J. F.: 'An introduction to the analysis of 

non-linear control systems with random inputs'. Proc. I. E. E. 103 

p. 190 (1955) 

10 SWANSON9 33. R.: 'Random load fatigue testing: a state of the art 

survey'. Materials Research and Standards, Vol. 8 No. 1, (April 1968) 

11 BENDAT, ) J. --). & PIERSOL, A. G.: 'Random data analysis and measure- 

ment procedures'. Wiley Interscience(1972) 

12 SHERRATT9 F. & DAVALL, P. W. t 'Advances in computer-controlled 

random load fatigue testing'. Univ. of Warwick Report(1974) 



- 207 - 

13 SHERRATT, F. & FISHER, B. t "Statistical measurements on servo- 

hydraulic fatigue machines'. Univ. of Warwick Report(March 1971) 

14 FISHER., B.: 'Random load fatigue damage accumulation in mild steel'. 

Phd. Thesis, Univ. of Warwick (1971 ) 

15 HUANG, T. C. & LANZ, R. W. t 'Investigation of fatigue failure of 

materials under broad-band random vibrations'. A. I. A. A. JIO(8) 

pp. 977-8 

16 LLJCKEý J. WA BROWNý 1--i. W. s 'Fatigue data processing with a small 

digital computer'. I. S. A. Trans. 11 pp. 128-134(1972) 

17 REDKIN, V. B.: IStability of a multi-variable system for controlling 

a fatigue testing process with random loading'. Automatika 18 

pp. 28-34 (1973) - I. A. A 13 (12) 1 A73-27949 

18 SCHUETZ, W. i 'Technical evaluation report on the AGARD symposium 

on random load fatigue'. AGARD: - AR 54 STAR N73-28884 

19 KICIMAN, M. 0.1 'Prediction of failure for a multiple load-path 

system under random loading'. Middle East Technical Univ. Jnl. of 

Pure and Applied Sciences 5 83-93 (1972) I. A. A. 13(4)sA73-15075 

20 ITAGAKI, I. & SHINOZUKA, M. j 'Application of Monte-Carlo technique 

to fatigue-failure analysis under random loading'. Probabilistic 

aspects of fatigue proceedings of the Symposim 1971 1 A. S. T. M. (1972) 

I. A. A. 13(3): A73-13236 

21 DOUCE, J. L. & DAVALL, P. W. : 'Generation of signals with speoified 

statistios'. I. E. E. Proo. . 00t. 1973P pp. 1278-82. ( Chapter 5, 

Section 2). 



- 208 - 

CHAPTER 6 

APPLICATION, ') TC, HUMAN OPERATOR TRACK IN, -) TASK 3-A CON)ARISM 

OF AUDIO AND VLAAL DI'. 13PLAYS 

LIST OF SYMBOLS USED 

X(t) band-limited Gaussian white noise with zero mean and 

variance cjx 2. As the cut-off frequency is varied 

the variance is maintained constant 

e(t) the error signal presented to the operator via the 

visual or audio display. The operator is required to 

minimise this error 

Z(t) y(t)) the operator's response to the error signal 

e(t) : e(t) = x(t) - z(t) 

The corresponding Fourier transforms of x(t) , y(t) , e(t) and 

z(t) are as def ined in Chapter 3. 

GOW) the forward-loop frequency responseq incorporating the 

display, operator and joystick dynamics 

H(jw) the overall closed-loop frequency response relating the 

input x(t) to the output y(t). (-G/ (I + G) ). 

ýnn the power spectrum of that part of the output signal 

y(t) which is not linearly related to the input x(t) 

Wo frequency resolution (= 27 /T 

N block size for Fourier analysis 

block period 

samplini frequency 
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1) INTRODUCTION 

Chapters 4 anýi 5 show two applications of the -, tat. istical 

results of "I, _'hapter 2 in identifying time viriations in open -loop 

linear systems. The re-)ultq of , h-qpter 3 mav be used to identify 

changes in the human operator describing function when performing 

tracking tasks, an(i to obt-. aln confidence levels for models of the 

operator's response. The task configuration is essentially a closed- 

loop situation where the operator is presented with an error signal 

marking the difference between his output and the input signal 

to be tracked. 

1n this chapter thc- Pf f ec t of the choice of error signal d Lsplay 

on the operator's response is investigated. A coniparison between 

various audio error displays and a visual display is made both in 

terms of the response to stationary input signals (i. e. fixed 

freq . uency content) and in terms of monitoring the change in the 

operator's response to a step change in the frequency bandwidth of 

the input signal. '-A five parameter linear model of the operator' 

response is propo; ed, 
_ 

and the model is justified using some of the 

statistical tests Ae-veloped in Chapter 3. 

.,, 'Aany models of the human operator response have been proposed. 

I. orie-,: linear models Briefly, these models fall into three categ I 

(reference 1), -,, )--ýmplerl (1-? ta models) (reference 2)' and non-linear 

. -or a NiJe range of applications it has been 
models (reference ý). 

shown that the linear ross-over imodel on lines proposed by Krendel. 

and Mc. 'Ruer (1953) gives a good approximation to measured human operator 

describing functions. Zxceptions are when the input signal to be 

trýicked is of very low fre, ýuencýi content (<0. '"1 Hz) under which 
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conditions the operator exhibits a threshold type non-linearity, 

and when the input signal contains high frequency components (>1.5 Hz) 

where the operator degenerates to a 'bang-bang' mode of control. 

Comparison of various forms of multi-dimensional visual and 

tactile displays has been attempted (references 5 to 7) and generally 

results have indicated that the human operator responds equally well 

to visual and tactile presentation of information. Similar studies 

of one type of audio display (reference 8) also indicate no appreciable 

loss of performance. Initial studies in this chapter contained in 

Appendix A would, howeverg indicate considerable down-grading of 

the human operator's response to audio stimuli in one-dimensional 

tracking tasks. 

In designing an audio display to either complement or replace 

a visual display, it is necessary to ensure that the operator's per- 

formance is optimised, in terms of the display, for a wide range 

of operating conditions. In this chapter a method of comparing and 

modelling an operator's response for various audio and visual displays 

is proposed (Appendix A) and the operator's change in response for a 

step change in the dynamics of the input signal is investigated. 

Section 2. together with the paper presented in Appendix A. ' 

outlines the experimental set-up and the types of audio and visual 

displays used. The operator describing function is modelled using a 

modified 5-parameter cross-over model, and a plausible physical 

interpretation of the results in terms of the model parameters is 

presented. 

The assumption that the model used is a good representation of 
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the operator's response using audio displays and that his response is 

essentially stationary for fixed input dynamics is investigated in 

Section 3. It is assumed that the model describing function represents 

the true response of the operator and that deviations from this model 

during the test were due to short-term measurement inaccuracies due to 

noise in the system. This noise may be due to non-linearity in the 

response, uncontrolled movements of the force joystick and discret- 

isation errors in the analogue-to-digital sampling. Using the 

statistical results of Chapter 3 for closed-loop systems, the goodness 

of fit of the model to measured results is found. 

It is well known (references 9 to 12) that the human operator's 

mode of response depends on the dynamics of the plant to be controlled 

and on the frequency content of the signal to be tracked. The 

transient behaviour of the response to step changes in the plant 

dynamics has been investigated (reference 13) for visual displays. In 

Section 4 the transient behaviour of an operator's response to step 0 

changes in the dynamics of the input signal is investigated for the 

audio and visual displays used. The response stationarity and the 

applicability of the model during these periods of transient response 

are verified using the statistical results of Chapter 3. 

Lastly, Section 5 outlines some problems involved in extending 

the analysis procedure to two-dimensional and multi-dimensional 

displays. 

COMPARIS: )ON OF HUMAN OPERATOR' S PERFGRMANCE USING VISUAL AND 

AUDIO DISPLAYS 

The results of this section are fully discussed in Appendix A. 
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To avoid duplication, only the basic test procedure is outlined here, 

together with some further explanation of the phase response of the 

human operator at very low frequencies. Figure I shows the schematic 

block diagram for the closed-loop configuration. 

2 (t) 
W"R. IAPLE GAIN 
FVEDBACK. 

G(jw) 

Displa3 Operator's Joystiqk 

---P Respont-9--4 Response -So Re spo --*6- -W, y 
X(t) e(tý, 

Gaussian band-limited 
whi , te noise input. 

FIGURE 11 SHUNS THE TEST CONFIGURATION FOR AN OPERATOR PERFORMING 

A SINGLE AXIS TRACKING TASK 

SUMMARY OF METHOD 

The signals x(t), e(t), y(t) and z(t) were sampled every 0.2 

seconds. Short-term Fourier estimates were obtained using a block 

size of 128 samples. Five input cut-off frequencies were used, 

0.37 0.59 0.7,1-0 and 1.5 Hz. Each test, at a fixed cut-off 

frequencyg lasted 10 minutes; thus, approximately 25 blocks of 

129 samples were collected for each input cut-off. The average 

response of the operator was calculated from the mean values of 

ýxx, ýxe and ýxy obtained over the 25 blocks. The frequency response 

estimates were calculated (dependence on frequency is assumed) by: 
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ýxy / Fxe 

ýxy / ýxx 
forward-loop gain 

overall closed-loop gain 

over the frequency range 0(f<2.5 Hz. The frequency resolution 

w0=2.5 / 64 Hz. or approximately 0.04 FIz. The response functions 

were modelled over a frequency range 0 <, f :ý input cut-off; beyond 

this range the signal-to-noise ratio drops off and estimates become 

inaccurate. The block time period T= 25 seconds. A best estimate 

of the noise spectrum for each input cut-off is given byz 

ýnn ýyy + ldlý Tee 
-2 RL (ý Tye) 6.1 

It is assumed (see Chapter 3, Section 7) that ýnn is approximately 

Chi-square distributed with 2L -2 degrees of freedom, where L= 25. 

This assumption is justified by L being relatively large and the 

coherency between x(t) and y(t) being fairly high ( >0.5 for all caseS) 

within the frequency range 0<f< input cut-off. 

For a description of the model used and the method of fitting 

the model parameters to measured results, refer to Appendix A. 

b) EXPLANATION OF LOW-FREQUENCY PHASE RESPONSE FOR THE MEASURED 

HUMAN OPERATOR DESCRIBING FUNCTION 

In many cases it is found that the measured forward-loop 

response exhibits a phase 'droop' at low frequencies. It might be 

expected that the phase estimate would tend to zero phase shift. 

Consideration of the physical situation leads to a simple explanation 

of this phenomenon. 

It is found that due to inherent reaction time delays the 

best the operator can hope to achieve is a time-delayed version of the 

input signal (This is true when the input signal is random. If the 
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operator is asked to track a deterministic signal such as a sine-wave 

then he is able to employ predictor methods to anticipate future response) 

FIGURE 2s SHOWS A TYPICAL CLOSED-LOOP FREQUENCY RESPONSE WHERE WE 

CONSIDER THE CASE LETTING wo--oO 

0 1.0 REAL 
JCXI S 00% 

2 

Gx 
+ G, N .. " 

OperatOr's 0 
Closed-loop respý G Glosed-loop 

1+G Response 

v deoreasing 

0 

IRAGINARY 
Aus 

Open-loop phase wG0 02 - 01 

On considering Figure 2 three situations can occur: 

i) If the operator over-reacts and his closed-loop gain is greater 

than unity at low frequencies then the forward-loop phase shift, 

given by (02 - 01) , will tend to zero. ThiG is often the case in tests 

with an input cut-off in the mid-frequency ranqe (0.5 Hz to 0.7 Hz) 

where the operator will try to track the higher frequency variations 

with a corresponding tendency to over-react to lower frequency changes. 

ji) If the operator has an overall unity gain at low frequencies 

then the forward-loop phase shift will tend to - TT/ 2. This is often 
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approximately the case when the input signal is slowly-varying and 

the operator has time to adjust his gain. Figure 9 in Appendix A 

is an example of such a case. 

iii) If the overall gain is less than unity at low frequencies then 

the forward-loop phase shift will tend to -7T. This occurrence is perhaps 

more likely to occur when the operator is controlling a complex plant 

and he is less certain of the action to be taken to reduce the error. 

The'model as used can only predict a phase shift of - 7/ 2 at low 

frequencies unless the lag term with time constant TS (Appendix A) 

4.1 is allowed to take the form of an integrator. It is considered in 

Appendix A that TS represents a lag introduced by the operator to 

maintain stability when the input signal contains high frequency 

components. When controlling a plant with complex dynamics (typically 

of the form 1/P(jw), where P(o) is a polynomial in (jw) ) the 

overall response can go unstable at much lower frequencies due to 

the phase shift introduced by the plant. Under these conditions, 

one method of regaining stability is to let TS take on much larger 

values, hence bendin?, the closed-loop response inside the -1 point. 

3 )JUSTIFICATION CFASSUMPTION OF STATICNARITK 

The results presented in Appendix A assume the operator's 

response to be stationary for a fixed input cut-off frequencys 

Figures 9 and 10 in Appendix A indicate that the model would appear to be 

a good representation of the measured response for low-frequency input 

cut-of f s. The assumption is less certain at high-frequency cut-offs. 

It is assumed that the modelled -frequency response, GM(jw)g 

the true operator's response and that deviations from this value 
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are due to short-term estimation errors in a noisy environment. The 

noise variance at a given frequency Kwo (0 4K <-, 64) is given by half 

the power in n(t) in the frequency band Kwo ± wo / 2. Thus: 

2 Sn (Kwo) Onn(Kwo) /26.2 

where #n(Kw 0) is given by equation 6.1. For each block of data 

the operator's response Gi (li;, i <25) is estimated. The estimates are 

smoothed over 5 adjacent frequency. points to reduce random errors. 

The distribution of a variable: 

Zi + 

(G i- GM) 

9999o**s9e. 6.3 

where (1 <i< 25), Is given by equation 3.52, where the noise variance 

-2 an is found from equation 6.2 and the noise in the feedback loop is 

assumed negligible. The confidence interval satisfied by zi- is found by 

integrating equation 3.52 over the range 04z4 zi* 2 

The mean confidence level satisfied by the ith estimate is found 

by taking the average over the frequency range 0 <, f< fCUT-OFF. The 

lower this confidence level the greater the confýdence placed on the 

model. 

CONF i1 
Kmax zi (K wo) 

p(z dz 6.4 
Kma x K=O 

f0 

where p(z ) is given by equation 3.52. 

Each operator response was tested in this manner. The results 

for a single operator using the mark-space audio display are shown in 

Fiqure 3. Similar results for the same operator using the beat 

frequency audio display are presented in Figure 4. These two displays 

are chosen as being representative of the 'worst' and 'best' audio 

displays respectively. Figure 5 shows typical results obtained for 
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the visual display. 

From Figure 3, it is doubtful whether the response using the 

mark-space audio display can be modelled above frequencies of 0.7 Hz. 

This is confirmed by the coherency results for high frequency tests 

using this display shown in Figure 4 Of Appendix A. 

For the beat frequency and visual diplays the response may be 

considered stationary for fixed input cut-off frequencies below 

1.5 Hz. 

The visual display response at 1.5 Hz is apparently stationary 

except for two short intervals where the confidence level increases 

significantly. On comparing the overall closed-loop responses cal- 

culated from the stationary and non-stationary segments (Figure 6) 

it would appear that the two levels correspond to two different modes 

of response. A similar effect can be seen in Figure 4 using the 

beat frequency display with the input cut-off frequency at 1.5 Hz. 

On comparing the overall closed-loop responses obtained from the 

stationary and non-stationary segments of this record, however, it 

was found that the high confidence levels indicated that the 

operator had ceased to respond almost completely. This drop-out 

phenomenon was fairly common using the 1.5 Hz cut-off signal 

for all the audio displays. 

0 
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FIGURE 6: S)HUdS THE TWO MODES) CT RESPGNSE USING THE VISDUAL DISPLAY 

TO AN INPUT SIGNAL WITH A FREQUENCY CUT-OFF AT 1.5 Hz. 
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For the 0.3,0.59 0.7 and 1.0 Hz input cut-off frequencies, 

the model was found to be satisfactory for all displays with the 

exception of the mark-space display at 1.0 Hz. 

Further, the assumption of stationarity for fixed input signal 

dynamics was satisfied at the 0.8 level of significance for all tests 

with input cut-offs below 1.5 Hz. 

4) INVE3TIGATION OF TRANSIENTS 'IN THE OPERATOR' S FREQUENCY RESPONSE 

FUNCTION 'WITH STEP CHANGES IN THE FREqUENCY CHARACTERISTICS OF THE 

INPUT SIGNAL 

a) TEST PROCEDURE AND ANALYSI3 

The operator was asked to track a band-limited Gaussian signal 

whose cut-off frequency underwent two step changes, 0.5 liz --b-1.0 Hz ---a- 

0.5 Hz. Each frequency cut-off was maintained for approximately three 

minutes: this period being considered sufficient for the operator 

to attain a steady state response. Fourier estimates of the input, 

x(t), output, y(t) and the error, e(t) were obtained using a block 

size of 64 samples. The signal sampling frequency was set as before 

at 5 Hz. Thus the functions ýxx, ýxy and ýxe were estimated every 

12 seconds. To reduce random errors the estimates were smoothed 

over 5 frequenc'; points. Ideally, the estimate update period should 

be less than 12 seconds; howeverg further reduction decreasesthe 

block size and hence decreases the frequency resolution to an 

unacceptable level. To offset this disanivantage, successive block 

estimates were overlapped b, / a factor of 0.5 (Figure -1). 
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Successive estimates of the overall gain, ( Iii(k. wo) 

ýXY(Kw 0 xx(Kw 0 
(0 <, K <, 32) and for i= 11395 

were tested for stationarity, using the methods described in Chapter 3, 

Section 3(iii). For the particular situation described here it is 

sufficient to use a single test, as the feedback-loop dynamics are 

constrained to be stationary. An overall stationarity confidence 

level in the frequency range, 0<f< fCUT-OFF, was calculated for 

each adjacent block estimate Fii using equation 3.37ywhere the variance 

term is calculated from equation 3.35. 

The operator's measured describing function was modelled, using 

methods outlined in Appendix A, at each block interval (i = 1. )29"j ... 
) 

and variations in the model parameters were recorded. The confidence 

placed in each model estimate was found using similar methods as 

described in the previous section. For this case, the noise variance 

is calculated for each block rather than over the entire record. 

_RES)ULTS 
All the operators were tested using both the visual and iudio 

(ji splays. It was found that the model could be accepted at the 0.3 
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level of significance for all the tests except those using the mark- 

space audio display. Fitting operator response models using this 

display and the 1.0 Hz input cut-off signal led to fluctuations in 

the model parameters which could more likely be assigned to severe 

non-linearity in the response. 

The results for a single operator are presented in Figures 0-17. 

The variations in each model parameter are discussed in turn and 

discrepancies found with other operators are noted. 

VARIATION3 IN THE GAIN PARAMETER, K 

As the input cut-off frequency increased from 0.5 Hz to 1.0 Hz 

the gain parameter decreased. For the visual display, a new stable 

level was found within two-block periods of the change in input. For 

the audio displays a new stable level took longer to achieve. In the 

case of the mark-space ratio display no detectable change occurred. 

For a step down in the input cut-off frequency the gain 

increased again. A new stable value was found quickly using the visual 

di sp lay. It was found that the beat frequency audio display results 

closely matched the visual in this respect. 

VARIATIONS IN TIME DELAY, 

For an increase in the input cut-off frequency the time delay 

pPrameter decreased when the visual and beat frequenc,,, audio displa/s 

were used,, In the case of the visual display, the parameter decreased 

abruptly and then returned to a hiqher level: this effect was not 

detected using the beat frequency displa/. For the matching frequenc,, / 

and matching amplitude displays, it was occasionally noticed that the 

time delay increased. No significant change could be detected using the 

mark-space ratio display. 

0 
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For the visual and beat frequency displaysg the decrease would 

indicate an awareness on the part of the operator that a more complex 

signal required greater attention. It is suggested that the increase 

in time-delay using the other audio displays indicated an inability 

to interpret the error signal. This effect has been noted by Elkind 

and Sprague (see reference 13). 

As the input signal cut-off frequency decreased again the time 

delay slowly increased for the visual and beat frequency displays. The 

change is less rapid than thp step down. 

1- VARIATIONS IN UHE INTEGRATOR TIME CONSTANT, C 

No overall trends in this parameter could be detected. The type 

of change depended on the display used. For the visual mark-space 

ratio and beat frequency displays the value of C increased as the input 

cut-off frequency increased$ although variations in the mark-space 

ratio te-at results make any conclusions using this display doubtful. 

For the matching frequency and matching amplitude displays, the reverse 

was found. As the input cut-off frequency increased, the value of C' 

decreased. 

- IN THE DEkIVATIVE TIME CON'STANT. T VARIATIONS D- 

An increase in TD indicates that the operator is using derivative 

control on the error signal. Little or no change could be detected 

in TD using the audio displays. Using the visual display TD 

decreased as the input cut-bff frequency increased. As in the case of 

variations in the time delay parameter, the initial decrease was often 

partly recovered. 



- 

VARIATIONS IN THE LAG TIME CONSTANT9 TS_ 

No appreciable change in TS could be found using the visual and 

beat frequency displays. For the frequency matching and amplitude 

matching displays9 T, decreased as the input cut-off frequency increased. 
1ý 

This is consistent with the increase shown in the time-delay parameter, 

for these displayse 

VARIATIONS IN THE STATIGNARITY CONFIDENCE LEVEL 

The operator's response -was in all cases found to be approx- 

imately stationary before a change in the input signal had occurred. 

A marked increase in the stationarity confidence level was noted 

immediately following a change in the input. This increase in general 

returned to a lower level after 7 block periods And in many cases 

sooner. 

The variations in model parameter values just described were 

consistently detected for four of the five operators tested. For the 

fifth operator, no conclusions could be drawn from the results using 

the matching frequency and beat frýquency displays. This is partly 

explained by the audio-gram shown in Appendix A, which shows a hearing 

loss in the mid-frequency bands however, it is unlikely that this 

discrepancy can be completely explained by this hearing loss. 

5) SOME EXTENSIMS TO PNO-DIMENSICNAL AND MULTI-DIMENSIONAL DISPLAYS 

In extending the analysis procedure to include two-dimensional 

displays, it is necessary to calculate four forward-loop frequency 

response functions. Figure 19 shows the block schematic for the analysis 

of a two-dimensional display. 
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FIGURE 19 - SHOWS THE SOHEMATIC BLCCK DIAGRAM FOR THE ANALYJIS OF 

A TWO-DIMENSIONAL DISPLAY 
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Stapleford et al (see referqnce 7) have shown that the cross- 

coupling terms G12, G21 are negligible for visual displays when there 

is no cross-coupling in the response dynamics. Thus four optimising 

parameters can be put forward to compare responses of audio and visual 

two-dimensional displays. 

As In the one-dimensional case, Gll and 322 are optimal when 

the output tracks the input exactly, i. e. G, l =G 22 = 1.0 for all 

frequencies. Thus cost functions as proposed in Appendix A can be used 

to compare the responses obtained from different displays. Ideally, 

there should be no cross-couplinq. Under these conditions, the outputs 

y(t) and y2 (t) become independent. A cost function marking departure 

from this ideal is given by: 

Fc 
"FACT 

fo 
ý121 

v 
df 

The phase response is of secondary importance. A similar cost factor 

can be defined for G21, 

In the design of multi -dimensional audio displays, care must be 

'taken to make the audio feedbacks in each dimension distinct from 

each other. For instance, the combination of frequency pitch to indicate 

errors in the Y-axis and amplitude to indicate errors in the X-axis 

would make detection of Y-error easier at large X-errors (large 

amplitudes) . Further, a base reference of zero error is easily defined 

in the X-axis by modulating the amplitude in left or right ears, but 

not so easily defined in the Y-axis, where a reference tone is required. 

The resulting audio signal even in two dimensions is extremely complex. 

A further complication in examining the response to two-dimen- 

sional displaYs is the possible introduction of non-linearities. 
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This applies even to the visual display where an operator is more 

likely to correct large errors in one axis and ignore errors in the 

other axis if they are relatively small. 

Lastly, most displays in two dimensions have concentrated on a 

rectangular set of coordinates. It is highly conceivable that the 

choice of another reference frame (e. g. polar coordinates) might be 

more suitable for the design of audio displays. Indeed, it is simpler 

to design easily distinguishable audio feedback signals in a polar set 

of axes. 

6 )CONCLUSIONS 

Section 2 and Appendix A outline a simple method of comparing 

one-dimensional displays. It was found that the cost functions give 

a reasonably objective appraisal of the performance of the displays 

tested, without recourse to a detailed analysis of the measured frequency 

response functions. 

The plausibility of the model suggested by confidence level testing 

in Section 3, together with i ts physica 1 interpr etat i-on 9 justif yi ts use 

in explaining changes in the mode of response with change in the 

input signal dynamics. 

The drop-out phenomenon exhibited in some of the audio tests for 

high frequency cut-off input signals would indicate an inability to 

interpret the audio display. Other changes in the response sometimes 

found in tests using the 1.5 liz input signal cut-off indicate that 

the operator varied between two modes of response: a highly damped 

mode in which high frequency components in the error function are 

simply ignored (indicated in Figure 6(b)) and a resonant mode 
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kindicated by Figure 6(a)). The amounts of time spent in each mode 

would indicate that the former is easier to maintain. 

By calculating the average values (i. e. for all five operators 

tested) of the model parameters for each type of test, it is possible 

to plot the change in the parameters as a function of the cut-off 

frequency of the input signal. Figure 19 shows a comparison of the 

model parameters for the visual display and what was considered to 

be the best audio display (Appendix A). The parameter variations 

shown can be considered as characteristic of the respective displays, 

although, as has been mentionedt each operator may vary quite con- 

siderably from this characteristic response. In comparing the character- 

istic responses (Figure 19) it can be seen that the use of signal 

derivative controlq Ts, is more marked for the visual display and 

that stability is maintained for the audio display by the intro- 

duction of a lag time-constant TD. This would indicate that less 

error signal information is retrieved b,,. / the operator using an audio 

display than using the visual display. 

It is seen (Section 4) that not only is the operator's response 

down-graded using the audio displays but also that his reaction to 

changes in the frequency content of the input signal is in all cases 

less immediate than for the visual display and in some cases not 

detectable. The use of overlapped blocks of time samples to track 

variations in the response parameters gives a clearer picture of the 

parameter variations. The reduction in block size decreases the 

sampling interval and enhances tracking qualities at the expense of 

frequency resolution. It can be argued that the human operator can 
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nEwerthelpss var, l his dynamic response much faster than the time it 

takes to collect a block of data. The changes in the model parameters 

are then at best filtered versions of the true changes. However, it 

is significant that the response continues to alter for some consider- 

able time after a step change in the input has occurred. This might be 

explained by the operator's adopting a trial and error mode of response 

adaptation, with the period between changes being fairly long. 

Finally some problems in extending the analysis procedure to 

include comparison of two-dimensional audio and visual displays 

indicate a large area for future research. Assumptions of linearity 

need to be confirmed and displays based on different sets of co- 

ordinates must be compared. This requires an extension of the 

statistical theory to include two input/two output closed-loop systems. 
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APPENDIX A 

(A paper published in Research Bulletin. 'A method 

for the comparative evaluation of visual and auditory displays'. 

P. IN. Davall & J. M. Gill. (October 1974) ) 

SUMMARY 

In reading and mobility aids for the blind it is desirable to 

design the display to optimise the man-machine interface. This paper 

describes a possible method for comparing various displays. 

Five subjects used compensatory tracking with random input signals 

(five different cut-off frequencies) with five one-dimensional displays 

where the error is represented by: 

Visual : deflection 

(ii) Auditory : mark-space ratio 

(iii) Auditory : matching frequency 

(iv) Auditory : beat frequency 

Auditor, / : amplitude matching 

The significance of the coherency between the input signal and 

the subjects' output is discussed. The measured closed-loop frequency 

response is compared to that obtained from a modified form of cross- 

over model. Finally two performance parameters are proposed for 

assessing the various displays. 

1) INTRODUCTION 

Research on the design of auditory displays has usually been 

motivated by the desire to provide non-visual displays for those who 

cannot use vision or to supplement a visual display particularly in 

aeronautical applications. 
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Pollack and Ficks (1954) studied multi-dimensional auditory 

displays in which each variable had only two states. They found that, 

in general, multiple stimulus encoding is a satisfactory procedure for 

increasing the information transmission rate associated with such 

displays. Mudd (1965) studied the relative effectiveness of frequency, 

intensity, duration and interaural difference dimensions of a pure- 

tone binary display. Frequency proved to be the most effective 

dimension for the purposes of cuing; intensity was the least effective. 

Roffler and Butler (1968a) found that listeners could locate 

auditory stimuli accurately in the vertical plane when the stimulus 

was complex and included frequencies above 7 kHz. Roffler and Butler 

(1968b) then found that subjects tended to place the audio stimuli 

on a vertical scale in accordance with their respective pitch. Higher- 

pitched sound were perceived as originating above lower-pitched sounds. 

Vinie and Pitkin (1971) studied human operator dynamics for 

aural compensatory tracking using pitch of the tone to represent the 

magnitude of the tracking error. Error polarity was indicatedg in. the 

two-ear display, by switching the tone between ears as a function 

of error sign. For the one-ear display, error polarity was indicated 

by using modulated and unmodulated tones. The describing function 

and remnant data indicated that humans can control as well with 

aural cues as with visual cues for input signals with cut-off frequen- 

cies of 0.27 to 0.56 Hz. 

A variety of two-dimensional auditory displays have been built; 

for instance, Black (1968) developed a display where the horizontal 

coordinate was represented by time delay and amplitude of the signal 
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and the vertical coordinate by frequency (100-400 Hz). Fish and 

Beschle (1973) also used frequency (200-7000 Hz) for representing 

the vertical position of the scan but interaural intensity differences 

(up to 40 dB) for the horizontal. 

Phillips and Seligman (1974) developed a multi-dimensional 

auditory display in which frequency, amplitude and timbre are all 

utilized. Robinson (Gill, 1974) also developed a two-dimensional 

display, as a non-visual equivalent to the cathode ray oscilloscope, 

where the frequency of the signal depends on the vertical coordinate 

and time delay for the horizontal. However, there has been little 

systematic comparison of the various types of auditory displays even 

though Kramer (1962) mentioned the need for this over a decade ago. 

This paper describes a method for comparing various displays 

and applies the technique to one visual and four auditory one- 

dimensional displays. The technique can be extended to multi- 

dimensional displays. 

2) EXPERIMENTAL METHOD AND ANALYSIS 

The human operator was presented with an error signal, e(t), 

which was the difference between the input, x(t), and the outputg 

y(t) (Figure 1). The output was measured from two strain gauges 

(making two arms of a bridge section) strapped across a stiff joystick. 

The choice of a force, as opposed to a positioný joystick consider- 

ably reduces the response time delay introduced by the muscle motor 

action of the arm. The inputg x(t), was band-limited Gaussian white 

noise. Five bandwidths of 0.3,0.59 0.79 1.0 and 1.5 Hz were used 

for each form of error signal presentation. The operator's task was 
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Figure I: Shows closed loop configuration for human operator tracking tests. 
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to minimise the error. 

2.1) ERROR SIGNAL PRESENTATION 

Visual feedback 

A horizontal line on a cathode ray tube display moved vertically 

about a centre zero, the deflection being a function of the error 

signal. By pushing on the joystick the line was moved up the screen 

while pulling brings the line down. Full scale deflection was ±10 cm. 

in response to an error signal of ±10 volts (0.5 kg per volt). 

( ii) Mark-space audio feedback 

The error signal was presented as short bursts of a single tone. 

Pulling the joystick reduced the duration of the pulses and increased 

the silent periods, while pushing reversed the effect. The fundamental 

clocking period for repeating the pulses was 0.15 seconds (Figure 2). 

The zero error state was defined as unity mark-space ratio between 

noise and silence. 

(iii) Matchinq frequency feedback 

A1 kHz square-wave was fed to the left ear as a reference tone 

while a variable frequency square-wave of equal amplitude was fed to 

the right ear. The frequency of the variable signal was controlled 

by the joystick and could vary from zeroto 3 kHz for full scale error 

deflection of -10 volts to +10 volts. Zero error was recorded when 

the two inputs were of matching frequency. 

Beat frequency feedback 

The signal inputs were the same as those described in (iii), 

except that both inputs were presented to both ears simultaneously. 

The effect is different from (iii) in that signals of three frequencies 
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can be heard. As well as the two fundamental frequencies, a beat 

frequency is present. This beat frequency decreases as the two 

fundamentals come closer together. The advantage of this form of 

frequency matching is that it does not require the operator to be 

tone sensitive. 

Amplitude matching f edback 

A1 kHz square-wave was presented to both ears. The amplitude 

presented to each ear, as a function of the error signal, is shown 

in Figure 3. The loudness of the tone presented in each ear was 

approximately a linear function of the error (the ear being a log- 

arithmic device to a first approximation). Zero error was recorded 

when the amplitudes were matched. 

2.2) ANALYSIS 

X(t) signal input 

Y(t) : system output 

e(t) error signal, x(t) - y(t) 

ith xi short-term Fourier estimator of X(jw) at frequency w 

ý(jw) frequency response estimate relating X(jw) to Y(jw) 

at frequency w 

G(jw) open-loop frequency response estimate relating E(jw) 

to Y(jw) at frequency w 

ýxx(w) estimate of the auto-spectrum of x(t) at frequency w 

ýxy(jw) estimate of the cross-spectrum between x and y at 

frequency w 

C2 xy(w) squared coherency estimate between X and Y at frequency w 



- 250 - 

The signals x(t), y(t) and e(t) were sampled five times per second. 

Approximately ten-minute records were taken for each type of input 

signal (0.39 0.59 0.71 1.0 and 1.5.11z cut-off frequencies). 

The sample records were divided into blocks of N (128 in this case) 

points for Fourier analysis using a radix 121 fast Fourier algoritNn 

(Blackman and Tukey (1953); Wellstead (1971) ) producing N/2 spectral 

coefficients over the frequency range 0---w-2.5 Hz. Approximately 25 

short-term estimates of E(jw), X(jw) and Y(jw) were obtained for each 

input cut-off frequency. 

N-1 
xi OW) 

K=O 
x1 (k). exp (-jwk) 2.1 

t 

where k denotes the k th time sample in the i th block and for 

{2.7f. 0.039. L} 20 <L-. <. N/2 where 0.039 is the frequency resolution 

in Hz. Similar expressions are used to calculate Yi(jw) and Ei(jw). 

The overall closed-loop frequency response as estimated 

4 

between x(t) and y(t) was calculated as follows: 

H(jw) #y(jw) / Txx(jw) 
................ 2.2 

and the human operator frequency response (open-loop) relating e(t) 

and y(t) is given by: 

G(jw) ýxy(jw) / #e(jw) o9oo* 4o *o 4) *o9992.3 

where: 25 

ýxx(jw) 
i=1 

Xi(jw) Xi (j W) 2.4 

25 

ýxy(jw) Xi(jw) * yi(jw) ........... 2.5 

25 
ýxe(jw) Xi(jw) * Ei(jw) .00o9e9o2.6 

where * denotes the complex conjugate 
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MODELLING THE HUMAN OPERATOR RESPONSE 

For each test mean estimates of H(jw) and G(jw) were obtained. 

These represented the average performance over each ten minute test. 

A linear model of the human operator, similar to the more complex 

cross-over models (Young (1969); Krendel, McRuer & Graham (1966) ) 

was used: 

H(jw) 

where: 

K 

K. exp (-jwr) 
. 

(1 + JwTD) 2.7 
(c + jw). (l + jwTS). (1 + jwTD 

an arbitrary gain factor which can be varied over a large 

range by the operator 

T human operator's response time delay 

:a velocity lead response reacting to the rate of change 

in the error signal. The degree of velocity control 

exhibited is found to be dependent on the frequency 

content of the input 

C :a measure of the integral action of the operator. 

c is small when the operator is able to track slowly- 

varying trends in the mean level of the error signal. 

:a low-pass element modelling the operator's ability 

to disregard high frequency content in the error 

signal which may be due to his own reaction time delay 

acting in a closed-loop mode. 

TL :a fixed low-pass element measuring the inability of the 

muscles to respond to frequency changes (T 
L=0.04, 

cut-off about 4 Hz) 
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The parameters of interest are T, (the reaction time delay), 

TD (the operator's ability to react not only to the magnitude of the 

error but also to the manner in which It is changing) and c (a measure 

of the operator's ability to follow the mean level of the signal 

accurately). A Powell hill-climb routine (Fletcher and Powell, 1963) 

was implemented to model the responses obtained for d(jw) and q(jw) 

in each test in terms of the model described in equation 2.7. The fixed 

low-pass element TL was chosen to achieve a cut-off at about 4 Hz 

while TS9 the stability factor, was only allowed to operate on high 

frequency cut-off tests. This is consistent with experience in that 

no stability problems were encountered in low frequency tests. Thus 

the Powell hill-climb routine was used to optimise the parameters 

K9 T, TD and c. The gain factor K acts in choosing the magnitude of 

the human operator's open-loop characteristic response. The limits 

imposed on K are physical limitations and not of direct interest to 

his mode of response. The restrictions on the values assumed by 

Tj TD and c were taken from previous results, and from trial and error. 

The following limits were chosen: 

1 <, K <, 20 

0.1 <, -u < 0.6 

0.0 <cK, 1.0 

0.0 <, TD, < 4.0 

and where applicable: 

0.0 < TS < 0.3 

RESPONSE EVALUATION 

The concept of a measure of 'goodness' for a particular form of 

error signal presentation is subjective to a degree. Howeverg for 
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specific tasks, such as continuous tracking and control tasks as presented 

here, two parameters may be considered to give a measure of the perform- 

ance of one form of display against another. 

The ideal operator response is achieved when y(t) follows x(t) 

exactly. Under these conditions the magnitude of the closed-loop 

frequency response is unity over all frequencies of interest. 

Deviations from this unity gain represent a loss. Thus a factor 

given by: 

GFACT 1 
Fma x 

q(jw) 
- 1.0 dw 2.8 

Fmax 

f0 

gives a number by shich the gain response is characterised. Fmax is 

chosen as some maximum frequency of interest for which the display is 

to be used. Each operator's response can thus be characterised by a 

factor GFACTO The greater GFACP - the greater the overall deviation 

from the ideal response. 

The amplitude of the overall response does not completely 

characterise the response. Phase shifts in the response can also be 

detrimental to the performance of a particular form of error signal 

presentation. The ideal phase characteristics are again zero phase 

shift over all frequencies of interest. Thus a phase 'goodness' 

parameter is proposed: 

Fm x 
PFACT II 

Fma xf0 

Ie 
, 
(jw) I. 

dw *9eeo*&*2.9 

where E)H(jw) is the phase shift, in radians, of the closed-loop 

response H(jw). Fmax is chosen as before. 

Thus each operator's response to a particular form of error 

signal presentation is characterised by two 'goodness' parameters. 
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The display which minimises these two parameters can be judged to give 

the best response. 
. 
However, for 'individual applications the weight 

placed on the amplitude factor as opposed to the phase factor is a 

matter of choice.. 

3 )RESULTS AND DISCUSSION 

In assessing the operator's performance, the coherency between 

the input and the operator's output presents a measure of the extent 

to which his output (at a given frequency) resulted as a direct 

response (albeit perhaps a wrong one) to the input. It is defined by: 

22 
C 

XY 
Ow) Iýxy(jw)l 

Ox(w) .ý 

at frequency w where 04C24 
XY 

99*9*eoo9*eo9**3.1 

When the coherency equals onet the output can be defined exactly 

as a linear function of the input. When the coherency is zero, the 

output is uncorrelated with the input (indicating a lack of response 

or possible nonlinearities). 

Figures 4 and 5 show the mean coherency squared results measured 

for two operators. The mean coherency was taken overthe frequency 

range zero to cut-off for each test, and the results for each type of 

error signal presentation and for each input cut-off frequency are 

displayed. Figure 4 was typical of results obtained for four of the 

five operators tested. The visual test showed a high level of 

coherency over the complete range of inputs used. The spread being 

2 typically 0.6 <, Cxy 4 0.954P 

The results for the mark-space test (Al) show a low level of 

coherency on all tests. As the input cut-off frequency increases, the 
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operator is less able to track correctly and the coherency falls. 

Indeed, it is doubtful whether the very high frequency tests (1.0 

and 1.5 Hz cut-off) can be tracked at all using the mark-space ratio 

feedback. 

The matching frequency test (A2) shows an all-round improvement 

on the mark-space test, while beat frequency feedback (A3) is probably 

the best display used over the frequency ranges of interest. It must 

be noted that although amplitude matching (A4) performed well for low 

frequency inputs (slightly better even than A3), the operators found 

greater difficulty in matching amplitudes quickly than in matching 

frequencies. 

Figure 5 'Shows the exception to the rule. For this operator 

the amplitude matching tests results were consistently better than 

either frequency test. This is possibly explained by the hearing 

defect shown in the operator's audiogram (Figure 6). However, the case 

is made that an audio display must be tailored to suit the individual. 

CLOSED-LOCP FREQUENCY RESPONSE 

Figure 7 shows the closed-loop frequency response results as 

measured at each input cut-off frequency for each type of error signal 

presentation. The results are shown for a single operator. 

At low input cut-off frequencies the closed-loop gain response 

is approximately flat and approaching unityq while the phase response 

shows the phase shift slowly increasing with frequency. The ideal 

response is defined as unity gain over all frequencies with zero 

phase shift. As the input cut-off frequency increases, the gain response 

decreases sharply with unity gain only occurring at very low frequencies. 
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The rate of increase in phase shift is greater than expected by extra- 

polation of the low frequency results. Thus, in general, the operator 

changes his mode of operation as the input cut-off frequency increases. 

In some cases the inherent time delay in the operator's response leads 

to a resonant peak in the closed-loop response, 

In measuring the operator's response, it must be recognised that 

his response will change as his concentration and skill vary. For 

this reason untrained operators were used to try to nullify any skill 

discrepancies in the results. Possibly a fairer test on which to 

base conclusions on the acceptability of any particular form of 

auditory display would b. e conducted with trained operators. However, 

the authors believe that initial reactions are as true a guide as any. 

There is no quantative way to allow for concentration lapses. 

Figure 8 shows the range of results obtained for one particular 

test (beat audio error signal presentation with 0.7 Hz input cut-off 

frequency) for all f ive operators. The result for operator number 2 

shows a resonant peak in the gain response at about 0.8 Hz while the 

phase shift at low frequencies tends to -iT/2 (unlike the other 

operators). This type of response occurs when the operator is over- 

reacting to changes in the input signal and subsequently over- 

correcting. Again the variations in the responses measured would tend 

to advocate the case for tailoring the audio display to the in iv- 

idua 1. 

HUMAN OPERATOR MODELLING 

The model used (equation 2.7) has the advantage that the 

parameters can be given a physical interpretation. The Powell hill- 

climbing techrilque used to minimise a cost function between measured 
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and modelled response values found the global minimum in the cost function 

over the parameter N- vector space and within the boundary values 

chosen. The choice of boundary values for the parameters was based on 

previous values used and on experienceg taking into account the 

physical limitations imposed by the human operator. The error function 

minimised was of the integral error squared form given by: 

Fma x 
(HMEAS(jw) - HMOD(jw) )2 dw 

CO ST =f0 
f Fmax 

(HMEAS(jw) 2 dw 
0 

Fmax 
(G 

MEAS 
(jw) GMOD(j w) )2 dw 

+ 

fo 

3.2 
f Fmax 

(GMEAS(jw) )2 dw 
0 

where HMEAS, (Jw) measured closed-loop response 

HMOD(jw) model closed-loop response 

GMEAS(jw) measured open-loop response 

GMOD(jw) model open-loop response 

and HMOD(jw) G MOD 
OW) 

1+G 

This cost function and hill-climb process thus optimises-the 

model parameters in terms of both open-loop and closed-loop measure- 

ments simultaneously. Figures 9 and 10 show typical results obtained 

from this modelling process for a visual test. 

Table I lists the parameter values obtained from modelling the 

tests conducted on a single operator. A complete table for all five 

operators is not included for reasons of space. However, several 

points can be inferred from the result presented which are borne 
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out in the results obtained for the other operators. 

The human operator gain (K) Is a function of the sensitivity 

of the joystick and of the particular test environment chosen. However, 

as the input cut-off frequency increasest the gain decreases. This 

is borne out by Table 1 for all the various forms of error signal 

presentation. It is also noticeable that the mark-space presentation 

(Al) displays the lowest overall gain figures, which is compatable- 

with predictions made from the coherency results. The beat frequency 

presentation (A4) comes closest to the figures presented for the 

visual presentation; - 
this again might be expected from the coherency 

results. 

The lead factor (TD) is a measure of the velocity control 

exerted by the operator; the larger the value of TDý the greater 

the velocity control exerted (i. e. the 'more sensitive the response to 

rate of change in the error function). 

The operator appears to maintain an approximately constant level 

of velocity control untilt at high frequencies, he no longer responds 

to velocity but degenerates into a form of 'bang-bang' control. 

Under this last mode of operation it is purely the sign of the error 

that decides the controlling action. For some audio tests, notably 

the mark-space test, this degeneration into a form of 'bang-bang' 

control occurs at input cut-off frequencies as low as 1 Hz and 

possibly even lower. 

The operator's time delay (T) decreases as. the input cut-off 

frequency increases (Figure 11); this result is well known. However, 

a slight increase in time delay was found at the high frequencies for 

the audio tests. This might be explained by the fact that, at high 
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frequencies, signal interpretation becomes more complicated for the audio 

tests. This suggestion is only tentative, and further tests are 

required. 

The lag constant (T 
S) 

is perhaps the most difficult to explain in 

physical terms. Due to the operator's time delay response, the closed- 

loop response has a tendency to exhibit resonances at frequencies 

where the phase shift in the output leads to positive feedback. Thus 

the operator can find himself correcting high frequency components 

in the error signal which are not in fact present in the original 

input. All the operators tended to counteract this by ignoring, to 

a greater or lesser extent, high frequency changes in the error signal. 

The model, as given by equation 2.7, allows for this in the form of 

a low-pass element with a time constant TS. The greater T. 1 the lower 

the break frequency for the low-pass element. All the tests display 

low values of TS for the 0.3 Hz cut-off with TS increasing for the 

0.5 and 0.7 Hz cut-off frequencies. Beyond 0.7 Hz it depends on the 

test as to the degree of damping used. There appears to be a mode 

of operation for some of the audio tests in which the closed-loop 

resonance effect goes unnoticed and hence uncontrolled. This may be 

a function of the information being lost in the audio feedback at 

high frequencies. This is certainly true of the amplitude matching 

and beat frequency presentations. 

Lattly, the integrator factor (c) attempts to measure the ability 

of the operator to track low frequency trends in the mean level of 

the signal. Surprisingly, the mark-space tests show up quite well 

in this respectý at low frequencies being similar to the visual response. 

lJowever, the variations in this constant are more a function of the 
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operator's long-term concentration and hence little can be said. 

It must be emphasised that the discussion of changes in the model 

parameters is only applicable to these particular tests. Any firmer 

conclusions require a large number of subjects tested many times. 

However, the trends listed were consistently reproduced in tests 

conducted for a second time on a single operator and lend weight to 

the applicability of the model. The model cost function values listed 

in Table 1 give further reason for believing the model to be creditable. 

DISPLAY PERFORMANCE ESTIMATES 

Although a detailed study of the measured operator responses for 

various types of error presentation is instructive, it is too 

cumbersome a method for classifying particular forms of display. 

There are two ways of classifying an operator's response for a given 

input in terms of modulus gain response and phase response. Equation 2.8 

defines a factor GFACT which gives a measure of the mean square 

deviation from unity gain over the frequency range of interest, while 

equation 2.9 describes a similar factor PFACT assessing the deviation 

of the phase response from a desired zero phase shift. These factors 

are listed in Table I for each test. The weight placed on GFACT 

as opposed to P FACT depends on the type of task to be performed. 

The5deal values ares 

G FACT 0.0 

PFACT 0.0 

It can be seen that the visual display comes top on both counts 

(see Table 1). The beat frequency test just has the edge on the 

amplitude matching testg followed by the frequency matching test. 
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The mark-space test comes out bottom. This ordering agrees sub- 

stantially with the other results presented, and confirms that 

G FACT and PFAýT would appear to give a reliable performance index. 

CONCLUSIONS 

The experiments show that the human operator's performance 

depends on the frequency content of the input. It would appear that 

for visual tracking tasks the operator can adapt his response to suit 

the input. However, it was found that his adaptability and hence his 

performance was impaired by audio presentation of the signal. Contrary 

to comments made by Vinje and Pitkin (1971), the human operator's 

response to the audio cues presented in these experiments was con- 

sistently inferior to visual. However, the audio presentations used 

here are different from those used by the above authors. 

The linear model used to describe the operator's response fitted 

the measured response well for low frequency input tests. Howeverg 

when the input signal contained high frequency components, the 

operator's response might be better described by the incorporation 

of a non-linear 'bang-bang' element in the model. For this reason 

the physical interpretation of the model parameters is still open to 

argument. The description presented here is, however, subjectively, 

consistent with the experience of the subjects tested. 

The presentation of a gain and phase cost function to measure 

the 'goodness' of the operator's response has the advantage of 

retaining information about phase response in its crudest form while 

retaining overall information on the modulus of the response, 

simple presentation of error variance to input, variance gives no 
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useful information about the nature of the response. 

Finally, this paper serves as an introduction to a more thorough 

analysis of two- and three-dimensional audio displays as an alternative 

or in conjunction with visual displays. Extension to two-dimensional 

displays introduces cross-coupling effects, which, although not too 

serious for visual tracking tasks, could prove detrimental to 

performance for certain combinations of audio displays. 

F 
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CHAPTER 7 

CCNCLUSIONS AND SOME SUGGESTIONS FOR FUTURE RESEARCH 

The statistical aspects of short-term spectral estimation as 

developed in Chapters 2 and 3 are shown to have wide application in the 

analysis of open-loop and closed-loop time-varying systems. 

The use of confidence interval and stationarity tests in determining 

the accuracy of projected mathematical models, and in monitoring the time- 

varying aspects of the system responseq has led to some new developments 

in the fields of speech analysis, fatigue testing and display comparison 

in human operator tracking tasks. 

In Chapter 2 the effect of noise in open-loop spectral estimation 

is examined in detail. The distribution of cross-spectral estimates is 

shown to differ markedly from the classical Chi-square approximation 

under noisy conditions. In particular, the finite probability Of 

obtaining negative estimates is clearly demonstrated using the derived 

distribution. 

From the distribution of frequency response estimatesq a station- 

arity test which is essentially sensitive to variations in the system 

and not to variations in the input is suggested. This test is widely 

used in Chapters 4 and 5. 

By considering the open-loop frequency response distributiong it 

is shown that the variance is a function of the signal-to-noise ratio 

of the system and not the system response. On this basis, the statistics 

of an estimate of the signal-to-noise ratio are derived. It is shown that 

the traditional coherency estimate does not give direct information on 
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the likely variance in the frequency response estimate. 

A heuristic extension of stationary spectral analysis to include 

slowly-varying linear systems indicates that the statistical distributions 

derived for stationary systems can be modified to include slowly-varying 

oscillatory processesq if the bandwidth of oscillation is considerably 

less than the fundamental frequency resolution 2w/T (where T= block 

estimation period). Under these conditions, the variance terms for the 

distributions may be approximately replaced by their time-varying 

equivalents. 

Lastly, a preliminary investigation of the joint distributions of 

overlapped estimates is undertaken. The distribution associated with 

auto-spectral estimates is derived. Future work should extend this to 

a complete investigation of overlapped cross-spectrum and frequency 

response estimates. 

The analysis of speech (Chapter 4) and fatigue (Chapter 5) are 

chosen as two examples of time-varying situations where the nature of the 

time variation is markedly different. 

In Chapter 3 the statistics of closed-loop spectral estimates are 

examined. Of major importance is the extension to tri-vari. ate Gaussian 

systems. Little research has previously been conducted on the dis- 

tributions associated with tri-variate complex systems. 

The distribution of closed-loop cross-spectral estimates and 

estimates of the overall closed-loop frequency response are derived 

from complex transformations of the open-loop case. The derivation 

of the closed-loop overall frequency response distribution leads to a 

two-part stationarity test for closed-loop systems. This test can only 
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determine the joint stationarity of the forward and feedback path 

responses. In many cases this may be sufficient, but the develop- 

ment of stationarity tests which are sensitive to variations in indiv- 

idual closed-loop parameters would be preferable. A fundamental limit- 

ation to the development of such a series of stationarity tests is that 

the variance of estimates of the forward- and feedback-loop response 

is a function of the system being measured. This was not the case in 

the open-loop system. 

In the open-loop case it is possible to use signal-to-noise ratio 

estimates to calculate the variance of frequency response estimates. 

In the closed-loop situation it is useful to estimate the forward 

and feedback path noise spectra. It is shown that the distributions 

associated with such estimates are approximately Chi-square with 2L -2 

degrees of freedom when the signal-to-noise ratios are l'arge, but that 

this approximation is seriously misleading under noisy conditions. A 

preliminary investigation suggests that as the signal-to-noise ratio 

decreases, the number of degrees of freedom associated with the dis- 

tribution also decreases. This conclusion is based on simulation results 

and needs theoretical confirmation. 

The distributions are applicable to stationary systems : to fully 

justify their use in time-varying situations it must be shown that the 

relationships between input/output and feedback short-term Fourier 

estimates are similar to those encountered in stationary systemst with 

added bias and variance terms that may be effectively suppressed by a 

suitable choice of the estimation period T. Tong (1972) provided some 

plausible arguments justifying this assumption for the case of slowly- 

varying oscillatory systems. However, an extension of the arguments 
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used in Chapter 2 is required. 

Chapter 6 makes use of the results of Chapter 3 both to validate 

the proposed linear model of the operator's response and to test for 

response stationarity. 

In Chapter 4 the use of a throat microphone to define a system 

input enables a reasonably simple phonemic recognition system to be 

implemented. The vowel phonemes can be consistently identified and 

preliminary results for some consonants indicate that the system can be 

extended. Improvements in compressed speech intelligibility using 

so-called 'phonemic compression, (essentially just compressing the 

stationary speech segments and deleting the non-stationary sections) 

would indicate that not only vowels but also consonant phonemics are 

retained. 

It is to be noted that random errors due to short-term estimation 

make the reading of a speech spectragraph extremely difficult and in 

many cases impossibleg even when the information is in fact present. 

Thus interpretation using statistical methods is essential. The 

stationarity test developed in Chapter 2 is shown to be sufficiently 

robust to detect changes in the vocal tract frequency response even in 

a very noisy environment. 

In the long-term development of a connected speech recoqnition 

system, a more serious problem is the absence of complete phonemic 

information in the speech wave. On first listening to the compressed 

speech tape, the listener has great difficulty in picking out more than 

three or four words at 400 w. p. m. If the listener is familiar with the 

sentence before listening to the tape, he experiences little or no 

trouble in understanding it. This indicates the strong influence of 
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predictor-corrector methods used by the brain in deciphering spoken 

speech. If one is pre-conditioned to expect a limited range of utter- 

ances, then the brain reacts to cues rather than rely on exact inter- 

pretation. The requirement of intelligent interpretation is almost 

impossible for a computer. Thus, in the view of the authorg for the 

purposes of man-machine communication, it is more pI rofitable to rely 

on a restricted set of code instructions. 

Alternative applications of stationarity testing to transmission 

bit rate reductions in comunications are more promising. 

A contrasting time-varying situation is presented in the 

identification of fatigue cracking in aluminium and steel rods (Chapter 5). 

Here we are looking for slow trends in the response. If the input driver 

signal is sinousoidalq it is well known that. there are small changes 

in the amplitude and phase of the response as cracking sets in. This 

effect cannot be detected visually under random load conditions. In 

Chapter 5 it is shown that changes do occur and can be detected using 

statistical testing techniques on the measured frequency response. These 

changes may be due to: 

a) Deforming the specimen beyond the plastic limit 

b) Fatigue cracking 

c) Drift in the testing equipment 

d) A slow change in the input load spectrum. 

By designing an input load compensation system to ensure the achieved 

load matches the original desired load both in terms of spectral and 

amplitude distribution characteristics 9 the effects of (a) and (d) 

above can be practically eliminated. Possible load saturation of the 
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fatigue rig driver due to changes in the specimen's response as cracking 

occurs can also be avoided. By monitoring the response of amplifiers and 

transducers in the circuitg errors due to drift can be allowed for. 

In many cases drift occurs in the D. C. and very low frequency range, and 

ignoring changes in these frequency components eliminates this as a major 

source of error . That the changes detected are not a function of the 

load signal characteristics is indicated by the consistent changes 

monitored under varied load conditions. In designing a load compensation 

system, the choice of analysis parameters to guarantee consistent results 

is based on the Statistical considerations of Chapter 2. 

Although much research on the dynamics of the human operator 

response in tracking task situations has been carried out , 

there has been little or no serious attempt to utilise the 

results in fields other than the aerospace industry. A major field 

of application is in the design of audiog tactile and visual aids for 

the handicapped. Currently such aids as sonic torches for the visually 

handicappedg audio C. R. T. displays, and many household gadgets have 

been manufactured without serious regard to the maximum effectiveness 

of these aids. 

In Chapter 6 an attempt is made to outline a method of displa',; 

comparison, both in terms of overall response characteristics and in terms 

of variations in the model parameters. A major facet of any display 

is the ability of the operator to respond to changes in the dynamics 

of the input signal to be'tracked. In tracking transients in the model 

paramOters for step changes in the input dynamics, care must be taken to 

ensure that the model is representative of the measured responseq and that 

the transients are a function of the changes in the response mode of the 
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operator and not due to short-term sampling errors. The sampling dis- 

tributions for closed-loop systems as developed in Chapter 3 provide 

confidence intervals for the model and enable the response stationarity 

to be monitored. 

The physical justification of the linear model chosen is based on 

a combination of. physical restrictions and the subjective appraisal of 

the operators used. From the model the phenomenon of increased phase lag 

at very low frequencies can be explained. 

Contrary to previous results it is shown that audio displays are 

inferior to visual displays both in terms of overall response character- 

istics, and in the ability of the operator to adapt his response to 

changes in the input dynamics). Non-linearities in the operator's response 

when tracking signals with high frequenc/ components make it unreasonable 

to qualify his response in terms of the linear model parameters under 

these conditions. In the mid-frequency ranges his response is known to 

be approximately linear. 

The experiments involved one-dimensional displays. Extension to 

two- and three-dimensional displays requires careful consideration of 

the statistics of multi-input, multi-output closed-loop systems. In its 

full complexity, this problem involves finding the distribution of 

frequency response estimates when the inputs are correlated and for multi- 

path feedback. For the purposes of display analysis it is sufficient 

to consider the case where the inputs are uncorrela. ted and the feedback 

is single path. This is a major topic for future research. 
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LISTING OF MAJOR COMPUTER PROGRAMS 

1) 

2) 

3) 

4) 

SPECTRA 2 

This program is written to be compatible with an integrated data 

analysis system implemented on a Rank Xerox Sigma 5 computer. Time 

data is taken from files held on magnetic tape. The program can 

calculate input/output and cross-spectra together with frequency 

response estimates for up to 2 input/output closed-loop systems 

(i. e. 8 time variables). Auto-spectralq cross-spectral and open- 

loop frequency response estimates can be tested for stationarity 

using tests described in Chapter 2. 

FATIGUE RIG CONTROL 

Implementation of real time control of fatigue loading rig by 

input compensation. 

HUMAN OPERATOR TRACKING TASK 

This program samples the output from the force generator and generateý 

the appropriate error signal for display on a C. R. T. scope or using 

audio display. The program is written for two-dimensional displaysq 

but may be used for one-dimensional tests. 

MODELLING OF HUMAN OPERATOR RESoPCNSE 

This program uses a Powell hill-climb routine to minimise the cost 

function between measured and modelled response. The measured 

response is read from paper tape. The model and the cost function 

are described in Chapter 6. 
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5) FAST FOURIER ALGORITHM 

Performs discrete Fourier transform on an N-comple x array 

(N = 2M9 M 9). The transform can perform either way. The out- 

put is ordered. Recorded transform times using Rank Xerox Sigma 5 

computer are as followst 

i) 512 point transform 0.3 secs 

ii) 256 point transform 0.12 secs 

iii) 128 point transform 0.05 secs. 

The program is written to be Fortran IV, M,,; cro-Symbol compatible. 

All programs are written in Extended Fortran IV where possible. Where 

speed of execution is essentialg a Macro-Symbol code is used. Standard 

system sub-routines referenced in the program listings are given below. 

1) BUFFERIN : inputs record from magnetic tape, disc or paper tape as 

specif ied 

2) 

3) 

BUFFEROUT : outputs record of data to specified device 

CHECK : checks for completion of data output to V. D. U. storage 

scope 

CHOOSE 

5) 

6) 

7) 

8) 

: input routine from V. D. U. terminal : specifies jump 

action to be taken within program 

CLOSEFIL : closes data file on magnetic tape 

COCINIT 

CWRITE 

DISAB 

ENAB 

10) ENDFILE 

: initialises V. D. U. terminal for data transfer 

0 . program for writing TEXT to V. D. U. 

: disables real time interrupt. Interrupt level is specified 

by user. 

enables real time interrupt 

puts end-of-file marker on specified device 
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11) ERASE : erases V. D. U. screen 

12) FETCH : fetch required file (specified by name) from designated 

source (e. g. magnetic tape, disc) 

13) HOME : homes cursor on V. D. U. to top of page 

14) LABEL1 : enables user to input text to label graphs on V. D. U. 

screen. Position specified by displayed cross-wires 

on screen. 

15) MINPUT : inputs filed time sample data from magnetic tape 

16) MOUTPUT : outputs data sample point to magnetic tape 

17) OPENFIL : open data file on magnetic tape 

19) RADCS : analogue to digital sampling routine 

19) RDAC : digital to analogue sampling routine 

20) RD, RDNC : reads character input from V. D. U. terminal. New-line 

command can be suppressed. 

21) RELEASE releases OV file to restart program or continue on 

subsequent jobs 

22) REWIND : rewinds specified I/C device 

23) SKIPFILE : skips specified number of files on 1/0 device 

24) TIMER : triggers specified real time interrupt at pre-determined 

rate 

25) TPLOT plots line on V. D. U. storage scope from current position 

to specified coordinates 

26) TRIGR : triggers specified real time interrupt 

27) WA IT drops out of interrupt level. On next trigger to that 

level control is returned to the next statement after 

the WAIT call. 
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29) 'vVT 'dTN L: writes character string to V. D. U. terminal. New- 

line command may be suppressed. 



- 289 - 

> 

cr- 0 Z 

LLJ 

f- 00 
LLJ 



- -ý90 - 

a- 

z �-4 

H-' 

C') 

X 
w 
Q 
Ex 
ID 

cx w 
.4 -. j F- 
u co 

(x 0-4 0- 
w cr 

w 0 -j < z 
cr < > 
aD w 
LL 00 z cr 
uj w LLJ (1) .4 F-- 

& co w 1ý- z ý- X: -i u 
V) a- < U) uj (n U. 
CL W 6- D- I- U') (A x 4E 

En U 0 >- w Ch cr 
cr- _-_: I LL -i U) LT V) U) I- U) cu CD 
Oc to 4 U) < 

-1 
(1) w IJL 

w w u w w w cr- U) 
z z (n (1) z 

.Z 
t- w Z ow I- Z w ID < 

6-4 (n < T -i < z Qý 0 u cr >- u I-- w JL 1-4 At Li LA- 
U m 

-j 
" U L) 

-J 
w M 4% 

Q -q 2L 
-r. 

z U) :D z z 

L. ) 0 6-4 < < _j 0- 0 CL (1) " 1: 0 ct 
"i u W t- w P- -M 

OD L 
-1 

JL 
I 
Cu X w 1: cn z 0 1-- X) w X 11- U LLI Z z CD 

-j P- EL 11-19 6-4 (x 

fn X t- " < N. z Ul) 0 IX 41k 0 

-L 
LLJ a >- 10 v E 0 LA. 

u U) w CD 
-i 

(F-7 0. x 

CL w U) Or, a: ) a_ X U) -j z w m 
1-4 (9 6-4 LL C%j Z ý- U af 0 < % 0 (D 

Ln Z < m cr LLI 
-1 

< LL) z z U. 

'D 0-4 y ý- < Lli z CIO u W Le) cr 8-4 (D 
Pýj 1-4 U 0 LIO w LLI LL; z CD Lli C\. " M 

Ld < LL, Ld z LLJ 
-i 

(P 6-4 -1 
6-4 CD C" t- V 

a- m a_ U) (5 o ul -i u a (r- z L) X) F- -7 QL :D Of U 

OL (1) a- Y 1A. 1 

-) 
" X U LA. cr 'Z LL 

:D Z < D 1-- 0-4 0 IL 0- 

a- < OL in < LL 6- N. 1ý- F- L. U 
LJ 0 

-j 
rx U) w < x CD cr, ý- Z) D m --t 

w < LAJ T- z 

q < ol cr w D C D I-- C\j < o 
-M 

CC *-4 

Z :r Z 1- P. - u cn a_ 0 p cn T cl, u W ýx >- Z Of LL- 

G- 0 W Z Lij a- W U P- :D D Li - Lai U) -J tr I 4q - CL Cf) t- Z CL 0- X- LIJ < < Uj " Z < 
LL i. - Ix LL. Z U) I U., LLI W Z z cr 0 z N ct .4 x 

U, Qý fc C: 0, 1 cr 0: -J *- 6- Ljý I-- - =) Or cr 
:D U U- T- V (1) < W (D Cr LA- 

-j (D U) U 0- ID 
u- z LLj Q. u t-- C Cr M Z CD C D v < < LL z 

:D X < 0 LLJ 1: 
< a- < U a- U (1) :D 7 a: -4 1: UN 0 
cr- 

.5 
u) - X U >- - - - - - - - LA- C) 0 z 

0 -?! w z 0 0 n ý- --4 N m 4 0 No r- Z 
-j 

CY) 0 m 

CA- Z Lai W (NJ CO D " I- 
x (11) < :: ) cn U) Cn LL CD CL) Ul z unu (n u 
(L :3 ý- M D-4 0 D ID LA- U X - ZZ LAý " LA. 

UL)UUUUUUUUUL. )UUUUUUUUUUUUUUýJUUUUUUUUU 



- 291 - 

x 
Li 

U) 
Ui 

>- 

(1) cr. 
w 4 

z 

tA- 

0- CD - 
w 4% 

2- Z- 0 0- 

(D w ID 

F- w CL 
< cr 

z 
(D LLJ >- 

M: 0 (n x 0-4 < 
w F- LLJ 

z z 

CD < < 

ww ir 
LLJ - w 

0 
0 x LL L. L (r - 
ON w D -3 

z - 0 cr x C a% 
ý4: 1 0 z LAJ LJ 

X -" 0-4 0-4 LL -% 
u LAI (r) ob EX x - IAJ -') 
0 Q q-4 0 z D :D 
u Z 4w, 0 (D ) I- aL D (n - P-4 CU LL LL Lo -, U') 
LLJ N., LO CL -% U) cu x u w En - % -* W W I- 
b. - I. - C < 1ý- En LLj LL -% (n -j ID -j 
-i LW ZZ U: W-4 < LL! cr M < 6- -j ID 
< Lo -4 6-- W M 0 LU Wu U w, W Lk- 0- 1-- 

U Z 4 W-d Cf) Xu C CU 
_j -CE 

D LLI 0 X CD U< 2: jJ LL w-4 LL. v-4 I- 
z u C) M W, 0 CD u Ir U- U. V) z 

z :D z M X) IV CD T) X 
u 1<1 cc _j _j _j I-- _j I. - _j ý- :3 

D -C: f < < < w < I- :: ) < 14 V < T) -4 V IAJ Z 
u uýý U u w U - ID U U O U C U O MW 

W-4 U) C%j (T) 

uuuu u uu uuuu 



w 
-1 0-4 
IA- 

U- 
LL, 

w 

z 

P-4 

D 

Ul 

W4 
w 
cl 

z 4 
ID w 

w 

LL 
LO 

cr 4% 
z 00 

m cr 

A 
(D *4 
LL Ix 

I-- 

u 
U- 

z Ch 
C%J 

C. 3 
w 

ux 
LL w 

zz 

0 

U) C%j 

w I- 

W 

X: in 
Z LL- 4% 0 

V 

w cu M 

-1 
0x u 

0-4 '1-4 W 

C) 

0 xz z 

0) " < 

Lli N. X 

u 
m 

D X N uj 

V u o in 
LL u 
w z w0 z 
t- CD a 0) w 
< 9-4 - 7- -1 LAJ cn zz - < 

z V< > 
L. Li 1: T 0--f r- X: L) .4 D 
0. - a: ) " LJ 0 
0 uN cr w 

ko 

- 292 - 

U) 
w 

CL 

0 

eD 
z 
tD d: ) 

z z 
(13 
w 

x Li 

z 
w 

w 

-j z 

U- U. 
x 0 
LA; x 

x _j LL.! 
U., 0 " cl 
0 r*- X LL z 

z Ckj LL 7- 10-4 -4 

- C at Ift - 
LAJ U) 

_j 
Z -4 oc 

-i 
r Z 

ID 
0-4 T w 

cr- w 0 + 

:r 
_j _j _j 

+ rq I 

1-4 _j ND _j 
ID 11 . 41 11 < 

u uu z cz u z u 

UULJ UUUU UL)UUU 

LL 

0 
LL) 
cy- 

C3 
LLI 
cr 

-r 
u 
P- 
ui 
LL 

0 
W-4 

uuu 

oly, 
0 
CA 

4% 
W4 
x 
LLI 
0 
z 

T- 
<0 

U) 
z 

z 

LL W 

W0 iA- 

_j 1-4 LA- 

"4 
0 CO 
z 

b--4 

4: 1 w 

u Ix u 

w 
-. i 

w 

CD 
LAL 

ct 
CD 
LL 

x: 
tr 

w 
X 
ct 
ei 
L) 

Z 

w 

U) 
0. -4 

9--0 
1- 

f-4 
Z 

Z 
CD 

w 

JE: 
u 

uuu 

CD 

La. 

X- 
u 

-j 1 

U 



z 

I- 
w 

q-4 

LL 

LL 

(X 

-i 
A% 

Zw 
Z: 

U) < 
"Z 

ww 

Z LL 

w 

Z 

cn 
LL 4-- 
y I. - 
L) b.. 4 
Ld 
X- LL. 
U 1-4 

UUU L) 

- 293 - 

ID 
b-- 

(D 
c2 

Z 

x 
w 
Z m 

w 

Z 

w 

cu 

Lid 

w ID 
Z LA. 

Z ct 
CD 

w 

w 

ED LL 1: 
x < 
w w Z 

,0 
-1 

Z ci 
ui CL < CD 

(f) 0 (r. Z Z :x A- 
- , u - 
W-4 w l% 
X w. -4 
LL, CIC M 

23 tn z m - - Z W -b Z cu 
-1 

1 

V-4 <X - Z Z w w 
m IN X >- k- iz 00 :D :D 

u) u- -4 * U -_r -1 Z Z 
LLJ Z b-4 " . 

(D 
r%. + 

ýo 
tiL Li- Z a Lä- M -« CD CD CL-) 

0 Z - r- u (-) -4 U (D U U 
ka 

00 

w 

LL 

z ID 
Lo- 

cr V L/L. 
w0 to 
1ý-4 Z 
cr (n 
= tr 

CD ui 
LAý < F- 

I-- LLJ 
cr < X: 

z AX 
LAJ CL 

U) Z 

u Uj CL 
0 

_j 
cc 1ý- cr; 

0. a- IL 
:3DD 

LLI LIJ LU 

(1) W (n 

N %0 
uuuuuu 

r 

a 

a 

x 

CL 
r X: 

Cf) 
cm Y- 
0 En 
z 
U) 

U- 
r . .4 

z w 

U. CL 
x 0 
w cu 

lu 

D I-- cr 
>- %) w 

.u 
LL C> 

z (9 w 
w 
D Z 

.0 LL C%j W 
w Ile 
x W 
LL N 

1-4 
_j 

C) 
z 
*_4 I u CL 
a- CD 0 X: 

+ Y- _j cr < 
Z - < Z - cc C (n 
< m (1) IW4 < - - 0- 
M - - - :x I,, 

U 
1-4 - U cn 0 

M X - " W4 4 m 

,, -. W 04 % - - 
0 0 N 41 Do -i -j 
e z - - - Z W Z OZ 

" 0 X T X X z cr ir X: cu 
a_ En N 
X: V z 
4 CL -i -j -i -j z -i -i cu I 
cn LA. < < < < p < < i (ii 

U- Z U U U U U U "U zz 

0 
cu 



- 294 - 

7c 

I- 

w 
I. -. 

U) 
z 

(1) z 
z 

W-4 
N., M 
-zr 04 < 

r It) 
oc -cir IP- 

9-4 -m z 
(Y) U) u ICX (n CL u x v Qý X 

10-6 T- -j 
c%j aý -% 

T- < 0: 1 

< - U) Z 

(n W. -O y 
-Y 

()') - - 
V) 0 CD 

Z J. - (f) u a. rjL- U. 1 -D w -j 
LA- Uý -J 

CD 
Cl. z 

-7t 
Cf) z 0- Ix 

a L& LL 

Z < Y o u H U a- LL. 
< (P CO U - - - It (n '. -I LA- z 

11 U) Y z -j r- 00 (n + It -V- 
Z) 

" Li- CO 11 fo - - - --t 0-4 M= 

z 9 
-, 
N(- z Z Z Z Z x 

0 cn L4 - -< < < UJ -J -J 

LU -1 
T- -T 

T X 11 M" CA 
-. 

1 
-. 

1 9 
-. 

1 

.L Lj- M Lk- L) U U L) 4- C) L) 7 << it < 

r-4 L. L b-4 Z, 0-4 0-4 a: 0-4 " Z C IA- I" UU 1-4 U 

4- 

z 
Ax 
JL 
11-4 

00 

0 

z 

C%j 
ch 

4P. 4 

LAJ (V) 

U- 

. -Q C-3 1 

0 Z: - 
10- 

w No 
IID cri cu 
0 cn 

LO 
I- C%j 1-4 

0 Z 

U) 0 111 

a a 

a 0 CV) 

0 u r I W. 
:t LL 'I, - z V - < 
00 0 z (n 
ul V 
N CO CU u a- cn 

Z 0 C) + z w 
0 00 < I-- 

0 - U (n 
Lai N -. 4 (T) 

-i 
Y 

z N -j 0 LLJ - - cc (n 10- 
C + z z Z) 
0 cr -4 -% CL 

z z o to o C%j i, - Lai 11 -4 Z U, 

< C2 a: ) C) :: ) I ,-U :D U It 11 d - :3 
0 :z= cr = 7:: E z LA- -- " "4 Z 

Z Z Z U WH 1-4 a 
x 

< z 

r- u LL. < LL LL LA- u T) u r) > ID D 0 
Z LA_ 1-4 U 0-4 C LJL. U Z 0 0 U 

cu V-4 

'r-4 14"4 
C%j 

1: 
X 
ID 
Uý 

At 
(x 
I. - 
m 
Ld 
1-4 
cl- 
D 
ILI 
Ll. 

(I 

cr. 
Cl 
Iq 

CL 

z 

UL 
CD 

(f) 
le 
u 

co 

z 

1: 

CL 
z 
0-4 

uuu 



- 295 

(1) m 

4' Y- 
W4 1 

z 

-4D 
IC-4 C%j 
I cm 

Y. Lc) 

No %-4 
cu 41, 

(V) 
I 

z 

U) :3 
ID CD 

0 U LA- 
m + 
1 0 

+ U) (A. 

0 a IL) CD 
0 

LLJ z 
a w V) 

z Ul z 

c im, UJ 

ND c cr 0 
w w Ch 

-1 En 4% 
11-4 

V-4 

LA- z x 

3 LLJ Uj 1ý- LLJ 

- cr Ir- 0 

Lki + o w z 

U) - - x 

qk LL! 

z LLJ + lot 
4 cr 0 %-4 U. Z Q-4 

JL CD 0 < - 0 
u x z T y T-4 
Qý w < U U 

Cc, I :r 0-4 
_j 

40 

z z 0 u H w LAI 

:3 < NC z - to - 4D :D cn 6-4 - zz 0 

* a,. > -4 T- c C) CLI x CL C ý V- V- 6 v- cn it 4, M 
1- 2 --7 -, ý 0, 0 Z 0 41 Z b., L. Ll L. L c c a - + c - -4 W W-9 

D -. -% - Lli - LLJ N. 0 0 0 % 0 LL. -4 4-4 Uý W CU a- C%j ý- 0 LA. 0 

(I 
_j 

0 %0 0 a If < v-4 - LL LJ LJ z 7 71 LA- U) V-4 LA- 

< 0 0 (%: - O - U- 11 C%J :D 7-) En w J1 * - - Z LLJ :3 

ýle n Ij I -le -Y L. L- ýjc Z -, " Z -i -j IN -4 q + 0 CO 0 
+ + + 0-4 

-j 
+ x X 0 x z 

4 q-, m ! I- - --- - -4 7: ýz Z 
_j 

10 

-I'le _j ý- Li LL LA- Jr) LAý LJ D LAI - " 
-J 

" 

- 11%, -; t - - - -j - -1 z c 0 " 0 0 0 0 :1 -j m 
W LJL. Z LL -4 Uj r r < 0 w < v z --- N z z N Z LL W 4 w 

L- Lý rx I-- cv, - 0 X - - L) 0 x u u L. A., Li Z I. - " Z -4 " or U CX 

UU U Liu U 

0 
Q- 
X: 

c 
61- 

z 
cr 
D 
0- z 
ww 
WD 

1ý- 0 
wz 
cr w 

uu 



LL 

LL: 
z 

Ix 
w 
b-4 
cr- 
D 

(D 
LL. 

CD 

(1) 
w 
1- 

LLI 

u 
w 
CL 
U) 

w 

w 

Cs) 

-j 

-0 z 

LJ 

u Lki 

u 

- 296 - 

w 
0 
.« 
w cu 
Z W. 4 - ir 

Lf) F- «t 

cu 

w4 #- m 

to LL )- 
% «A 

(V) 

(U 0 

e- 
LL 

w cr 

cu cu 

Irf 

kil e- w 

LL LL 

LL tä- 

CM (M 
1--4 W-4 w tf) 

6-4 a- M 1-4 9 
04 1: (n Im- qu4 

Z Z) LL tj6> cu 

Ci U) 

00 W Z 

- in CL w9 

(U LL > - < a- X 
0 -, - s-- Cm CL <U 

W-4 % U) CL 

r Z 
(N - 0 W -4 

cm N a- :r 
z ý,. 4 - <u cn 

b- ui 9f to u CL ir LL 
(U w 
0 (n 

ct (n il WW- 
> LL u ti 

ct al IID WW 
- X Z N 1. -4 _j _j Z w --4 (n ý-4 (n -: Z -4 - 
< -. i Z a3 Z > _-- 7- 
T- EL 

_j 
ß - W ý--4 -t 

Z L) Z < r- r- DZ 

r C W -4 b- CD c3 4> 

u aý 0 LL (Z LU Lii F- 
LZ kö 0 

CLI 

z U- 
0 (a 

I. - 
U) cn v 

LAJ Z 
04 X: -i M 1-4 

CD tA- 
U- 

cr- 

X w w 

w a- z 1-4 

ca < X (r- 
z 0 w 
6-4 to -j 

-% LA- " 

X U- 

0 LA- 

v-4 a .4 G 

z Or 
-j 

1-4 0 LL U) 

U 

Li -4 

Q- w x -cl 00 
cr- CD W 
W U, L6j Ic 

0 LA. -T z w (n 
Wq IA- u .4 0-4 :D 

u u -4 -j 
11 CL 

0 co Li i- Laý Cn T- LLJ Ir. - -M 
LAJ z 11 Lj :D 

LAý " _j 
Li 

_j _j _j 
(D A 

3: -1 -j _j _j 
Lij Al 4: c Li- U- 19: 1 .4 
m u u J. --l Z U U u 

ýW4 

UUU uuuu uuuu uuu uuu 



- 297 - 

S 

2 
V 
a: 

�-I 

z 

CV) > 
P-4 

6-4 

4k CL 

N - 44* - %C oc -- 
Cl- Cl- CV) 

6" - N-4 - - 0, W-4 Z 
4% at 44 4% -< 

cu cm X 

U 

cr x cr- (Y x (Y- :rm 

z 

-J -J -J -J 
31 

< <1 < <u 

U L) U U (-) U U UZ 

0: 

CC 
0 
LL 

z 
CD 

u 
7 

LL- 

u 
LIJ 
tr 
tr 
10 
Ll 

LL 

y 
u 

tu 
tu 

ý-4 W-4 
W + + cu 

F-- n r N% 

(D e- CL) 

" 6-4 1: 

6-4 a--4 Co 

_j 0-4 b-4 Z 

- la l> - 
> w Lii «4 

0-- Z Z IM-4 

- - &-t cn 
> > - - Z 0. --0 8--4 > + «4 

9[ " - (D 
:r 0 a 1: 0 
L) 0 0 

< 

c; a CL 
(Z 4 LLJ r_ Z 

0 (j 

ec 0 

W 

00 

ff 0 > 

x: Z: e--4 6-4 0--4 " 11 ZO 

C) 0 
>- Co in Li- LA- LL LL 0 > 
0-4 0--4 c3 »-. i b-4 9. -4 0-4 8--4 LL 

1W. 4 
cu 

U Uu U 
fn 

Cl) 
z 
w 

z 

cn 
w 
z 

tr 

CL 

M 
CD 
w 

I. - 
z 

CL 

2: 0 
(n 

z 

0 (n 
L) 

ly- 
(n w 
z cr 
" Z) 

to 
0 LL 

W LL 

a: I) 

uuuuu 

I. - 
W 

N 
ýr4 

V-4 C13 

_j 

0 

0 
N0 

0 

CU 

(x (5 
ID 
LL. 

u 

6-4 

CC) 

< 

(P C) 

(T) 0 

LLI 

Z W-4 

co x co (D 

U) C: r LL (1) 
"U "4 " 



- 298 - 

z 10 

(PI x x 
LLJ LAJ 

z z 

LA- 
z 

4k a. oc a. 
W-1 (1) - (n z 
0 cu i- 

0-4 * -r. T : 3: 3: 
0-4 

cu + 
-j -i -j 

-j 
< 

cl z u U u u 

�-I 

z 
CD 

w 

LO 

cr 

X 
u 

LL 

(M 
uuuu 

x: 

X 

CD 
1: 
(n 

w CL r_ 
taý D 
cu 
-i Co Z: 

e 
LL 

Z 

w 13 (n 
Z Z (D 

u > 
Z 

CD D w 
ir (r LL 

w 
cr_ Z 
w CD to 

9 
(r 

w al- w 
in 9 N u a 

ir -i -r Z 
v < L) LL N w :D Z 
LL- Li- a- x tiL. (D 

Z CO) c2 * 9 
W- w LLI %D f)-- 

w CD Z) M Er LO 00 Li 
6-4 0-- _j 

Z 
U) w < D 

cz < -%z w (n ty- > Cb %% «4 LA- 
> L) U) w W - LL 

--1 1-, -, (t (n cý 4 c 
b- all m < 0- Z) le 0 m m 
--3 

Z M U. CL < W u (D w a- 

w (n * Z Z 
Lä < 0 1-4 cm Z) 0 U) x > m CD lt W cu < 

- 
tz 

- LL LL -. J -J -J 
0 (D X ULD -4 2t x 

w C- (Z Im Z: -I u< X a- LA- 
-i M LL e--t >- CO -4 0 Li a- L) - e-4 -i A 
-i -. i -1 -3 

(ID -i V-4 -j -0 
M LM CL 7: 0<m 

ÜL in 

cu 



- 

I. - 
U) 

cu cc 

_j 

0 
0 N0 
0 
0 

ID *-f 

U 

x (f) OD cu 
00ZI 
U- a co 

C%J C%j 

U co co 
1) 

-j 
M0 0-4 

"t: ) uN 

W 
-1 _j 

< CID 

-1 

N 

Z Cu Cu 

x Tj co CID 

91 LL LL. LL- 
U P-j 0-4 b-" 

CL 

x 
0 

CD 

CD 
Z 

x 

X 

0 

-i CL 

LL 

w 
W- 

f% 

CO 

cr 

U L) Li U 

cn 

L) cn Zx 
6-4 LL, u< 
0 2'- ru z7 
Z: LL Z Lä. 

z 0 

w 

LL 

a: 
w 
cr 
D 
V 
LL 
z 

CL 
0- 
cy- 

X 

cc 
I. - 

uuuu 

Z 
l% 

C) 

(n L) a 
-4 Z Lai «4 q% Lä- 

9-4 qrt LL LLJ 

m w ff id :D :D 

0- cn -f -) M Z 
u b. -4 b-4 

b-- - X) LO , ý- 
w -i -- 
(f. 1 LL PD ID 
8. --t 0--t 0 0 

CD 
tr 
w 
N 

w 

CL 
(1) 
(9 
Z 

Z CD 
u 

(n 
oý 
w 

(D 

0--4 

LO -* 
uuuu 

+ 
.: r 
C%i 
0 co 
Wý 0. " 

04 6 

00 C%j 

00 cc 

C: ) Is 

w 

(D 1: Lli (n 
0 -4 X 0-4 

0 
9-4 

cn 

w 
U) 

w 
(D 

LLJ 

-i 

u 
w 
IL 
cn 

u 

u \O 

uuuu uu 



- 300 - 

C. f ) 
a: 
w 
I.. - 
U) 

w 
al: 

-i 44 
cr- 

Ly 
w 
a. 
(1) 

I- 

0 

0 

(0 
-i 

-j 
-j 

a: CD 
U. 

0 

0: 
w 

LL 

CL 
z 
1-4 

(x 
W NO 00 

u 
w >> > 

CU I... I " 

Z -- - - -3 ww w w U) U) :D D Z) 

6% ID - << . 4t < *I- 

z tr tr >> > > W (T) 

04 u < Lý UL LL LL- LA- IA. LA- LL 

D Ld 
(a m - --) Z CV Z M E -* z 

0-4 y tr N - " L- L. L w 

D V-4 < - - - 
0 >> > > + + + + 

LLJ -4 -4 -4 " LL 

0 - -- - - - N w Cu w cu 

X WW W LU - Z x z x z a z 

Z 
-j 

00 D D W-4 -3 + --) + -) + -3 

< z a- -i -j -i -i LjL - - - - - - - - 
T 0-4 IL LL) :1 r << < < - -4 -) cu --) m 3 -1- 
u (x x 0- ru u u >> > > -j PI- - IP- - I-- - 1ý- 
Z W 7 z z u LL La- LL Ljý < L. L m LL M LL CL 

W4 LL w D Cu -Y 
(D 0 0 (X LL LL LL- W 

N D :3 u n z 11 - --) --) -I a cu " N " N a ("I D 
3 m y y z -i -) + Y w zz z z - z - Z - Z - z 

- 
z 

- -3 D V0 0 - I= --) -0 -) --i --) --) -3 3 -4 

rl*ý -i r- -, ) ý- u M n 00 -J UU L) L) - - - - - r - V - - * Z 

i - z cu < 011 N " v--4 w-4 p4 (\J c ) ( ) 4 - 

CD - 4% :D X V 0 Z :: ) > V-4 N M -4r I-- ý- ý- ý- P- 1- t- F- D 

cl u cl .4 U C -, ) C LL LA- U- U. LA- LL U. U- L. L LL LL U. w U 

z 
Ui 
z 
w 

-J 
U 
-j 

U 

uu 
f*- 

uuuu 
00 cn %D 

uuuu 

1ý- I- 
ww 

-7t 
(1) (J) 

Cýj 

aw 

"4 

CD w 1: 
aM" 

qr-4 



- 'ýo 1- 

I- 
Cs, 

I- I 
U) x 
cr 10- 
Ill - 0 

I-- X ID 
CD ý- X: 
-. 1 CD U) 
CL 0 
U- X: - 

cn o 
- CU 
0 LU CD N 0 

-j w a 
CL 0 M-4 u CL 
LL. & (D 0 

Z 4% 

T 0 % 

z (D C%j 
ot 1-- 0 X W 

w < r I, - cl- 
z x M: U) ID 0. ID 

ir P-4 < 2 Q. 0 LL Cl - X: lo- LO 
w ý- T- -j 11 cr- 1: V 04 D W-4 

0 LA. U) Cr- CL ý- ir ch 11-4 - 0 CE) 04 

w CD qw. I- CD LL CD --4 LL. U) 0 LL, 

CL 
7: cr - 7- LL -j + 0 In e. - w 
4 V--l 0 10L X U) X LLI a- - - .4 

(1 x 1) -, * x LL . 41 l'- < 0 
< W CD 1: CL 10- 41 at 
Cl Q: 4p Lt- CL 

-1 
0 

- ir- w LL x LAý D a- cr -; r 

cli X TD 0 < ISD Ul) w 0 
- 0 

z u ". - 
- 

-Z 
- - n 

x 
< 

0 
C 

1: 
LA 

U 
1 (1) 

0 
u (D 

0- 
< 

4 
Go 

- - C%j 

X .% z - z 
. - 

fl Z Ll I 
- 

I - X: 
'-s 

- 

< 

T - , 1 C3 0- 
LL 

* -% W -% % % 00 
L. 

4 < uj -. I w Z: ) 
, 

u Z: ) D 

E) 
j 

4 
%D - 

- - L) LO 0 W C) - -D 0 r- T :1 z 
-Y 

0. U) 
-j -i 

C) D 

- CL W- "k - 1P. -f V-i N o ah, q Ckl W-d U L; OC a a Z 

R 
- 

If 
- 

a 
(1 

LL 
1: 

En 
a. 

w 
W 

LL! 

U) 

- 

-1 

V- at 

_;; 
t 

% 

cc 

- 

-i 

- 

-j 
1- 

- 

-1 
1- l'- 

a 

N 

2 

I. - 

- 

-j 

:r 

16. - 

- 

-1 

- 

-j 

- 

-j 

LA- 

Z 

1 -3 + cv m 
If 6 I. L. 

LI 
z 
- 

z 
ý- 

(r_l 
j 

Z_ 
C 

s 
j 

c 
j 

z 
- 

o 
0 

z 
0 

v 
0 

z 
0 

z 
0 

Z 
c OU - N -4 W4 -4 

- D 

:K -: r -x :1 
I. 
3 '3: _ 

a. 
ý 

a-. 
_ 
a. 

_ 
a- I# r cr X: a: w Cjý (L > co 

LL Lk L& I- (n U) b, ý uj UJ W b-4 LLJ U W LJ - - 
Ll 
(1) 

_j _j _j _j -1 _j -1 _j 
If 

_j 
- 

OD 11 
_j - -4 -1 -4 -1 -4 -1 - CL Qý 

< 
M - 

0 
Ck- 
< 

CL 
< 

CL 
< 

a- 
< 

U. 1 
Q 

w 
CL 

-j 
I 

-i -j -i -i -i -i -j 
I- 

-i -i 
l'- 

-i 
s 

-j 
I 
H 

I _j N< U 
4 
CL CL ID H L6- (L a- Q- Cl- 

- 
.4 4 

- 
-T 

< 4 < < < < < Cx Lo < LL. LL " a- z u) a 
< 
u 

LL n 

0-4 1-4 
< 
u "U "U 

- " -4 " 0 ýK *--# OýA " 0-4 1, -4 CL (I U 
O U U U L) U U U CX U - 

0 
tu 

N 
CY) 

Ut} 



- 302 - 

0'i 

W (n 
w 1: « Z CD r-r 
z x w 

CU 
--4 

(D 9 9 Z LIL 
u u u 0 0. -4 

CL 
41C 

(D 

cr 
0 
ti- 

w 

W 

u 

z 

U, 
z 

LL 

-J 

0 

q-4 

> 
�-4 

I 
I 

cu 
-i 03 

U 
c LL 

aD 

ig it. ui 
n L) )- >- 

Co U) -4 

-i 
<Z 

11 CL 

m 0- -- -e- -4 %0 > 00 14 v-- Z "0 
- 0--4 ---"- 

11 tr 
>%> :r> 04 >o< 

LJ f. --4 - 0. -f = 0-4 - 1--4 - 11 )-- c-< 

-7 -% , -4 -a- -% _T 4N - ti U) w- _T 

- LA- --L 
0- Z '-, X- G- Z--%- -t u- r-f b--0 

d) - _T 
* 

_T 
- -i- 

*T -4 0 (D - u) - -k 

IIN ------- .4N! 
OC- 

tr e eN %me%%-- u4 

c. -4 ai -e ri ZN -* cu -3 a- -i 
M 

cn -------- z(n7-Z--z 
)-- )-- >- b. - ý- k- >- >- e- >- e- b-- e. - 1, - e-- t- b-- 
:r 3t 3r --C 

:rxr33 --r le 33 ---Z 
X 73 3 

<<<<<<<<<< 
uuuuuuuuuuuuuuuuu 

(n T x X m 

aD to aD to 

r Z r 
(1) 7n En 

-% Qk 1% 

ul z z z z 

LL) ok -4 0% 4% 

,I 
CU M 

-; 
t 

-i (n in cn cn 
< is- U- LL LL 

CIJ M 

u F- 

Lj- [A- 14- 

c 0 0 0 
< %I < < 
M (x cr- It 
w w W LLI 0 

-ýw > > > 0 
. 4% AX -< < a 

01 
cn -i -i A A ax 

-i -i -i -j m< 
< < < < .41: 
u u u u > CL 

Oki N 
9-t 

UUU L) IL) 



- 303 - 

3: 
U- tl- 

(D 
D 

.4 M r 
0 w I< cn 
0 w > 

0 
z W-4 1-0, > 
I LL. 

W-4 - 
+ CD 
C%j -i Z D 1: CIA 0. 

LAJ - u 1-4 - U- 

in 
cL 0 

< E cu V-J 

T- D 0 C%j 0 
CL G3 QL CD CIL 

1: -j 0 0 r 
Ca a -41 - -D . 4: x 0 0 - D 
z 0 < a M 3t cm 0 

-q w 41 N m (T) 0 * 0 

(n 00 - - 0 - , -. j If) (L 

bi < - ui Cu 2: 4 u 0 -4 5 -4 ý- 1: CD 

cl T X: N z 'e-4 - N Ul) :: ) w 

D CL + 0 it a_ Cý z 
t- N at 11 

IVA x N z z 
< C) 1-4 D 

- Lli 1: Z Y- 0 v 
z 0-1 C%j Ml cu C%j o D 0- - D a_ 

z z z z z 0 0 0 1% 
9 

+ + + + N u 0 0 x 

V-4 6-4 6-4 " " - 0 x 0 - 4 z -4 
LLJ C < 

-; 
t 0 0 X: 0 0 

IV, q-f 
Cli M 

-r VA it i: ý 0 4 0 -D 0 4- 
- 

cn in (j) ch LL EL 4- 00 0 0 0 0 -U ) 04 

Lj- L&- LL- LL a 00 w w0 x 
LA- --I Z 0 LIJ r. 4 0 - a Cc, :z < 

LLI * LA. 1- N 00 1- 0 37 W -+ I: 

x M LA- c w to c Lj N, ý--l 1-4 -J 
LL 

j - - - - LL- - - . 4, -j 0 ow e. 0 CIO --D 0 X- - 
Uj LA 1 

- 
a- -f N M 

--d- - -4 (n , -4 

ý ý7 
CL LLJ 0 a- CL IID x 

1ý-- 
- 

cl- 2 V. (A. cr Cr Nk m 16 - Y- - 0 z Z: - LL, Y- 1. It: LLJ 
.4 LA- LL LL LL 14 & 

- 
- P. - - ý - LL 0 P-4 0 b- L. L 

z 

LL 

00 LA 
I. - -4 . - - - - CU UJ U ;ý ") U 

--; r 
- C - 

CL 
0 

o la - 0 U- a- (D 
X x x x LL- z ff 

- 
LLJ 

0 + 
a_ 
z 

+ 
cr 1: u -4 1-4 - Z -D z 

-j -j 

0. 
* 

-4 
0 

1-4 --4 :D 
- 

< :: ) 0 
_j D 0 :) 

I LL 0-4 - Lo 1-4 0 
u 

U U U U U - - a- 

- 
'. 4 

CL 3 j i 
06 

CU 
li 

fn 
a 

-t- 

0 

. -4 LL 
2 

1 kL 
X: 

LL 
x 
< LL. LA- ME IE) LA- LJL Lk- Lký iA- -- << '41 LA. - 

-IlFp 

c) LL LA- I. A- "- LL -4 1- P. - > " , -. ( fL 0 4 o-o o--4 " P-4 CL CL U " u 

LO 
V-4 

k4 uu U u 

z 
�-4 

z 
w 
U) 
V 
CD 
TE 
u 

Ll uu 



- 304 - 

U 

z 

z 

U 
z u 
D 
LJL 

: :x W -% 
z x 

w 

Q LL. 
z u 

0 z 

Ilk 
M CL 
w It 
Z 

Cki 
CL U) 
cr 

CYN 

CD 0% 
_j - z U 
CL x -cr .4 

UJ : 3L 

< 43 f.. 4 - 

CU La x tO 4% *4 4% 

cl: Ld (3 V-4 W-4 
0 0 

.% - -- -f -4 W 

JN LL 0 - - CV, 
N U W Z 

0 a Clu 
cr, LL Ui LL LJ a% W-4 
CD _j V- e CL LL 0 0 
FIN f.. 4 0-4 LL C%j W4 
X- LA. U Y D - 
u Ic < W 103 0 z 

L. j 10 z ac 

%111 -1 _j -1 
P- " :) 

-i 
z 

-j -1 -1 
X. ý- 0 

< Aa < < 0 Ul WZ 

m u U U 0 cr Cr- W 

&40 

cu 

U 



LL. 

z I. 

-l 

(0 

- 305 - 

Ir 
w 

Cp 
w 

z CL (x 
s o ID 

Z W U- 

a Z U) a- 
Z . 99 (1) 
W CY) w 
u =) a u 
U) aj w 4t 

> . 1% CL CL z w 0 U) 
cr- -i cu 

*% -cc (1) z E < W 0.. -# 0 
0 UL X- P- 1-4 

LLJ cn ch 

-j Qj 4% 
< U o LL. 4 -J Z 
w U) CD 0 CD 
cr x >- z 

ui . 42 V) 0 " (n 
-i cr cr z ILJ 
(I cr 4-4 < U) w 

Z E < < 4% ir (1) 
I CD CL Q-4 " 

U < + < to 
1-- 0 u CL cu 

T-l w Z < w Z a 
6 cx 0 V) 0 ca 0 

(n < " W 
z x: i- >- a. -4 u) in N 
0 0 :D X _j " -cr "-a (X Cl- < < " X: 
M LJL z X: -j w 

0 -4 W X < (E) 

(n (D T ID LA. 
I.. - < F. - LA- X- U) 

T CL 1: (0 ý- z 
F- - - uj z -4 < 

x ct 
x CD 1: -I: x CL 7 ý- 1: 

< (U) EX (n 
-4 1-- UJ CD ý- 

< U- - 0- -J 0- U) LL CL 
(f) z < < cr (1) 

x z n w C%j w z C%j 
LLJ 44 a I-, > < M-0 

>- z z x ull 
cr- T) 

Ic c z z ý cr Lli 0 C: 
LL a V-t " < X- M L- 

-4 cn (D -1 1- < 
-3: Lu . 91 y :K ui 

(o X Y Z O W 2: x- z 
< 0 < - < T- Z) D '-. -# L16- U- ý- - w P- LA- LA- ý-- 

(U 
W-4 

00 

M 
-9 
94 

ir 

u 
LL 

u 

LA. 

qw. 

z 

1: 
14 

z 

LLJ 

z0 
0 CD 0 

w0 
z0 

ON r (D 0 
(V "0 

z0 
(D 

CD cu U) ON 
u0 0-4 1*1%, 
LJL u LLJ 

LLI z 

z Lai cr- ID 
U, cr a_ w 
0--a Z: z 
MZ UJ U 
z a: ) -j I: m< 

z< Z) ý- 
C) LJ I., < 

cumcao 

cu -4 W-4 
ru IN, ++ 

1-1 C\j 4 cc z C\j 

ZZ-ZZO-Z-U-, 

11 u 11 n It It if -) 9 
C%; -; r a- tn U0 ClJ WX 
zzzzz -) zz 

P-4 

M 
C\J Ai 
--) z R 

C%j + 8 9-4 
C\j z C\j N 

C\J N Z V 

C. ) Z Z --) - a 

L. )L)U UL)UUUUUL)UUL)UU 



- 306 - 

qr4 
X 

W-4 X A-4 
I I z 

U) 
cu C%j tv N cu 
z z 4- U) x u W-1 z u (1) Cu zm zu 
0--q 9-4 0-4 z 

-t 
Z 0) LL ýr z rtj u) LL -ý : 3. -4 Z " --4 z 

LU LLJ r- rl- r- 
zz *4 04 
(D CD V-4 V-4 
w Ld aa 

(XI (Ij zz --4 w (V Y- 0 --4 Y- W 

-: r "i) ZZC CD -T. W ^, r " ---f 3t "X 

cu 

Z 

+ 
-3 
cu 41 00 0 "-f 00 (n 0 
Z ID il Cl% (7) jý (U r- r- r%. M Ch %. 0 D% ý-4 ei % uý % 9-4 
b-4 e ek d% mb %Z%% -4 -. v4 3 -4 -et -4 ob U') *b (1) (1) % (f) w4 

13. Z C) -3 Z _-, -r Z U) --C Z: 

--) -j < -i (-) M (, rk -J -J CO - -J -4 (n -J 1: U) -. J < -J U) < -A CZ -J < -3 -1 LL -J L4- LiL -J LL A 

tu 
Z LA.. 
b... o b-4 

:t W-4 

co cn u) (A u) w ýo Lo cn ww cn co a) w cn mm cn cn u) cn (n u) w (n u-) cn (n u) (n m cn r 
.0 



- 307 - 

w 

(t 

CD 
w 
rx 

tL. 

CL 
no 
Z- 

a 

EX 

(n 

uj ct 
1-- 0 
D Q 

0- W-4 

D cr 
CD F- 

z u 

N -1ý %V -t %0 LO D V N w 

ft 4% ft d% 4% 4% Glk 
t- Q: 

LAJ 0 LJ 0 LAI r- LAJ z: cn F. - u 
#. - u 

-4 cc IX 00 x ON a 0 LL LL (D 'S4, 

LL. cr 0 a - 

D LA, 0 z -7) 

0 0 cu (M (VI m z LA- LAJ Z 4% - - 

. 1.4 CP. 0 CU -f W-4 1-4 M *--I W-4 V-4 V-4 V-4 V-4 r4 I--, (n 
- " Cr a: b- ft% % % 

- 
V-4 

- 
4% 

W 
d% 

X 
% 

CO 
% 

-M 
9% 

U) 
1% 

-M 
ot 

X 
t- 

-, 7, 

z 

< LM ýn - < N Nz 0 < 
En < 3 

V- 4 3., < ý- U) t- EJO I- a T) U 0 M cr 0 Z t-4 
+ 

- 

P.. # 

- cl: 

" -: ) 

Uý LL. -j -i La. W -j -j LA- (r. L. L Cn Ljý M -A*J U z z z 
ý--4 - - I-a 

H 0 a 

00 u 0 U- LL 0 11 w rwz 

z z z I. -I " " 0 -] cr- "WW 
4 

cu m 

(, -3 U) U) v-) (n (., -) cn -J) (0 (r. (n co to (n uuuu 



- 308 - 

Lä- 
LL 

uj 
z 

LM 

U) 

cu 

cr ID 
w 
6-4 

Ir CD 
:3 (3 
ID 
LL - 
LL 
ID + 

2: 0 - - 
tr (D w W-6 
0 z 1: x 
U- -Cl w 
0 T- z 0 

< I- % z 

go " u 

0 X ao 
cn C3 
Z w 
cr z 

w 
o w 0 ui cu M U 00 
4 cr ON cl: 'D 0 -4 - - 
ui w - f,, - 04 Z - 

& V-4 1: Z cl CF) 
:3 x 41 < X - 

2: 0 w w z M 4 N u z 
0 Ll U -L EX Iq 

a z aý u w % X 
> :3 1ý (n % cr U 

z 

w (D Y z 
7 w in ri D CL u 0 8 
CD -j %ý - - z w w v -. 1 

9-4 - w z LL) < :3 -1 ý- (n 
LLJ LL 0 z < 

-j v-4 X- *a - - - J) 
-i 

CD D Y 

-i Ch 4 T t. --# x u - - - N . 91 -j u 
" LA- - z L) LL LU Lr- W ow - z I- 

- 
> Or- VD V 

LL Z 4v% b--l o - .4 Lo (f) - z w U) 
-i 

< - 4w M z " -6 z w 10 F- z w 6--4 w C12 

x cn Y X 0 z u 1-1 0% dN z < < - F- < 1: CX IX (X 

uj i u u CY) -4 ý4 4r-l ýL > 2i z M LAJ < Z) U. 

0-4 
- 

"4 _j - X :r 0 0 Lli U < ---l U X I-- ID 0 (D 

[X 44 cc z u 3: m (n 
-j 

- Cý m -4 u (n LA- w 

:: ) F- z ir < ir - - Lli LLJ 1-4 W. 7 U -6 Z - - Cr 0 
C; L. U uj al - 4% --4 _j 

0 ull z JjL U 0-4 1-4 U -4 % % LL Z 

LA a z 0 u 00 X 0- _j 
6-4 - TJ - % - a) - 'T _4 - - 

- 
Ir LU 0. LJ61 U. - 8-4 Cr OR U 

u - 2 LJL. U-1 w C CL 

(0) m z z 
_j 

-% cu CL LA- Lij (n 
_j -i _j -1 

M D y L) LL. Z q-4 Lli Lu N, - LL Z< z z z z 

u a u 6-4 
_j 

a u a N r mD -Y D 0x 

- - - . 
2: [n < oc W CO z 61) co m X LLJ DO 31. 3 3. M :z _7' 

T :r X X :K 

LLý 
L 

:D 
X) -i ca 

v 
7? - 

z 
"J 

> 
---f 

a 
If 

-j 
ui 
-j V-4 

0-4 
+ 

Z C) I. --# ý- 
I 

-71 
-J -J 

a 

-1 --- 
J 11 -J -J -. 

1 
-1 -J -J -J -J -J -J -J jý 

X: z D u i " 0 z 
-j -j -j 

Li 
-j -i -1 -1 -1 -I -j -j -3 

j 
--i 

C) 0-4 0 M 
- 
< LL 0 " L- to < <<M -4 < < < < < < < < 4T -1 

U C LJ " U z o --) - OU -U U UU" U U U U U U U U U U U 

CV) *P. 4 cu 

ULJU UUUUU 



- '309 - 

Li 
-J 
U 
U) 

(j) 

z 

w 

cr + 
< w z 
> 

z 
I- Z 
z 
w Ai L) 
o + x Z 

z ID z Z sk 'LILI Z 00 
w z r . 9% - 
OL - z z Y- X z 
w < < 0 u 
o 

X T- U " :I 

I - u u 

-4 U -- 
Ix b-4 1-4 u 11-4 - cn 

- - Cr) < %, D - A, - elk 0% - CO % -- 

44 0% - > U 4 U 4' 4% " U -Z 
cy. Z Cc - = - M - M %< 

cv IT) <. 
--I 

(\j a- 0-4 a- . -j -4 -j 
" C\j :r 

Z ---q I - L() - (/) - Z - Z ý -u 
I-- I. - U ý- " i .. 4 1, - ý- I- ý- ý- I-- ý- t- l'- l'- l--4 

X 3 0-4 3r p---4 - 3' 7X -3 3C ]C '-1 0 -:, r. 3r -M -9 9 Z 

9 00 + -t- Y cr 

-i _j X If _j ý-q _j -1 _j _j _j _j 
It 

_j _j _j -1 
U D 

-i 
< 0 

-. 
1 -4 -j -J -J -j -. 

1 
-J 

U 
-j -j -j -j -J 

1-- 0 

< > < v If -1 < < < < < 0: <r < < < CO WZ 

L) L. ) Z U 0 Z U L) U U U U - U U U UZ MW 

4. 



- 310 - 

V) 
04 

U) 

CL 
z 

cn 
1% CM 

2: 

b-4 

cn 

z 

or 

z 

z P. - 
14: 1 0 

ID 

cu 
z 

(v (x + 
z CD V 

LL 
cn M 

on -Y 
CL (M - cr- 

w u W-4 - 3* I-- 

10- a: ) U. LO C%j - 10- u 

-. 
1 tD - z au -q 

C12 I-- z T< UL 

0--4 c < (r + 

< x z 

Aj ®rl C%j F- m 

1, -- 0-4 C3 U) w 0 1-- z uz 

0 < cc w 4% x x L) + <+ 
Cý D D - -, ) LJ < 

< V -i C%j + 
CX LLI Cs LL < 'r-4 c%j 
1- T- LL; > U') - 
U ý- a: L- - 6-4 40 0 z Cl 1 -0 -0 

LLJ C ý- C -. 1 0 - W C, 9-4 0 " ý- 1: 1: 

(L c 0 C; x 3 ull 0 -. 1 0 LL - Ir- U) U) 

U) r- CD Ld LAJ < ý- 3 OR cu W-4 0 N 6-4 CU (r) U of III 
Uý Y- N LO t X CL < N, a r%.. a - 0- ft cc -4 1: - 2: - 

cr. Z cr- - 11 7 Qý T --A, 
- c 2 c m ý- X 1. - 10 ý4 + (n M, U) m 

m Z) 11 U) a: z % 11, 1- M, + of Z X L. L (n ý- 0-4 ý- 11 Z 9z 

l'- If I- I'l I. - to 4 - 0 N, I. - - + Lij " 0 0-4 -j 
I U + W -+ 

0 a < U) - 0-4 11 1--q a) (J) (P, X to 6-4 -4 -4 + 41 11 40 0 < " lk-4 D 0--4 " 

0 'M CI t- ri cn -4 - r ý- r 

- UJ 
I P. -I 0 0 LL. Z -- z 

z < E a. z z W CL Ln 14 - it If 4 If 
U) w CJ3 z cn LAJ :, T 0 ý- cu < < 0 Z ý-- t, ) - 11 1-- ý- 4 

If l'- x LM I a U 0 Cl Z 00 a 

I --I Zý . 3; 
-- 

LL W X LA. 1 C z 2: En LA. < V LIL U < ! E: r OD 1: 77 wz 

0 c j U, P-4 -, - w 0--4 C: " X, (n 0--1 -4 LL 0 - < I. L. U) M U (n U) Ct UJ 

uuu tjuuuuuu 



- 311 - 

I-- 
0 
(D 

cr- 

CD 
-j CL 

z 
4% 

CL 

C3 

CD 

ck- 

LL. 

fr- 

LLJ 

CL 

p- 
3 

cn 

z CD 

z 
CD 

z 

LL 

z 

u I-- 
W ID CD F. - CL -i -j CD 
(n rA- CL tD 

0 $. - X: 
0 m 0 z CD V) 
LLJ (D tD I 
x LL cr 

ui CD 
a a: 13 Ll- 0 U- Li W w u -i c o 

Lo ct :D D LA- a_ 
X LL -j -i At < 

LL U) > > c CD x a_ 
I-- LL LLJ LL E LAý 

z z < N < 0 

-T a. LA. LL U >- 
< Cl) 4 < (D 

x X z c Ir x Z z 
AX I" - 0: y (D I 
X: 2: 1. - < U N 0- M 

u 11 0 N N c ý- U) I. - 
f- x x z 0 a- -i C) u V 
D < -J = C 
-j z Z: Z' -j D N (L . 4% E 
a. u, a. ri. " E z iA. > u-) 

CU 
V-4 
U) 0 

a. T 

co 
m 

z U) ID N 
3: 

z0 

LAJ T) 

z Z: 

@--. o in 
az 

CL 

LL 
CD 

-7 

LAJ 

u 

u 

�-4 
+ 

0 
-J C- 

* 

C\j 
z 

C\j 

27 ir) 
u -i N 0- 
-4,7- Z 

ic 

LIJ 

0 

(n 
LL 
X 

0Nmmm0 
0- v--4 MM0 

Z Url w 

ýC) -4 IN CU 

.. % C: ) 00%00%0 
C Ln A4 CD Ln -t 0 tf) 
-i- %Z %0 'Z '411 %0 %D LD %0 

%CI % -6 -% No -b % %0 -4 

u CD 0wum (D Co CD 
-i -. i -i -i -i --i -i -1 -3 CL (2- IL (2- 0- CL CL OL CL 
)-- f-- 9-- ý- F- f- F- 4-- )- 

U L) L) (-) L) Li uu (-) 

uuu ýLJUUUUL)UUUUUU UUUU UUUU 



- 312 - 

C3 
w 
X 
LL 

> 

0 LO CU LO -M to -W 
n v-f MN W) NM0C to rý. c (Y) tin 00 LO 
ýI m%m4mm cu - cn 0 (Iti (7) ýr-4 lw-4 CU 

w* % CD -% (, r) -4 -4 tn 41 M rki 
1-4 

(Ir) (7) m8 

CD 00A% W) C: ) e4 W -4 - -t - 0% - W, ý q% - 04 Wt eb k- 
4- C) 0 (U U') N LO 0 (» 0-0- C) -0- (D -00 OID 

10 0 --f 30 m jo 10 0<GC: ) 00000000 %0 -1 U') -3 
*4 -4 94 t% OC 44 % r- :r %C oc e 0) e0 jý 0 00 rl_ J% %0 a. 

9-1 % W-4 W-4 *b ýI V-4 wt CL -e. 9-4 «4 + Q% -% a% e-f @N -t 1-- %Z 

80880880-0+000090 CD CD 0- 

--------- IN -------ý-- ID -- _) -N 
>- >- e- 16-- k- b- >- b- OC 6- 0% b- «t k- 04 9-- e >- «r4 0 §. - - b- Gý b- C 
C CD Z CD Zi CD CD Z (D CD (0 e CD 4- (D e tu CD LA- CD Lß- c: > e 

_j -3 _j _j _j _j _j _j _j _j -i - _j - _j - ... _j - _j _j 0 

a. cý ti- a- CL CL a- CL b-- GL k- CL 1-- CL >- a- ý- a- >- #- a- )-- a- CL ko 
>- >- 6. - f- k- >- b- e- x e- 3 ý- 3 j-- :e )- 3 1-- 3 CD b-- --r. i-- -_l 1-- m 

-1 -1 -1 -1 --1 LA- -i -i -i -i -i 
Z 

9<9<<9<<<9 «« 8-4 

L) uu L) Li L) uU Li L) L) U L) UU Li Uu Li Li- L) U L) Uux 

CL 

w 
Ul 

10 D 
cu 

U) 

LL. 

w 
+ 
Cki 
z 

U (L 0 

z r- w 

1-4 D 04 (t 
xoxý 

D 
uj 0 
U) w 

.4 tr, - cr 
x z rl% I- 

CL % W-1 40 w 
++ _j U) 
00 CL 0 

(D a0 1- IX) 

-j 
0 Lc) z 

a- C%j tf) (M (I 
%0 (T) -j 9: ) u04 

a x >- u 

cu 
L) UuuuuU 



- 313 - 

CT) 

I- 

ID 
0 

0 
4 
c 

oc 
LU 
N 
Do 

0 
LAJ 

z 

0 

0 

-j 
�-S 

Lä- 
>A 

a. 
w 

0 w 
CL IUL 
Z: > 

V CD 

w w w 
>-- O - O Q 

a) 0 %0 1-0 LO N r- 0 U) 4'. 0 
--: 

) -4 LO D 

-i X) 04 04 u, ) -, -, Ul LO it) 10 + a 0 -4 0 rll_ ý- I Lc) 
0 0 4% 0 0 4% 4% U) -4 0 0 4b C: ) & -, 0-4 ý- 4% 6-4 

a Lr 0 LO 0 0 0 -4 - 0 0 0 0 0 00 
-j 

to 0 
-1 

z c -D 
cvlý d) cn M CY) 0 - 0 LO ýq (7) 0 0 LC) CL -1 0 a_ 

Z 4% 04 M 
% 

CU 1jr, Nk 0 -4 
7 % 4% N .. 4 -4 17 a. 

ft. 4 V-4 at Ir4 V-4 4% -. 44 ft 6-4 V-4 ý4 4% a, 4% < Z 

U) 0 0 CD 0 0 Z 0 U 1 1 0 

x P- 
C 

u V 0 0 LL v LL- v CY) (D a- 0 (D Z Cc CD CU 'D V -i 
-j -i -j -j - -i - -i - _j - ý- Ll + -J -J -J -i -1 

0 -1 

3 CL CL CL CL CL IL (L CL Q- U) Z 4' It 0 a- CL (I LO a- 0- 0 ' CL 
- 0 t- * :r I-- 3r U ) u 

x o V-4 N -j 
-i N z Li Lc) -i -i -i I -j -i -j _j U _j a- 

in -i -i -1 4 -j -i -i -i z -i < 

U U U U U U U LJ U U U U U P-4 (1- >- o >- U U U Z U UU U X U 

uuuu uuu 



0 

C; 

a_ 

P-4 a- 4% 

xz x 

ID 0 

_j q. 4 - 
CL 9 U') 

CC 

+I _j 00 IL ID 
0-4 0 

Lo o U) 
_j 

, w-f LO 
_j 

(D NN < CD 
0 >< >- U 0, 

t- 

CL 

w 
0 

CL 

z 
-I 
A 
LU 
Co 

0 

(13 
LJ 
x 

Cf 
0 

- 314 - 

C3 
-W cr 
LL 

> 

00--OU'I- -0- -W 
-OCOOONO to LO 0 Loo- 
0 0', 0- (7) CQ - C%j Lr) Ln - r%, :D00 C) 
0) -% -# 4% -4 M U) M -% LO C) U) t- r. 

- 
N . -I 

.%000 04 00 -% N 04 0 4% LO 0% 0-4 1% 44 % ý- 

ootinnoooo m OOOU') 0 -j 000V 
m CY) d) O'l 0 CY) % U') (I. aN m0 -1 -4 %M- V-. f % V-4 'V-4 1: CU 10 - .. -q a- 

4% 1-4 ý-o W-# 1% W-4 V-4 V-4 4% W. W" M-4 -4 - ak < -4 4% t- W* Z 

01110151 o Otloxo-o OCDO- 
-------- - ----- --J-N 

ý- 1- 0- ý- ý- c ý- - ). - 0- 1. - 1ý- r b. - M 1ý- 0 
C) C; U00o (D CL V0 CO CD a. 00 U- U LL CD 0 

_j _j _j _j _j -J -J -1 CLI -J - _j _j _j _j -j - _j - _j _j 0 

a_ a- a- a- a- CL CL a- I. -, a. ý- Q- a- a- a. OL ý- CL t- CL CL 0 
0- >< I-- :x3 3C 3c 3c I-- Ln 

<N 

-j -i -i -i -i X: -i -i -i -i -1 -1 -1 -1 -j -i -i -j -j u 

-j -i -i -j -1 CL -j -j -i -1 -. 1 -1 -1 -1 -1 -j -i -j -j -i 
z 

<<<<<v<<<<<< At <<<<4< 4CE " 
UUUUUUUUCLUUUUUUUUUUUuuux 

(1) 

w 

I- 

z 

I- 

CL 

tr) CV) 



- 315 - 

: jc cr 
CL < x 
4: 1 : 0- .4 X 
rr 1: 

a- ID 
d% (D 

w in 
UL Lki v cr- z 

a LL- 
U) Z) LLJ 

LLJ 

W, a- 
< X: 0 e- _j 

Cl) - Z 

E < --, < 0 CL 0 L&I 0 " 
U, 0- - 21 Wý 00 n 11C cr ;t = 
z ".. >- < 4% < - < % % 1- - 
0-4 - % CL 0 Y 0 0 - 0 0 n - 

X 0-4 X Lr) 10 " d) x LO -4 w LO CC cn 
* - at z - -Z -CZ %D I (t "D 

CD - a- q-. # u % L; j -% 1ý -. N LA- -% U) (I- 

-j W-4 Z: I -j 0 - 0 - O Z - 0 - 
rA- I :_ - IL - ft - "k - - 4% - " - 

z 6-4 c 1ý- 0- OC 0- %C ý- N 'r-4 I. - M 44 

. It. - - ID (2) -4 Zý V-4 CD x -4 c M-4 4 

V-4 + + 
-1 

0 
_j _j _j 

< - I - - 

a 0 0 CL a- CL a_ CL r ý- CL ý- ý- 
1-4 40 0 ý- I. - -K- ý- 

-3c 
ý- LIL ýx ý- 3 -C 

0 0 u 
N 0 0 -1 -1 -j W -1 -1 -1 -1 

V-4 -4 _j -i -i 
LAJ 

-i -i -j -i 

tc a a < < < -. T < < x < < 41 < 
a x >- L) U U U U U LL U U U U 

0 

LL tn 
$-4 c12 
u Z Z) «« 
w 

(n CD (D 
IK-4 Z 

Z V-4 b-4 

_Z IL 
CD ID 0 0 

0 0 
ED 

CD IL 
(D 

F- C: ) 
IL -3 0 
.< CD (M 0 0- 

0 x 
4- Z >-@ 
C) e- 

: e gib 
W- 0 - 0 ci (0 X Ct 0 - -* 
< cu --3 1-- ZD 

IV 
ID GD 0 0 00 

x N 0 W 

%0 0 e 0 tr X 
41% c3 

ýo %0 
d) 81- 

"i - > c3 
4b w 0 m * b-i W 

«a >- 4.4 0. C 0. - k- b- b-- ? - - ob. 
cc N c 4- - CY- (D (D L') (D * 

-i - Lk' N : < 0 0 e _j X (D P) 
aý 12- 0 1, 30 ID X (l. < CD -4 
w e- x 11 --) L) X x >- tiL 1: -1 
CO X 8. --4 b-b b--4 1. --e M CL (D 

3 
-1 _j 

< J - - - - c3 a b-- 

X 
-i W CL 

u < u.. u- Lä- LiL (r r- 
b--4 U b-A 1--4 b-4 0-4 ILL 9 b-4 

0 
so 1-4 

u uuuu UUL)L) 



- 316 - 

0 
qP4 0 

ID 

CD 

0- 0 
U) 0 0 

0 NO 
Lin 

40 000 do 
C) 0 

x LO Lr) x 
(Y) r*-. 0" 

0) o LO 0 
40+- C%J 

D Cr 0xZ >- C3 +- 
(D C) 0 -4 -4 LAJ >- CL 

a Lf) LO Ct- b--4 1: 
0 'D N LL wt 4 
0Ca (r, X00X 
o LO XIM 1-4 

-4 V-4 b-4 4% 
a LA- 0 

-j 
w 

C -j CD 0 C) tD 0 ID CU D cu "I w U) 

_j 0 _j _j - _j 0 LLJ M X: < 
CL 0 a- CL I. - EL 1-4 D<0 Ix 

x >- U. oc P- xx 1- 3Xz -i 
Twz 

b. -4 1-4 N 11-4 b-. 4 "C1. -. 4 0: 
--0n -i -- -i -i -i -j ý- I. - -i -i -i Z) 

LAJ a- -j -i -i -j -i z -i -j -1 1- C, 
LA- LL. cr Y .4 LL LL <<<< (D 0< -1 <WZ 
6-4 &-. q LIL <u"- UUUUCUULJUQ: w 

C%j (T) W-4 

W-4 lr4 W-4 



- 

a. 
(n 
z 

LO 

I. L. 
z 

L 
C3 
7) 
(r) 

cu N 

> M, 

z + 

to I-- z 
-j 

LIJ n .4 < 
(n z u u 
w 
u 
< 0 0 0 0 
CL 
cr, 40 a Z sh a 

0 1- 4% w I. - 
W -i _j (D W 

6-4 z z 

CL Z Z Z Z " X 

-T CO - - -. I - - ý- D 
z z ý- a 
" LL LL C LL LL D wz 
Z " 14 C2 " 0-4 U XW 

W4 

uuu 



I 

w 

cu 

U- 

W-0 

u 

(n cl 
(T) 
w 
DO 

C; w 40 

LA- 

w 
Z 

Co 
Z 
cn 

w 

w 
x 

CD 
LL 

le 
u 
ui 

X 
w 

z 

z 
CV) D 
u 
U) z 
u CD 

w 
cm CL 

0 w < 
cr% N t- 

oo 

x 41, z 
w 0 CD 
0 w cr 
z 

I. -, - 1% 

CU 
LLJ 

U) X 
-i 

w z 

0 0 cl 

0 0 

_j 4 

ID IA- U- 2-1 0< LIL Ui z 
U Cj: o- U fr-4 MW 

ko 

uuu uuu 



- 319 - 

Cl) 
p. - 

z 

U) 
w 
-i co w 
A T- 
0-4 41C 
(x z 

.4 
> 

z z 

4! X 
-i 0 w 

z z 4% 

w z 0ý 00 

+ 

a u 0 - < < - -4 < 
LA- d) - 31 - T - 4: ) " 

1: C) z pl% u -* U % -* 41k 
cyl. oc T OVA -it 44 - 4% - 41% & -C 

-j W-4 -j C%j _j is W-f 0 
_r (L 00 CL 00 _j V-4 _j -ýr 

M 1-- 11 -4- Cl) U3 Z W Z 
0 (n - 0 r- ý- --: ) 

F-- 
- X -M 2t X 7m Ls- o -* -M 3: --r : 3: --C X Z -x M :r 

0 rý4 1-4 
00 -j -i -j -i -j -i ý- -j -j -i 

-j -i -i 
z -i -j -1 0 

< < if LA. CD D .4 <r < < < G -4 -4 <Z 
U U U U U Z O-4 0 z u u u u u u u u uuw 

0 
V-4 



- 320 - 

z 

LL 

w 

LL 

Lai 
z 
P-4 

z 

u if) 

w (T) z 

Up -L 
X: 

CL 
-u < 

U) Z z 

:Lu 
z u En 0 6- 
w 4% - 9-4 z r M ok u 
uj U (V) x 
X (n w 

ID u z 
0. - z 

u 

w w (M z 

0 N 04 < 

14 bl-4 Lf) X. b-4 w 

Lki (f) -u 
m u Z 4% w < %0 0 0 
10- m xu Z V4 0 
:3 4% u U) d% w 

EL 04 - .0 CL 
I. - 

< CU d% - 
w 

D E U Z :3 
-j 

x w < ID C13 
N ID ul cr) 0 M 

k. - Z F- LO Ul CD cr- 
qr-l < I- -T -- - " a. 0 - .4 

z -% JL Z U Z Z - >- - -> 

ID %D u :D LL- c: f < Z F-- w 
- 0% 0 0 P IL JL < a -j w z W Z 0 -U ý-) X Z 1-4 z 

N4 fl. - Z W Z 0. -4 U " LL cr- w cr .4 
1-4 r - % % 7: < ISC) 0) % - < --f 1: <0 
LL u W - W < XU U E ft -L " cl "z 0 0 

- -% U C%J 1: Z UM U) < - U -4 1) Z %W IrIq W-f 

io - -: t - - W - < 0% -.. - - Z - -4 Z ý- ý- a, %- a% 
w CD - (Xi N It Z Z X --I % % 0 0 X % w ZW 0 . -0 - M 
OL Cn LLI - - a% -4 %, < U- - Z 

_X 
1: u 

-j 
u0 

6-4 - Cr U) r F- Z (Y (n - - 0-4 - < I--# XZ zz z 

D X < 1: < < 0 LLJ 4- 00 - U-) -. Z U- LL) -1 0-4 < 

0 < a_ < z I: lic" 0 *4 4% - CID 6-4 - I-- m -T 
LL) -4 cr, Z b- a- - -4 LL W U-) Lf) LL) Z N - W-4 4% IP- A *a U- fj 

C, LL U Li - - U 44 OC - T I Lo OC cl, -c C A" " 
Z Z Z Z LL Z X Z ZZ Z Z :r I 

-i 
u - Li Cr, I - 

_j 
C%j 

_j -4 00 * Do 
_j 

0 (Ell c ID CD N, W W ý< < LAJ U Wa z 0- c 2: <N - Z- 7 - - z 

u S-4 " 0-4 1-4 X 1-4 _j _. 
j T_ T_ 

_j 6% :D ý- r_: l LLI Uj Z) X ý-- ý- 0- ý- ý- I-- ý- ý- 
- 

ý- ý- 
- 

W cn GI) (. 1) LAj CO 7 < <u u < 0 zz 'X U- o :r LLJ Z -: r 3- 3 -7C :T 73C - T X X 

w Z Z Z Z 0 Z Z) > 
-3. 

Z "U z u 

LA- ýj Li W Li LA- W z -4 -4 6-4 ip- x 
-i -j - -i -i 

x 
-i -i 

1: z D u u 0 u Z LL! -i -j -i -i LJ -1 -1 -j -1 -1 -1 -j -j -j Z " 4D 3 C! U) LO 0 (n 1) ý- < < A- << I-- < 4< < 4 < -4 -4: 1 < 

C 0 0 C - 0 U LIJ LL; - - W - U- U U 6- UU 1- U UU U U UU U U 
W4 V-4 W-4 

U L) UUU W-4 



- 321 - 

x 
w 
0 
z 

4% 

z 

LLI 

0 

EL 
z 

D 
D 
CC 

*4 

"I 

0 
ID 
or 
OL 

w 
0 0 
z co 
6-0 gx 

>- w 
4cl CL 

z 

x 
w 

CD 
z 

(V) 
Z3 (M 
CL. 

z 
z 0 

CO (n x 

0 0 -1 cn m 41 

4% % u 

x x 

ui w 

a 0 u 

z z w 

0 u 

x 0) w CD 
w D w 
0 x z 
z w C) 

0 W z 
z u 

LLJ " LU " (X N a C%j 
i3L op" LL W - W - 
4cx z D -Do CL LL C3 LL x D 

CD " " LL W LL. w 
0-4 X y D .0 D a 

U) LLJ 
-121 

(1) m 00 z go 

LAJ z tD z U) z 

(D Lu w -4 P-4 

X: - 3L 
- Z UJ LL < It LL- tAJ Z 

1.21 1-4 Q: u u -4 u 

uuu LJUU V4 



I 

Lbý 
z 

cc 

- 322 - 

w 
z F- 
z< 

LLJ CL 1: 
UN 

1: z 0-- 
www U) 
ý- a CL W 
ED 9-8 *4 
>- LL X ý- U) 
(n zx cn y 

Co CL Mu 
a- u -4 v V LA. U. 

-i 
0aD co 
-1 ý- ui 
ID (n T cr 

zvw I-- w 
UJ " ý- >. 

. a- .4 U) 0 0 (n 1: w "XW 
z 0- < 

wwX: 

U- z Y- 
vz 

-i 

:rX0W 
I- u t- V LA. 
P-4 U CY. 0" 

x 0- W CL Z 
< :3a. CD Z 
Z CL U) wu< 
zo ý- I :Ewx 

cn 
V F- 

<DW CL 
66 <wmw 

U) 
cr Z 

wz0 CD L4 w 

M- LL IL Ix 

U) 
--4 

C) 

Wo W LL 

U) 1-4 W (X -4 (j) 
z 0-4 

Le) 
-i 

x >- 0 

w WD u ý- cu 

z t- z t- 
IW uj -4 (1) 

w< tx Z) ý- - 
z :1 12 CY) 

UWW"W 
ir- Er a_ 

=) P. - < LL (f) U. 
n= -Y 

2 
Cr C_ U) WU 7r 

cc, z 
-i 

T to 

Z) 1-f < I- 
_j 

Lo > -4 M CU 

Li XM U- 

(n (n Jr " 0-4 CO 0 UJ 
TxZ, z :> Z) 

1- --r. "< (D I-- 

z cu 
A - 
T cli (IN 
u >- %a 

x 

N IL 
cr 1% w N 

IX - a %D N *4 < 
< U") cu Ex 
w N >- 
M - >- 

CL X: 

00 x cu 
0- 

(L 
tr) %D cr 

tr) 4% 
cu cu x 

w Z 
Aj x cr U) 

(x >- CL 4% - 
>- 

U 12- 

U- C%J 

6-* CL if) 

--D Ul Oo 

Orl U) - tO 

cu cu CL M 

(1) >- C3 >- U) Ir 

0 >- % X CU -% 

u EL - -% - CL 
LL. % %D X IAJ r - 

4% - LO --l m D Lf) 
r %D . 1%., >- -4 0 CU 

4% Lo - 04 
CU 

- 0 

z cti >- -]r X 4% 

- C%j M: X a- - < 
-I- x (f) CV) ir 
cli X r4 4% 

c a- x Lo t- 

'r-4 - .4 'D Z 1: Lj-' - Z 

0 T) to (n Ir 1: Z) 
U 

X N 
x x 

4- uj D a- Cl- X 
N C X to ok - CL 
O Z X - U W4 - - 
W-4 0--t CL Z " >- U. % M 

- *% Lr, X U 
L&J -4 z ni z 0- z 

cr 1ý- U - ID LAJ 

,. Li 0-6 x 0-4 x 
-i 

z cn cn 1: u) w < 
a: ) Z W Z _j > 2: LA; ui a- x )o- 
r Z T- X: IL x 
u 0) " 'D - 0 0 - 1: 
u - Ll: l d) C- u w W. U) 

45 60 4 Lid 

in 

0 
M 
04 
W-4 x ui 
w z 
0 cx z LA- 

LO 

'r. 0 - (X w 

.% 0 1-4 

tAi -4 . 41 - 
0 -j LL 

Z C3 
z 0-4 y LAJ X 

fr_ U- LL-1 LIJ 

LLI W C) w 

x 0 LIL M0 z ww 
w LL u< " r4 

0 :D -j 
m V cr- 0 

z LL W T LU w 
0-4 z LAJ 

_j _j _j 
#- 

-i _j 
w w ul LL < 14 w 

CD cr u u" Z UU 0 

uuu uuuuuuuuuuuu uuu uu 



- 323 - 

CD 
at 
w 

cn 
LAJ 
D 

-i 

-j 

w 
CL 
(f) 

-3 

P-- 
&--q 
z 
0-0 

3- 

I-- 
Ll 
(1) 

'04 

CD 

x 

%D 1 

cu (U cu 

X>: 

3: ) x >- x 

lz a- a- a. 

9-4 

uu 

.Z x IL 

CL 

x 
x 

CL 

CD 
1-- 

U) 

0 

-J 

m 
w 
0-4 
cr- 

> 

z 
0 
-J 

0 
0 

uuu 

M 

C%j 

(D 

cti 
Z 

+ 

D 
cr CD 
+ " Ir 

cn N Z 04 -) 0. -. 4 +* I. - N >- 

4% Z * 
z + 

(L + 
zG --3 x 

0-4 - 

Z 

v-4 m Ir z 0 u 

++ " + 

z 

.4 z 

> 
-T 

0-4 CL N C%j < < N 

4 u CL m m x >- m a >- 
Z 7 LL: Z =) Z X >- - - X 

a% -4 LA- -4 0 a% CL CL X X a- 
IA- 0 N 

U U 
m -j Lo y z NN N v N 

-j x x -1 >- z 
< 0 x -I -) x 0 

o o u c w o (lQ- x >- Q- u 

If) 

S 

LU 

I- 

a: LU 

0 

U) 
w 

LL, 

LLJ 
(f) 

uuu 

> > > 
< 4 < 

C) Z Z Z 

0 - - - 
- >--4 " " 

m tu cu 

x > > 
r x > x 

-4 - o m U 0- CL 0- 
0 u m 9 

8-4 e- - - s--t 6-4 6. --9 " 

x x 
z u r z z x >- x 
0 " 0 0 M IL CL CL 

Z w D 
c3 

Lä- 

w 

(n 
w 
X 

ID 
r_ 
(n 

L) L) L) 

U) 
V-0 

I- 

CT) 

I- 

-J S 

ID 
eD 
X: 
Cl) 
z 

LL 

1--4 



2: 
I-- 

ID 
CD E 

Z U) 

0 N 
CL C%j I 
I- v z 
D ID z U) 

z 

La -j w u 2: 
LAJ z 0- 
z z U) cc 

D z < aD 
CL < T z a- r 
z --L L) U) 

u 
IP. - -g: x cr 

X7 F- D N Ir IrD 

w :. D CL t- LA- 

a_ ý- Wu 
z D Nw Ul 

a- ý- 
U) u) ch a- 
cr- kli w Y LA- LL 
(D 16- L) 0 a) 

LL. U) V) 

>- >- V ID 
U) u U) U) ca z z 

-i -i w 6-&wj z %D N -- (r) # ýD 
Iz C%j m Z (%j C%j 

m ý- -j -j r- m -j -j -A u W Z Z - U zz z 
LA- Cl -0 

z 0-4 ý- t- cli 

LUO U- x x < N0 3t ýr x 

V) TZ lslý z 
-i u z< -j -j I 

-j 1- 9 :1 _j -j -j 
< < N Sj u -4 < < 

L) U U U Z Z7- uu u 

- 324 - 

b- 

w 

(n LLI 
w a: 

w 
C%j 
Lr 
cc 
LL LL V 

LL cr 
V 
U) u 

C, 
uj cr (r. Ll- 

LJ w 
U) c 

u 
:1 LU 
u0 

cu 
C%j 

uuuuuu 

cr. 

(D 

z z a. CD ID 
P-4 
I- - U) 

< 
W-4 

< cu 

u p- u ? -- 0 

J-4 w 

- P, -* in w 
-4 LA. C%j CD X 

LA- 0-1 LL. Z w 
U u 0 
w 1.11 1-4 
(1 0 EL I (L U) 
U) U) z 

x Y -. 1 V 
. -4 U cu u 41 - u 

cr cu 
0- ý- w 

m Z) 1-- m cu CL U) 
< -j < -. 1 w 
Y- ý- CO Y- I-- C33 a- to 

X X (n z 

< 0 .4 0 

co A. - Z LO P-- zr CD Cj) 
w U) w w U) W ID 

Qý 

a% LL + 

4 r*j 41 C%J P) W-4 
0" N f- 

-. 
1 

-. 
1 

-. 
1 cu 

-. 
1 

Z Z Z Z Z- Z I I-- LAI 

0M 0 0 in 3 X Z 

-4 

-i _j _j _j _j -1 _j _j -4 _j 
0 

-j -j -. 
1 

-1 -1 -. 
1 

-1 -j 
A 

-j 
w > wz 

< < < < < << < 9< cn < (n T) 
u u u u lýj uu u -7)u z z o-u 

cr 
w 

CD 
LL 

LL 
En V 
w 
:Dz 
-1 0 
< 

u 
ww 

U) 

7 

U) Z 

wz 

:D 
U CL 
_j 
u U) 

cu 
W4 

uuuu 

CO 

z 

CD 
w-4 

V-1 

Z 

C3 W :X 1-4 

uj (n u (x 
ab 0-4 Z Lli 

% -% LL 

W-4 W-4 LL. 

LL) NND 
(f) C13 

(NJ Cki 
-j 

00U 

cu 



- 325 - 

U- 
ID 

w 
0 
z 

w 
Ix 
U- 

cr- 
w 

w (D 
I. - 
En T- 

LJ 
00 cr w 

w U) 
CD F- 0< 
I. - U) U) Ix 

1: m -j LJ 
.4> 

t- LL > 
U) M 
W ID w cn 

cu 1ý- 4ft 
z a z 

- 0 zw I--@ 1ý- 

u -cc W LLI 

0 0 WZ u I- 

+ --j cu z z :D w 

--3 - - - >- D --: ) tO G Lki cn a ý- 
0-4 CM (NJ X V to u CD 1- w 9-4 " 

x >- a. CIQ Uý tx 
C%j NI t; t- X >- + N z 
i- N N. Z- Z Z CL CL N. CU Z) z VA Q- -V z 
a N. X P- 0 D + + (L U Li v--4 1 9-4 " " u tr) 

V-f -. -0 - 1- 1: ý- LJL v - - - b. ý -) -) - a -1 
Qý + ý4 4% - - - 

- - cu -6 ý-- C) - C%j U -4 -4 >- -% - - >- 0 < cr- CU LL -4 cu cu cu 
-1 

1-- 

M. C%j >- W-4 W-( CE ZZ - 0" - - >( - X >- X Liu u i- f- 0- lp- x >- >- . 44 
x >- X a I. - Cc y I- m X >- 7- 1-- Il "1'- 1: 

ý 
u cr 1 a x >- x 6- 

x >- a- - EL Z V) Y) - x z En a_ V) Cr. U) N -. 4 CL (1 95- U) 7 

ICL Cl- it 4-4 - cn -Z - 
-i 

- Cl) U) " Lij 6- it vN I. - cr I ý- I N v 0 cv 0-1 0 - 

U 0 Z + U 
-0 - -- LU w N U) V-4 -- z U) 

- 1 0. " -1 z --3 --) --) in u LL LA- CU Oý W 

'. 4 Z 6-4 " Z - - - - - -- z (n N 0 CD M 

x u z x D - - >- ý- N NN - 7 0 U- w 
x >- x 0 1-- " ý: ) X )- x z x )I- >- < > X >- >- Li MX F- 

r r z u c m uL n UL U r z r n c x >- X LL cl) 0ý 4 0 0 x >- x w 0W LAJ Z 

0 0-4 n 0 W W W U 0 a- 0_ CL 0-4 0 z b-4 0 a- CL CL z 0" 11 9-4 

X) m 

00 0) -4 1"4 
uuuu uuu uu 

0 

0 
I 
>( 
x 
z 0 
U 

0 
W-1 



- 326 - 

0 

COO 
U) 
Li 
u 
ui CD 
z 0 cu cu 

+ V-4 1ý- 

LL 
ru + a- 

b-4 (NJ Z W 

. Cl) -4 . -4 CL cu C%j (V a- a- M W-0 0-4 " " 6-4 " 0-4 

cr x 

X 
a 

- 

X 

X 
> 

>- 
>- 

X 
z 

= 
3 

--) 
16- 

u 
1-- 

(3- N MI 

0 c 

w 

LA U) W 
-j 

N I- C- - - CL 0- a_ 0 0 x U - X X >- >- >- >- 
C) 

- 
LA it " + -4 11 0 9 a w N W W r N x X >- >- x x 

8 
0 0 

- 
0 1 1 co ru 6-4 - CU >- - - - - - - -: :) :D (1) 0 - 0- 0- Q- a- (I CL 

N " 0 a: ) I C%j -4 -4 --4 jj- -) " Z X 04 0" J-4 -. 4 --4 0-4 Z Z Z It It N 9 N a I 

>- z a LL LL. 
_j 

1-- 

(n 

11 1ý4 

n 
R 

SJ 11 
- 

CL 
- 

a 
a- 

It 
- 

v--l 

- 
4 

- - 
CU 

- 
0 ; 

- 
W 

1-4 
t- 

li 
1: 

U -2 - 

-j 

- 

q-4 

- 
N 

- 

-q 

- 
C%j 

- 
" 

- 
N 

>- 

z 

z 

z 

T 

z 

LL 

o--# V-8 -I N z - X: 3 X >- x 
. 

>- >- z z -4 .4 - - - - - - 

CD V CV Li- 9 0 Ljý CO U. C 0 0 -) X >- x X >- x U C _j U0 x x >- >- >- >- 
V 
u u u U) -1 -j 11-4 .0 0 a x CL a. Q- 0- a- a- u u z "0 3- CL 0- CL x x 

. -qo 
-* 41 

U 



- 327 - 

a 0 
cu 5 
z u 

+ 

+ - U 
C%j 

TL CU - 

+ 

Y- 
P--4 1: 0-4 

+ + U) 
-1 

--# --4 Z Z 

0 8 1 - - Z 
U) 

Ax Z z + + ý- 
r - - --q CU I 

6-4 * * ý- ý- 0 

U) (n 
Li + + I I 

V-4 CU W. -O N 

LL ý- ý- LL LL CU W-4 
CD U) (1) Z + -4 + 

cv 

CU 'ki M 

0 31 m LL Ll- 
-j -i 

X U) 

Li U C. v-4 A 

cr to -1 "i- N u 1: LL CU 
LA- Y -, -4 C%j 

U) 
-j _5 -j -1 4 - b-. 4 

LL z z z + u N 
V 1: qr-4 CU 

- - Z Z 0 a- - _j _j V-1 q-4 0-4 P-q 
_j 

ui + + 
_j _j _j _j 

Z 

Lli W-4 cul Z Z 

CL P. - 
(0 U) Er 41. 4a 

LAJ w W w 
C I 

-i 
a 

-i 
LLJ LLJ 

CU & 0 N CU 0 a 0 
cl- LL LA- z z 

0-4 0-4 J-4 1--4 6-4 0-4 0-4 

Li V-4 N U- Li- LL U- 11- LL LA. 
cri 

_j -1 P-4 " " 14 0-4 1-4 " 

z 

1-4 

ID 

a. 
0 

LL 
I 

p-I 

z 

LLJ 
I-- 

I- 

z 

(0 

0 

U) 

Z 

L) 
eh 

x 

x 

CL 

«4 

x 

CL 

Z 

c 

I. " 

-J 
-I 
U 

w 

w 

-i 
w 
u 
z 
w 

LL 
z 
CD 
u 

z 
. 19 
w 

z 
0-4 
L. L 

CD 

CL 
Z) 

. -4 (n cn U) 
x >- z+ i- 
x >- z a. CL a. U. ' 
uuuzzz0. - *% -, .%a. xZUX >- ZZ 
X>-Z+#X>-ZN 
ZZZT-Nzzz: l 
C tc to z I-- Ir CC V. z 
UU UID CL UUU0 
0 It It U 0-4 UU 

x >- z"vzN 
X>-ZMMX>-Z6-T 
zzzzý-zzzz 
ononaveDO 
uuuuzuuuu 

4. 
�. 4 

LAJ 
0-- 
z 

uj 
u 
z 
Li 
0 
6-4 
LL 

z 
Cc 

u 

IL 

uu uuu uuu uuu 

cn 

0 

z x z 
X >- z z .4 x z Z IV X. z (D C) U U C) U U 

U 

ft. 0 

N 4% ab 

W-4 V-4 
a x 00 

z u 
X 

x u u wz 
u 

_j 
1ý--f 

- - - %Q V- Ir 
ow 4% a4 - LL W 

-J 
(I IA- 

Z " Lj- 
ý- YD 

:X X 3 X U) M 

< < ý4: ( < .4 41 
U U U U UL) 

Li 



- 328 - 

CD 

u 
At 

e- 

zi 

x 

w 

w 
CL 

w 
X 

x 

w 

w 

CL 

ui 

00 

LLi C%; 
cr, .4W 
tri 0w U) 
v cu x4 
M CD X 
u xw 

-1 

< 
U (D uu 

0 
(U 

I- 

Lb- 
ID 

z 

x 
w 
z 

w 

CD 

(U 
u 
< q: ) z cr 
co I- "0 

ir 1-- 0 
0 W LLI Z 
C) Ix cr w 

W-4 
W 

Ut-) Juo 



- 329 - 

u 

-j 

49 
L) 

CO) 

z 

z 

u 

u 

4% 

x 

X 

u C%j 

U 

cU cu 

Z 
z 
a- 

)I- - 
xN 

CL 

>- x 
>- CL 
a- 
xN 

z 0- CD 

xX 
cn X 04 

Q- > 
X 

zZ CL 

ID 
b- X 

D U) w 
Dz -j x- W (L 

0 (n x: 

U 

U 

z I- 

D 
U) 
w 

w 
u 
Z 
w 

U) 
w 
P- CU LL 

< z 
I- X x to 

x x u 

F- (L CL 
(n 0 co 
w z W4 (U M 0 9 

op (n 
cu Aj CL 

(x D 1 
1ý- CL 
u CU CD 
LO z z 
IL z 0 
U) x x tL ro 

I CL CL cu 00 

T) - - 
0a 

1ý- CY) (n cu 1- 0 V4 
D co co CL v--f I 

4 4 ok * ID 0 (n 
u U x cu (D -i 

CL 
w x > cr- LL "i 
W V-4 1 .4 - 0 t- 

o--$ lu -1 CU - > (n 
V CU z * -j m z 
z - V a - - .4 0 - 

> 16- M - > ; N 
w >- >- F- * 0 _j - - C . 4-4 -j I. - 
1- 11 CL U) 

ý Cu W. W. 4 0 0 + '--. I- cu + ý- 0 ON +z 

D > * V-4 Or X Z N V-4 " 

x x z - cu fy) 
-i 

< LU -4 U) 
-i 

LL 

CU I cr- X X M N _j - > (P. X li U- 0 (D CL -v 0 

LL CL : I- I-- J. - - 11 0 11 -J 
W 1: - W--, ý- UJ - CL & 

-j 
z z z " li z z z a: x x- x u ll " n I-- w c 

.4 z z (D z 1--f CU U 0 - U- < V < < < X X -J LL LL 0 M LL F- 6 
u 0. CL 0 u > > 0-4 U LL I. - > C > > > uj W LL " a- (D z " U) LJL. 

C) cu 

IP-4 W-4 W-1 

UUU UUI%j uuuuu 



- 330 - 

p 

CL 
w 

0 

A 
CL 
w 

u 
-i u .4 u 

u u 

u 

-j 
N LA- 

0. v 
-) 

LA. 

LI- w 
LL to 

w u 

(D 
u U) 
% U) - CL 

cu CL Li 
w 

Cf) F- Z a- 
W 6. I- - L: 0 U) m 

0 P- w to 
q-4 y D 

_j 
40 X 

v C%j X7 73 0- 

x uN oc v z 

Y. a UL 
13L -i I- v-i f- - - -Y + 
U. < -1 -1 - CL 
a uD MD D LL LAý I a 

CL 6-4 X: Ci = " " U. CL 

1ý L: a_ 0 
Lf) aý 0 
& 1 V-4 

0 U) a 
> I * LL 
x a. o CL 
w N n 

UL LL - 
z (L 11. 0 z 
0-6 9 U 

0 LLI in Lr 0 
u 0 a W. 4 
z 0 0 m 

w C 40 al 

c a 40 a b- 4 
LL) 0- 0 CD % 
(D _j 0 o U) 

z C%J 

c * tA- C%j 
u Q- a. Lk- CL (D 0 

z 
LU Ll- LA- LL LL (D u 
(n 6-4 " Q. " (D 6-4 

00 

uuu 

U) :3 
w En 
F- w 

cr 
w 
uw 
zu 
wz 
C3 w 

z LL. 
ID z U ID 

x 
CL x 

CL 
a- 
D LLI 

L 'r 
I-- 

cu Lr) 
uuuu 

Cf) 

V 
I- 

CD 
0 

0 
U) D C3 
w (n 

w 
cr 

w c%j 
L) W 
zu 
wz 
aw 

LA- " 0 

Z LL. 

CD Z 0 
U CD 

z 
z LLJ 

Cu CL >- 0 CU 

W-4 (L a 

U. CL I I (A. Q Z Z 
>- >- CL V -: ) q-4 CU CL 0 

-1 
z z 

CL CL a 0- ý- x -j _j " -4 - CL fl- 
m N x z I-- (D " li >- a In a 

w-4 CVJ X CD U Lu i- w-o Cu >- LL LL -* (U 

> > U (D " in u) -i -j u cL " > > 

uuu 



- 331 - 

0 
U) 
w 

cu 
cn x cu 
wx CL 
a: 4% C 'r-4 - cu 

M LA- X. 0 cu 
0 x C%j -i x 
F- w (L + x 
IAJ u 'D w-4 CL 
cx zz I-- _j - 

<w 0-4 1%. 
- -. # > tD I - 

(t 1-4 0 CU cu 

.40 CM 
-j 

> 
-j 

+ Z 
X 0 -4 z cr. 

Cl) w LLI -. t _j 
Cl. .4 

w 40 (n z 0 CU + >. cr b. -4 'D 
4. - -* 

C%j to 0 Z C%i 0 

Lij -: t 
z N C%J 0 

u (n 00 a- -j -A -j C%j 
z aw ui + + W r-4 V-4 V-4 %, -% # cu - 

ID 30 -j -1 
-4 C%J - - CU 

4p u 
-j --I 

x x - xN 

LLI x x m xx 

z W-4 CL Lij a. cL 1 0- 1 
V xm z 
L) ;z C 

7 z z Z Z 

z Lij ui to CL z z z z X X 0 

z 0 - a- (I w-4 0. 0. >- >- - W 0 

CL V-4 W-4 11 9 it N 0 1 x x U) z1 -4 

+ + - - - -L - Q- CL Im z0 *z 

X3 a- ui W-4 CU 0 
_j 

Z) -_4 . -4 cu 1) V. -I C%j a 0 < (L W x cx 

N a: __j _j u cn - - - - I. - - - - - u H 4.4 U0 

z CD " I -i 
z z z Z Z -4 M, U cr- m a I-- 

(D z -4 (NJ M LA- <0 LL Z Z Z 0 Z Z - - W 4M TWZ 

(D U _j -4 U 1-4 u0 o--t CL CL CL 0 0. CL M M X >U UMW 

Cr, 
UL)U uuuu 

0 W4 
cm cu 



- 332 - 

-i w cu 
«4 tu 

LL -i aD 
LL 
w Li 

CI) 3 

CD LL (D 
*e Irt -i ID ti- W-4 u 

tu LL LLJ - Z 
-3 

-i «) # (D O ir + 
«4 f. - a2 CD Li 0 :D CD LL 

1-4 m w - b- 9-- ta. 
-i CD oý - 0 LL Lii 1: w 
-4 (D CL - 0- q> (D LL W- " %V LL LL V-4 0 v-f de w 1-4 _j U 

CD F- - (D CD - T- - + 
CD C) - Im> 1: 0 w L) 0 
(0 ID W. 4 rz Z 9--4 t-- LJ- - o 
üý C) w -4 

_j --i 
UJ C) (D 

CL 
-i 

LL 0, C W. 4 - 
JJL. m 0 4r, Lä, db U LL IT 0 j£. 

ih-- c w -v-i ýI Li 0 CU W >- L- - W C CD -0 l> 
Z (D b 0 0 8 -1 _j 

0 
-1 (C -i L- C) CD _j W W 0 . -4 0 

oj 0 0 0 --t m < ý% 11 U 9 LU --4 U -) (D < Z 0 4a le--e 
b--4 m q-. @ V-f _j h- U 11 - li 0 '23 11 + t> 11 Z (D ID r-o 8Z 
k- LL M 

-i 
+ m Z 6. --4 u- 0 U- >-4 u C LL L) - LL --4 LL Q 

-i 
CK Co W- 

U - ID - La- --f ý-- - (D U- 0 M u- - - -i Lä, -i + LL J-- - _j 4 a aZ 
Z x UJ < LLJ m aý Läi Z < 11 cc ix t- c2 
:D LL 2- LiL, W--4 - - L. L UC: ) U V C) LL LL il CD U 0 D C) L&- 0 -4 0 CL. WZ 
LJL 0--4 LA- b .. 4 JJL- 

-3 -. 
J 1--4 -J 

U Ilý 0 u --0 0-4 -ý L) 
_j 

0, 
- Li L) b. --8 oý a: aý Lä_ xw 

W-1 cu cr) 



- 333 - 

0 

>' 

r() 
- I 

o - 0 
> 0 

o a 0 
" 

z 

Oz, 
*0 F- 

LLJ 



- 334 - 

CL 
Z: 

z �-4 

C,, 

0 cr- 

0WW 
MZX: 1ý- 41, 

D. -I "4 F- C) 0 
uj 0 16- -j _-: ) W CL 

< rL >- in 4mý 

CD zm ý-- wwm 
-J D ID :3 lp--o CYC 

a: ix IAý CD X: w 
ID 0uMz 
Ls- W ý- UJ _j 4 -. " 

0: CL < cu -i Lr) 6-4 <ZW 
ZD Q) XZ 

0 jj 0 

ui cn (D U) U) 
cr :3w I- > 

W -i -: ) 0 
z ji w 1) o--s IL - wTMZ LL Tz NO 0- t- 1- 1) -C 5-4 + 
'r 0 
to X >- 0w -4 w CD 
u ý- co wW :3z 

0 
-J -J 

Q" 
(! ) w M) 1ý- 

LLJ ID ca z 
-i 

I-- 

'77,11 -j 1-4 z .4 :3 

uj 4: x Z- a- 
1: W ty M -4 Z 

0-4 u C11 QD u 

ýjj u LLJ LAJ 
L. U (L >- 4q Z cr- >- 
a. in -4 cr o At co 

ui U) 1: w 
D cm z 0- (n 0 
(D LU wDW LLI 

0 a. Z IL 
OL <1 <0 U) --: ) -1 C 

LL 0z In IE) 0- 
< U) - Cr 0- (f) 

-z a- u) z 
(1) Ct) " I-- U) OD -J W 
c 0- 

-1 z4 
1- 'd XZ cr Cf) 
0 LAj 0<w 

z LLI <0 ý- 6-4 ý- F- 
IT) fn czz U) cr 
uw -111- -4 

0= Lo LL, 
LAJ -cz z 11 1: 

ZM 
o(l) W cn 0 

xuz Lu -Z CD 0 
Cl- s--4 CC > (n W CL X 

Z: ai uj >- (D % 3. 
C) 

UJ -4 W 
uzT0x 

a CL << I-- -J I- 

uuuui.. )UUUUUUUUUU 

clu 

x 
CL z 

U') (n x 
cu LLI I. - Z 0--l -Z 04 #4 

vz 

ý- 04 (D X: i 1ý-Id 
U - -j t- 
LL %a u (1) 

Lr) U 
cu % D 

(IN - Jr. 0- 
; 

C%j :1 F- u 

to w 
a: It 

U) x -4 
V > 

%. J 
LL %D 

04 LO z N cr X: z 
IL <u 

:r z 0z 
-) 4% -% 4% 

X zx 
1.0 w< 

Z: ti) CU CL T :n 

0. N - u tD CL 

7 cu U) 

0 C3 cr. 0- 
---3 

M -4 1-4 >- 0 

V a_ Y Lki cc x 

U (f) #-. I LL) 

I% < JE D 
'. 4 - w c- T cu z 0 

-ýo a Y- CL 0 0- -3 CD 
-4 T- N in --4 Z 0, 1-- -4 ft )- - 

-j 
0 1- 0 %-4j 4% t- " - )-- (n - < 6--4 qP4 I-% ý- co < ý- x IF-4 I. - z 

M 0- K-1 
-ýý 

b. - Lj 44. D < 

LL. 4- x ý- 0. - Yu -4 x 0. - L 7- (U 0 - 

1*1% N N *-ý uj *, % N I... Nl-. N x CE) - > 
0 0 -4 C%j (n 

-4- LO -. 0 00 M -, # U P- *4 
V. - V--q b-- I. - N I? - I- f. - ir- 1ý-- 3 at W-4 W-4 M, 

fr - LL. LL LA. L&; LL LL w -) ýý 2 w 

LL W (1) V) z (D U) (1) U) (1) x t- (1) u -i < 0< z 
X A Z (D 03 Cr e0 1-- 

Z Z Z LO X: Z z z 2 W LAJ - u X La 0x c 
ZP -rI -ýp 0 0 z . 1) -1 -j 

I 

r u -! - -- 1--, --. T- cl. a_ -i -j -1 -1 ý- -j -i T 1: Z' x 1: z r- 0 z 1: z 1: Z: < -j -j -j :D -1 Lj C LD 0 =X Z, 0 CD U 0 1) 0 0 CD LLJ 4 << CD -1 4 
U U UCL U UU -% U U U U U W U UU >U U 

64C ýa 

ý4 



- 335 - 

u 0 
qx r 
LL z 

z 

u 
w 

ID u (n M 
X (n y cr 

M I- u 0 
I-- x F- 0 u 
0 LLJ :3 -1 z w x CD a- 01) 

a < -j < X: Z 
z a. u 1: (1) LL 9 

(1) (3 z V 0 - Z 0 
0-4 - " -it -i - Z at - _j 

M 
t-- ý- 1ý- (1) " - < to w 

u :: ) D 04 _j 00 Z z 
-i 

Z EL IL 0 (n 1% - - Z 11 X- - -j :n z z 4 w Cl) w ID 
LL 1-4 w tr 

:3 N cr -i x 
C. Z z -j w -*L w > 
w 0 4 a aL (r- .4 - -4 W m Z - IT co 
> z w oD Qý > (j) - > i. - z X % ui u 

> z u LLJ :m D Lki CU 
LU m -% 0 LL, a 

-i 
UJ Z P- m 

:r Of) - I-- b-4 LAJ - z M - (n 1: X - 
1-4 to 

u Qj z X JL 
-j 

" (D I-- Er- 
-i 

ul 0 ui 
-i 

LA. 
< Cl- 0 LA; u 

-j 
m ý- 0-4 - 0 < x in z 0 

1-4 < CD M LLI I- z D c o u z LE 
a 0 ý- a 410 Qý U) C --c + Ld U C) CO - LU X " 

,V 

U Cl) z I- cn 1: < 1-4 < I- t- 0- 

(V < 
-4, , U " z tv P-4 LA- CO W CC < (n u 

CD _x m t- 2: CD m -i w .4 
Q F- F- z u a- z cr I-- LL) 4 LL ý CD D (J) z 0 V-4 UJ LAý U z u 

CL CL I- Cl- " < w o 0 D CD z < > ý-- < uj z 
z z U) z cr- U) M cri M CL z (1) 1-# (: ) 1-4 U. CD CD 
b-4 0-4 0--d w CD 0 7 CO -i x (if 

v ý- cr iA- Cr- D X (I cr- 0 V 0 -j cc 
LLJ Lu LU u w w a- 1: LLJ U- z < < 
Z) :) m =3 6, ý co < - (L 1-4 z z w 

un C" LA- (n LL i: ý- T- (x 
D c " (n UL 0-6 .4 CL ý- a: 
i -i 

=ý 
-i < -T -i Y & 0 ý- -1 0 (1) 00 1- (1) 

- < < a. C% < U CL u a - - V) a- x x 0 w .4 u 
z z z < m: tv w E < M: cn N I-- 
< -4 w cl -i (n < Y- 00 W, 10 

< 2: cc :D (n 
ft "k < 0-4 -. 

1 (2 % ftý 

LL Z * 'r-4 w c ") a: - Lo o) -t- -1 
0 oc ru m C 0 N N 

z C to - Oa - (r N CIL M, (10 Ck- m M LA- 

r-V to-, \of - - - Z - a 
j j i j 00 D LAJ %D (1) iý- P. - -j 

U) 
_j _j % -4 Z 

- ' 
LL 

-i -j 
- z - z - z - z P Q: ý- LO Z < u z m z z q-4- o w z z z z z 

-' d 
ý- 4% Z z 

ý- I-- t-- 0 X CJ U) Ai 0 f-- ý-- i. - N t- x -D a 0 L-D C 0 0 X - Cl cl 
-r 

-M 
--r- LLJ a- LU v u z x W G- :1 : 3t - 7C z 0: x Qý T cr x w x cr 

Lr o Uj Er- z _j " " 0 
- 12- r 0 Cl. Zn _j - _j _j 

CU 
_j _j -- -i _j _j _j _j -4 _j - -j 

1: ID 7- u 
-j -i -i 

< z 
-i -i -i -i -i 

a 
-j 

cr- 
-j 

< 1: D v < 4 T) < u c < < < < < it < LL 0 < - -4: 1 

u U L ) U U) (m z z u 0 U -q u u au u u u u U U -J U P-4 1- u ou 

. to ýd 

0 
ri CV) 

UUUL)UUUU 

w 
I- 
z 
0-4 
cr 
CL 
I 

ui 
z 

ID 
I. - 

w 

2 

(D 

uuu 

00 
0 

LLI 

cr 

.x 



- 336 - 

(x LA. 
w 
CL 

w IV 
b. - LL 

CL OL 

x 

ID 
-1 00 
C13 cu 
T- "k 
cu x 

N U) 

X 

tf) (n P.. 
4% u IA. 

P) W 

(n N ND -T z 
LL r%, 

U) -. ft 
Z- -j Z- m0 

> U JL 
w I-- x w 

u C% I-- CL LL 
I cc I: u X: w P- 

LL ý# u (n < < 1: -1 0-4 M + 4% LA.. 0 0- 
u (r m c x -% X: 
LAI 0-4 m 0 0 z T- . 44 

a_ w W T_- Ls- C b-4 wm 

U) :c CL Z- " _j -1 N 
z , U) ý- z 0- .4 z -JL ý- U -% 1: 4% 0 

En (PI Ln CL ui )c <x a) 0 
cr Ir, 4, V cr_ u Ef) M x 0 
11 X N V LL IX T) M% LL) 0 
oc a_ Li- Z. OU 0 

-j _r 
CV) P- 16-4 

Ef) u u 
Z 0 X P- 

x m CL. Ef) Ln z 0 x 0 u 
0 00 M m % - T- CU - LO N w LAI 

-* - w-4 - LO X 0 (r) -4 -D 04 P- W4 cr x NO 

P%% " oc N OL 6- ý4 m X qr4 C 1ý- CL ui 
.4 X ft - Z - .% " ir. -t MZ LA: C c 

00 0 or. ' X -4 M X 00 X ob 00 -4 
L&j U) 0 0 u 40 

0 0 LO 0 V) 0 LO (y) 0 - 1: C) 4D w q-4 

*0 1-- 0 0 

I u 0 11 u a z 

< -W 
< uj < UJ < Lij < Li < Z) 0-4 ý- Lj v --4 W a- b. - 

z 

t- r- ý- m cr% y 0 cn ýn 1: 
a 1-4 X P-0 

LJ: 
cr 0" a 0-4 X< P-4 4 cn co a: It L ý- 

(D Cr V X (D 0 Ll 0 U-' CD 0 X C UJ z X X T-' u v I-- U) 
IA- 

-3t 
LA. 

--g 
LAý 0 X L& 

-3c U- C :X LA- T- 0. " - (L UU U -4 U 

%0 rl*. 00 C)N qF-4 w4 W-4 
uuu 

z 
Nll 

to 
lor-I 00 
+ qr-f 

7r :E (T) 

1. - 00 

V N 

v ok 

Y F- 1: ý0 
U (n (n 0) - CL Z z m (n 
-i N * W- a) 
U Y- ý- 4% U 
0-4 " (n 

4T 11 
_j 

lAJ 

C) cu If z yz z 

0 0 (Ij z It u If u 

11 C) x 0 1-- X 
z ý- jr) " l'- -j 0 " 
UO- M 0 is cn u uw -j to u 
zY -Y z Y- - LL -4 Z Z 0 L4 

-t 
U 



- 337 - 

0 
(0) 
U. 
LL 
w 
a 
U 

Ix 
w 
cx 

z 

w 4p 
(x z 

La tL 1ý- EL 
to 11-4 41 
ID z 1- 
fr 0 
CL cu (2 

ID -4 
1: co m t- x 
CD F- (U 
cx z 
LL w 

> 

w %a Ul) w 0 - " - V 
x N cu -j 0 

(D - 41% 
-j 

Cki 0 -1 
0 * 0 - - 

00 4% 
"b C) 4b " X 4c 

w ýlc 
0 % 0 

N U 0 0 % 
DO f*-- CD z V-4 0 0 fr. x C) 

%a -i N -i - - 0 - 
C) 0 - - - 

U ND 40 N cu -1) U z x - X 0 

10-4 1.4 V. 4 - W4 ý 
W) 

-i 
x 

-i 
) . 1) 

z z M, P- ir. Ir. LL x M, a- 
-. 

i x IL 
- 

z LL 

rp-t OD M - P--d 4% - % Ix m C r- 
-i 

X 1 v 

0 w ca cc 0 -4 1-- 0 0 -) - 0 X U * Z CL U 0 U w 

Li )- N o r -< W " l U l. - N Z N - - X o m 4- < I-- N o u r N x I -j 
x 1ý1- 6-4 0-4 z D 

-r, 
x C%j < -3 -3 Li n o - C%j LA- 1-4 D-4 N a U - a - 

.4 6-4 W 0-4 C3 1- LJ Z Z " N X + cr N _-r 0 LA- z 

(x OD 1-4 co " 1-4 cn 4 - a N CU a - N -4 0-11 M 

w b-4 - " 
_j _j _j 

I- - " N 1ý- 
_j W4 W-4 - - -3 0 - _j 

I F- - - " X 

- 
- :r 

- 

z 

z m = i 
-j -j 

z X: 
_j 

10 -) I. - - W-1 F- 
-i 

t- Z X >- - 3 :x 

- 
) w 

w Z tA- Z 
- 
< -4t < (D U. Z V W T) < ID - - ý- M - ý- < w 0 0 x X UL 11) :) CD a- 

" I-4 " U U U U " '-- C 9X C) U Q >- X x " x X U U) O U IL CL ý- X x x (D 

0I) 

(V) W. 4 0 tu tu 
ni ri tu (U ir4 

uuu 

0) 
". 0 

uuu 



z 

tAi 
CL 
CD 

ww 
-i Jr. 
b-4 W 
LA- -. i b-4 

LA- 
w 
CL _A 

ID u 

F- 0 
z 

0 

0 oo 
w 
N 

aD 00 

0 
Nw 
Ma 

-j z 
zw 
0 (L 
cr T) 

A LL 
U" 

C; 
z 

cr. 

a. 
I w 

z 

LL 

(D c 
Li 
cr- CD 
w 
qr 
w 

L) uu 

w 
w 

M 

UV 

uw 
z 

LL 

cl 

cn z 
u 

M0 
41) < 
cr- w 
X cr 
w 
x I-- 
CIN U) 

w 

-0 
%0 W-4 0 
W-4 

oo x 
-i 

0z 

0 
Er 

w 

1: 
cr I 

cr (D 1 -4 
x LL. --) u 

%0 
W. 4 

- 338 - 

w 
C3 
CD 
x 

z 

z cm 

W r%. 0 
w -10 -j N 

"u NO 
VJ 

Ir 
v-4 <W CO 16- 

t- <" 

U) Z< 
uj : 3. a F- WM 

z -j -j -i -j -i :D < -q .4 .4< 
Ix u uuuu 

uuu 

LL. 
CD 

a 
z 
w 

z 
8-4 
z 

(x 
w 
CL 

U) 
4 

U. 

w 

U) 
z 

CD 
CL 
U) 
w 
cr- 

u 
z 
w 

C3 
w 
cr 
w 

LJL 

32 

(0 

in 
LU 
ac 
F- I-- 

tD (n 
-i w 
CL 0. - 

uuuu 

F-- 
(n 
w 
1ý- 
0 
Z ýV4 
wz 

ID M 

awz 
u0ww 



- 339 - 

w 
T 
w 

LA- 

LL 
z 

0 

1ý- 
CO) 
w 
z 

u 
ID 
-i a 
U 

CL w 
z 
% 

CL 
cn X: T 
b" . 4t 

z 
w 
ID 

w 

z 
(D a) 1: 
LL. - z w 

X *4 --1 4ý 0 (T) 0 Lr) 0 (T) 
cr 4% 8-4 0 41 w 

-* 
C) u u u 

LLI rL 0 x LL Lf) -* 
ry) 0 r- tr) 01 0 

-; r 
if) 

0 ir y (F% T u u c 41 0 u LLI -: r 
C3 

It 
u 

141 LAI - - 4% 4 -4- %C 0 .4 clý - - -C 0 - - cn 0 cu 

0 -* 7- N u 0 0 -l" L) u (T) 0 41 (T) 4ý u -41 w 

.4 
1ý- cr. w Nc V-4 W. N , C' CV', Wý 1*-- 0 -4 M C 

-* 

LL LL L; LLJ U U LL W C U C - - C C 
-T - C W 4C 

w x U) z z tAi (n 
-i 

r-", N N N ý N N T M N N ,X X a N NN 

-j 
N. "*, % c LLJ Y- < z 010 00 00 00 V w w l--4 " OC. 00 1-4 " 9-4 oc 00 Do 

0-4 " 
-i 

D a: &-a V) 'r-4 11 11 11 H m 11 11 11 11 0 N 11 R m 11 N a0 

L. 
1- 

Z Z (P < := L&I 30 Xv N - - - - - - - - - - - - 

(A ) (rd z > I - - w m -I- LO r-- 00 0% 0 v-4 M -*- 0 %0 rl-. U) %D N 

X: X7 LJ -4 
_j -j 

11 
_j 

(T) z - -4 -4 4 V-4 q- -4 (NJ N N CU CU CQ N No 0 'D 

i1i T- X: X: 0 _j _j U _j - - 
I 

- 
T 

- 
2: 

- - 
T 

- 
T 

- 
T 

- 
T 

- 
:r 

- 
T 

- 
T 

- 
T 

- 
T T 

- 
T 

- 
T 

- 
m 

-- 
2: T 

CD U U 0 Lij U U U - 9-4 - " 8-4 " CL " " 1ý--4 " CC. " b-4 #. -4 " X 6-4, "" 

UUL) UUUUU 



- 340 - 

dw 
z 

ur. 
cr- 
D 
u lit 

u 

La- 4% CY) w 
% _j cn W-4 

*a "U * N Lb- 

LAj I. - JE - * 1,. -4 0 
Z - 4 z 

W 44 < 

ED 4% Z 

0 -* 
W 

40 
< CL 

U : 11 % a: ) 
LIU - X -Z 

0 
-Y 

a 4% 0 C: > 41k 

. I- 
U 0 - 4 N N 

Ol Ic c 4% 4% W-1 

LL I c & C X C - LL 
N ýj 0 Li m 0 x -j z 

-4 z c 0 0 z w 

cl 4 CL 

Z 

00 M C) 9 Uj < w < w cr- 

u -j w M _j _j I. -C 
7: T , I: D co < x v x V X 0 < .4WZ 
" M X IL I-$ U : 3. LL :c LL 

-r- W U U Qr- W 

cu 



- 341 - 

uu 

X: 

LLý 
z 

CrA 
n 

(n 

w 
x 
CL 

V 4% -4 (1) u z 

ww NO 1ý- ct 
-i w tr) (n w IL cu w I. - Ir w z x 
.4 w 

En 
z u 

to w 11) C0 

3: -j . 10 L) z 
U') w 

X >- cu *4 > 

w T- 0. - cr 
X w 0 
I. - (n 0 CD 

b-4 x X: U) 
C) m 4% U) 1-4 N 

P- ll-- - z %0 
NO 04 X: N 
Ul) CL w cu 

<z cu r- 
z U) - < a) 0 CD X )p- 41 4 
1-4 JL 04 U) N 6% U) 

U) x z 0 Zp 

Igo % w Z 0 0 

(m - 0- w 0 . 4c z 
zD X ý-# %0 C) -j 
" -4 C%j M 4% IN -i 
> CD 0 1% -1- CD - < U) 

" _j V-$ (n 
LL! *4 1ý- 1ý- u 

Ir- - Y. - co x W W-4 "1 0 

00 >- 4% * - 6-4 11 D Nlý v co z 
w 0% 0 - ;t 2: ft 0 z CD " U-) 1-4 

> ri .4 cu z x W " m C%j cl 
w X: (n 0 -4 -, ) u < Z 0 -4 U) cu 2, -. r- ý- 04 -r-I % >- - V (D C) 

t-- X o ýD 0 " (r, - I-- % 
cr 4% 

Du W < x , 2r M z 

(I < EL X w -3 - > < C3 C) 
U- x y ir x - V if) U) 0 a T wx (D W 

Z) (D 1-11 Nl '--. < "... N X - - o D u 44 CO cy- 

nz Co 

V-4 4, 'D a- OC (7) > so z w-4 1-4 

V-4 U P-4 1-- 0- P- x ip- m w N P. - -% - :3 

W I. - b-, Cr LL, Uý LLI -91 LL: W -) u 0 U. z P-i (n Z 0--4 0 
z -j 

LL. U) U) U) (n U) U) x z z CD, 0 (j) <( CE) u cr, w 
"D (1) w z 11-1 T "0 0-4 w w 

ý- U) z %0 X I. - -i uj (D -j u m 191 10- m D 
0w (D z z to z z z z z W 10 < F- > < 1-4 

_j 
Z Cr 0- Z ZZ I-- 

0x Al 0 cl, cu D n X) D 0 
-1 

z > 6-4 < Tj - IX " ::: ) 

m 2: M, 'r - Z: r X: E '7- ý CL W < .4 < z -1 F- CL 
In w I. - (! ) -i x z I- 
,: ) T z V vX D C n v O o " f-A < < Z < " U. < z U. LAJ to :: I 

U) I-- ID U UIL U U U U U U D W D O " 0 U) 6-4 U P-4 " IX U CD 

ho 

NO 
uuuu uuu uu uu uu 



- 342 - 

w 
(x 

M > 9-4 

0 tr) 
w 

U") 
w CL 
Cl) > 

z 
CD 

u IL I-- Aj 
U) At q-4 

0 U) 
0- 
D 

T u z u 

z u ID x 
0 40 

U) cr If) 

cf) 
-1 

7 
_r 

u ul 

< #... I CD 0 -4: E Y 1%) 
0 z < LI) 4- 0 . 4- < 
z (D (D 0 C3 4, 0 cx 410 
0-4 1% - -: t 

z 0 w cr 0 

0 U) < 0 00 w -t 00 z tD 0 
< (D z w 30 w w w 40 

(L) I- -. UU - N Ix w CiL N (D 
D z 1- Oo ui - Cl- N -4 00 0 
CL < Q) cr) 1: OC) F- (M 

-rl 0 0 ND C; %D 41 
0 40 

x ui D u > N0 N Lo 0 0 C3 z V--f 0 
% 0 to z -i -% C%J LJ ix C%j %% 0 0 uj w 
W-1 A- - a W, - 

< cm cn - Ir ct M CC 2: (X Lrl 0 
u z 6-4 u U <Z I- (D - Y Z - . w I- 
< Li LI) m 0 4- c < cn w (n 1-4 > - z w > tr_ 

0 4CI Y < - - a -4 a- w x U) x x (D CL U) z 

w cr > 0 cl: 00 0- z H ui a V IN LL U) :x 3c 
w I-- -i cn I IX - J. -I - w 1-4 - y V 0-4 (D 

-i X 1-- 13. 
_j 

ý- 
_j _j 

a- 
_j 

:: ) N - M W co - -i 

-i Z) x Z. -i :D -i -i to _j 0. - - - CD )4 (1) -1 
11 < .4 LA- V < < LL I. - < w > Uý > I- LL w LL 0 LL. < a 

El) (n 01 U b-4 > U U U) u m U) (1) U) 0 U (D 

u uuu uuu uuu u uu uuu U 



- 343 - 

tz 

9 0 

92 m 

UL ui 

u 

CL 

> 

w Z 
CD a- 

cn :3 

Co w 
9c x Cl 
Z 9 

CD 

cý cc tu 
w NOO 

N 
tr ai 

c ir 0 
(2 w 1-- 

Z 

w W-1 w b- (n Z + Z 
w cn x 
x 'Je :2 
u a >- 0 

x Z cn wz 
U >4 M Xw 

4 

Ul) tv) cu 
uuuuu 



- 344 - 

LI 
I- 

rD 
ir 
c12 

(0 

w 
(j) a 

.Y0 uwz %a 
V IE: " U) 
-i "a cu 

.4 x 
CD 0-4 t7i 

x 
-i u 

a_ z 4 
T- At 0 4% q% 

-j z cr w a- CL 
w> 1.0 1. - < 

(r >w U) U) x w 
W0" cu w I- 
> :r Z 
DZU 3c % 

Yz 
LJ x >- U 1--4 (D 
U) w ý- ý- 4% V X: I-- 
z -I- _-. 3 U- 

-j F- - '13 W 0- LL- NO U Lo W 
CL ir) 

LAJ UD X t- 
x4 cu -r ý- Li 

0 --j cu w U) 
T) Z ZI) ID IX >- 
I- < a) x 1: x 

w D% Cl) 0 
X-U u- zu 
LL F- w LA- %D 4% 4% 

z0 
. 1% a) EL ý- 

0 (D Z z cu X: z 
4U cz (D - . 4% u 

X-X: m--4 --S 0z 
w (f) --) 4% 4% m 

wx0 
$. ý X - zx X 

M (D 4% 04 No w4 LL. 

2: - U) 0. X: x M7 

4% -t 
ru CD 0 4% CD 

U) En (L z Cu X cr 
Li Zz -4 0 1-- U) LL 
ý- tAj Z M% C%j v 0 
4 CL V Y LU (M x V-4 X (x 0 

-i 
Ez (1ki >- U -% (f) S. -* CL LC) w 

Z) V Li 0 -% 04 0< IL 44 - I-- CL 
uuw - cm N --7 3 L. L - z y 

-1 _-m ND x: a- 0 X LL <w 0- M: ru IV) Z-k P- v-4 1% >- 0 - 
u 31 w 0 CLI 0% 1- 1% - 4% CL 

ý- C3 U) .4 x 3: C%j a Cki 
Li LL a- 0 

--K 
I- w '-) r V-4 -3 0 0 

z C. 1) U. x Yu X z m LA- LO w qrl 
" t- U) 04".. 1-1. Nl 0 X I-- - W 
ý- uz a V-4 cu 

-. * in --D oc 0) U - -P, % U- 0 C%j 

= Uý c W" ý-- IP. - ý- ý- I" t- iý- % -1 >- >- LLI m 0 V" 
tc 0: 0. - LLJ W LLI LL LL LL LL LL -) m u a qp-d LL to 
X- cr- En w cn (n (n UO cn U) (n I-- x I-- z z U') 0 1% (r 0w cy- 11-1 - ý% **,. IN. *% N. ".., CD w ir + qrl-4 W-4 
0uw %0 r- x x x P-I -. 

1 --4 ý- ý- Ia 

Ln Z LO -Z ZZ - Z Z Z -4 uj W Li Ln < a- a- a. NZ 
Z0 -1 -1 -1 z > D ýle X za 

U), W Of Y- Z - X7 EE in z, x: 1: -J (1 0- CL W " 6-4 N - 0 cr- -. 4 Mw Zr x 7- Y- Y- 0 z 1: z < 1: z E z D < " I-- 

-T rx "' (D X V Z) U 0 (D Z LAJ C Z 

%L 0 
b. -, g C3 3 uj a. L& U) U CLO 

1-- 14 LA- UU CL U UU -4 u u u w u u u o Lij " U) Y -4 "U-O 

ýd &0 

uuu UL)ULJUL)LJU uuu 



- 345 - 

u 

M 

ID X: 
M :3 
cr m 
w 

w 
D CL 

CL cn 
1- 1 3 (n 

U) 
fo 
(x 
u 

CL 
IJL 10- 

(D 
Cl) 
w 
-. 1 D 
Co. CL 
E (1) 41, + 

-C% co 01 (x 
cn u w .4 ix 

-D 
C9 

04 cr U. ) 30 - >- -3 M 
00 1- (r -) - + I-- 
0 u to +0 M (D 

ID Oc w cu Cl) 10- m< < 
Q- < < 1: 1-4 

> w to U) - V 6-4 0-4 - Cl) 

w l'- V- I - - 's- CD - 3t z 
tr u 3+ -, ) 11.1 

CL cr- a-, CD I-- Z --) - (D 1: - : 31 
w w m + T )I- - x 0-4 l'- 

E < :D ýz ý-- -+ + Q 

cr z -3 C3 N 0 

t[) 1,.. 4 G w < E -4 Z 
LJL (r V-4 Z) - -3 X rr -i co c 1: LA-1 U) W U) LO U) I-- 

0-1 U) a- a Li. 0 0- 1: - to - LL LAJ c E U) =- X Z - Z U) 

+ z C3 04 0 z W X Cl) z in z + LO, + LLI 4 Z 

10- 4a w W-4 
LL, X LL. a Cc a 2 -% 

z a Ir a It 

0. Ix z + jr, 46 - < LL I, - W-1 
If of a 6.;., 1. - 

q-4 w X m U > C) If 0 0 N -- - - - - U) 
Z P. - C%j 1 9 CC 0--d & 0 -) LO I. - M: Ll " IE ww 

(x LL- u z z to CL If - z 0 + 0 1 cr- + - Qý + " DZ 

LLJ V z u u 
-1 

1: 01) -4 if lu 11 0 It N N 0 N N ZN (M 

V z z :3 U Z 0 V--4 - 0 - -4 - - -4 - CL 0 

_j - u - M c 1) N 0-4 0 0-4 I-q X) 0-4 V-4 

-1 
z cr- 3. --) V - cr -- - - - - z 

w 2: 0 z . 4% u LA- 0 Ls- 13 X -) D 1: LA. 0 w w r < 0 WW Z W W X: (D U3 CD 
CX --I 

Ll- I. L. u z r-4 LL- - u 0 l'- >- x U) " 0 cr- X 1-4 6-4 0 cr- (Y- ý-q IX cr- " UZ La 

0 W4 

000 

V-4 
C%j V-4 W-4 

uuuu uuu uuu 



- 346 - 

a 
w 

w 

x 
u 

4c , 

w 
ul 

a. 

W-4 
+ 

m C%j -3 

+ ID M 
cu V z M 
Nk T- 0 " 1ý- 

cn 
x z x 

C., ý- t- 0-4 cn - -3 (D V CO 0 x z w + 
T- (D D M * x + cn I. - T. 1: 2: 0 - 0 M < cr 
z to + cn * V-4 * "X 4 - 
+z N z - I - CD Cl. I. - - -3 ID a) 'w-4 

2: + 
+ Cl) U3 N 

0 LL, z w z >- --4 
Z a - 0 N + + N 0 z + w 

x 0 * - + - - * ui + C%j w 
1-4 r CU 1-4 4 A - 7 cv - 0 -3 z z 

A a 0 -4 - + a Cýs -) - --4 (n - ; I- - - + - z + LU Uýl z N z + w LO c -. 3 - -. 3 :x r 
W" V- 

M 
wý 4% a fw4 N, Vj 04 1-- Cr U + W N. J 

I+ 

W- + - th M Lý V X W w- Cr # W - lp- ir- - -3t 
E a 

M X M .3 x - 

M-4 11 V-4 9 
_j 

< U >- a 1-4 LLJ 

G Ui LLJ F- M I - # - Q- )- a " - 1 :3 
X X Cu Qý X of 1: 11) cr x Z: (j) X 

CC U) Ct 0 < 

13 --- < -f It if 

X X if P-- cr >- x _3 31 z 

(n x I- x v .4 LL U. Ll- %lu U) 0 < LL LA- X -) -) --) (D U. 0 
"o c 43. 0 0. - >- >- X Z - C -4 >- >- ý- >- >- >- x X(- 

cu Lo 

00 

Z. 
LL, 
Ul 

w 
ai 

z L 

w 
U) 

u 

w 
-lip. W 
CD 

C! 
w (j) 

<1 3c 3ý 
r V -3 M) 0 
11-4 ý- (D cr 

X - cr 
CD - -4 - - 0 0 w 
0 rf) - 0--f - 0 0 

CD 3 - -K 0 

-i - C. -1 X --) % . 1% 
U >- X X 0 cr- 
+ + IL - 0 (D 

N., CD w 
u C3 --) C3 I-- 
LLJ Liu Z X LLJ z 
CL z oX >- - C _j 
cn 4% 0 x x >- U CL 0 N 0 ý- a- a- X a 1: o ý- w 
LLJ H O Z" N [L - U OZ 
T 0 u- - I - N NU 4 
4 - Z- - - - - -Z Z 
cr M I-f - 0-4 -C -. 4 -1 - 
uj - x >- - -3 
> V Z LAý X X U- 0 LL r LL (D 
< 0 " i. -q 0- (L F- X ý- -. 1 " Li 

uuuuu 



- 347 - 

w 
w 16- 
z x 
ID w 
(L z 
U) 
w 
Ix ic) w 

Do > 
z W4 . V ý3 
V CY) 

w co >- 
a: Aj 
U. 0 

X: %0 w w 
6-4 a U) 

w x . 4t 
U) IL) JL 

w < cr CL a- 
0 X CL n 

CL a. v-4 
w X (V) 
x CL C%j I 

W4 14-4 " 
1 0 

-1 - 0 - 4ir - tn cn " 
a w " 0 0 0 z a: ) u Lo 
LAi 0 - 0 

ý 
1 6-4 U *-4 W 

z u N (D 0 1- 0 W N, 0 w Z w 

U) X: 7: o En j.. 4 " W 

w 0 < IAJ T- 
.X 

> 

it A. Cll) LAJ W 
W - (D 0 w Z- w 11. < (n ý- " 

LLJ Lf) cr mu u x 
-j Lo a - (1. .4 u 

w X - (D M LJ D - (L 0 T (n cr .4 
(1) 0- LL (D - < ý- 1ý. - - 0 Q- (%j -z <1 
z * 1-- 0 -1 < " W-4 V-4 Ir-4 X CD 
M3 - I - TL) - a - 0 1 u 
Cl- -r-4 M C) (D LJL Z 1: 0 o 
(P. a iA- to I > I-- ý- . 41 0-4 0 0 

- cn cr x 0 
w X: n < (D - - a -1 0 1 -u w w o 

tr z V w X: (D z %D cn -. 1 -1 -4 
- En %D 0 T - 0 0 LO 10 4, -1 -1 cc 

z (n co L'I 0 Z U) -i -i z 0 CL - I- I. - cu u ý- V %) ui 
" 0 < cu J- LAJ < . 4) d- 0-4 ". 4 + 1% (n 

_j 
4% 

_j m cr- a. 
W -j 

u tj cc cr Ir A w LAJ 0 0 1: 

Ix :z + I- (k (rd cc Er. 9-4 
-. 

j 

LL 444 1- + 0 (1) W U C> -4 < a& 4< Li Li 
-j 

(I- C ID 10 

CU 
-J 

LO 1: 
_j a V F- w 0 W-4 C) z (D :1 w 00 w T to (f) 1 1: U U 

0 if IL V 11-4 il 0 z u < CL 0 11 < - 0. D 0 ft Z) a- < 4 -U (n 
z I-C 'r U _j 1-4 n L) of 0 -1 (n N I- if -7 -- Z 0 m T N In w 

u 11 z - z n D w < W W CL CL CU - L) I- LL. Z 

0 4- 0 1. - n Lo I-- u v Cf) f'%, 11 to 0 M 

< m Lo Z: (n z -i w < T-4 < z x >- z < 

zD ID U- ID - T) Z: LL 0 u < Ll m D LA. T LL T -" xX C) T LL LA- V : j_ LL CL 0 (1) 
I- U 

-j 
0 0-4 V-4 U Z u r*-4 Q- 0 o-. -4 QL o-4 CL U 3- EL U 0- Ca k- :3 X: w 

0 cu 

Ch kc) it) Ph. CV) 

uu uu uu uu u uu 

ID 
LO 
Ck) 

Qk 

cr) 
v-4 

0 



w 
U) 

CL 

z 

(n u 
W cr 

L, J cr (f) CID 
< 
m 

a. 

A LA- 

I z 

-m 0 

cn LL u CD 

+ LL. 
X 

-1 
0w 

CI- 41, D 
E LL 0Z 
U 
u 

E T- z cn z 
U. U. ID V (D 
ý- ý-- u UU 

C; w 
-i CL 
X: 
441 
U) 

N 
V-4 
It) 

ILL 
CD 

Y. 
u 
CD 
-i 
in 
I- 
x 
w z 
Ix 
CD 

z 

U) 

CD 
z 

(D 

cc 
1-4 
D 

(3 

LL 
LY 

LAJ 

cr- 

Lli 

z 

LIJ 
0 

- 348 - 

0 

0 

00 
w 

00 

op N N LLJ 

w -4 qF-f cr 
Ir, x 7- LO 0 

41% - CC, ft - 
0 V-4 " 

IIL%i z 0 + 
x x -D < " LA- 
W a a: a- LZ 

I-- _j -D 

LA- w 0 v 
1-- a M o u o x u 

1: 

x 

LIJ 
z 

LAý 

0 

Rj 

ID 

to 

xz cr 

-C CY- 

if) xu P- w 

N cx 
5 

": Y- 0- -o: x 1: 0-- 
11 L) LAJ P-4 LL) 0-4 W-4 < 

0--4 X<oA+U. 

41 4. z0 Li- 

0X V-4 V--f "z 

cu N Ln f) 1-- 0 
_j 

3', >Z" _j 
0 -3 Of W, X: LA- LLI ZM U) < 

0x 0- a: - -4 w-u -4 U 

cv) -* 9-4 0 _: r cu 0 

M-4 V-4 -Z %0 No %D %0 cu 
L) L) U uuu 

Cp 
w 
(x 

z 

ID 

z 

0 

0 
z 

u 
D 
0 
w 
cr- 

co 

u 
4 
M 
w 

z 
D 
CD 
u 

cl 
z 

z 

LL 

t- 
U) 
LL; 
I-- 

uuu 

w 

co 
0 

4-4 
U) ID 

0 CD 

(n 
X 

0z 

CY) 
cu 
U) IP- 

cr- 

0 U) 
M 

00 -q (f) 

ID LL- LL 
U) 0 1. -1 " 

00 
W-4 



- 349 - 

0 
p-4 
U) 

r4. x0 
«A 4" 

x: uý 

0 (1) 

G 
\o - (n -- W LO x w 

0 cu -i aý 
IN c 0- 0- 8C c 

X 0-4 14 U cr- +- 0 1-- Z) 

D --4 C) 0 L) Z 
Lir, - 0 

cu (ij 

-Z (n Z ilý Z 
aD x x 1. L1 Uj C ID (j Z CD 
al a- LL 0ý 2-' (2 u Z u u 

ml fl% 
cu W4 

U) 
-J 
2 

�-S 

Cl, 

at 

cr- 

C3 

LJLý 
(D 

w 

P- LO Lid 
x #4 cr 

u 1-4 0 
11 - LAJ 

1-4 D 0 
Cl- + z vz 
:D 

LAJ T) - 0 '3t wz 
w c x u -4a: w 

%0 
W. -4 

uuu 



- 350 - 

(4 

r-t 

UU L) 

Y- 
Z 
0 
z 
Al 
a: 
LL, 

z 

D 

uj 
1ý- Cl) 0. - 
Lf) u 

_j 
U- 

:3 -% U) 

w Cl) z co 
cr w (D (x 

(L 

cn z 
cn 

r 41 
CL CU 

cu 

(n 
(n co 

x to cr 
.4 -Mr cu CL 0 
x 0 4% 

0 CV) (V) 

17 w4 (! 1 0 "b % 

xc -w 0 IA V-4 

ý- 0 X: cr 0 (0 B I 
"Z ED 4 CC (f) (j) V. -O 
: r. < Lli 10 CU of CV) co W co at 

W LO x + --4 CIL + x + x (1) LLI 

-; 
t 0-4 C%j 0 ep T. - N * H Z V-4 0 (1) 'M Cl. e El. Me q-4 

(M Cu w 

I-- v-4 (n 
44 

LS 

ix 

w V) 

zw 

wz 

W to 
z 

00 00 0) NC -ID IDO (T) --D 
M CU T-4 X. "b 00 ch (V) 00 I'D 00 at 04 4% 4% q-1 

C) < -4 :7 % 4w. *4 4% 114 cn U) U) X X 
x CD CD U, 3. 3 -J 

aD -J 
a -K 0- -4 3 < < U) 

-1 
0 lo- 

co Lli 1: u -1 u -j -i -i -i U) w U) u m D -i -1 -1 u 30 LL ca U. 60 co in .4 
=z X: < 
w V w 

u cr- 

ru V-4 

uuuuuu. u cn cn cn u) cn (n u) cr, u) ri) cri (n u) ui u) cr, cn u) (o to', o rt 



- 351 - 

Cl) 
4 

w 
u 

Ef) 
9-4 
cr 
w 

u 

cr- 

u 

w 
En 
z ID 
CL 
(1) 
LLI 
0: 

z 

(3 
w 
m 
LL 

140 

-i 
zz 

U) 
LL 

w 1) *4 LU w m 
ul cn 0 cr V-4 C%J Z z w LAI CE) 

I P- 
w CX 
z 

cu m w 0 

% 4" D w 

:x 06 x _-c ý- 0 :D 0- :> 
1-- 1-4 a I-- wz Dw 

U) < CIO U) Xw a- P- CIO ý- il 
:Du 
0< 

NO 
in 
cu 

x CL 

NO U) 

X 

ID 
U') 
C%j 

:x 

CD 
x 

%0 
U) 
N 

X 

x 

C%j 
0 
V-4 

x 

z 

CL 

(n M 
w 1ý- 
Z 
Yz 
U l--q (D X: 
-i I. - 
uW 

U 
M 

F-- u 

uw 

X: cr- 
Cn (D 
zu 

4% 4% W 

CL CD 

1: z <" 
<u U- 
0z Ix 

04 % xx 
zx -it a- 

ID w< - y T- a 
LO a_ X: o d% 

x 

CU (D C) w -3 

(j) w 

Z U) -A >- 
-j 

< CL 

0 Yw x CL 

U 

(n CL r 
% < 0% ID x 

- (D X :T u 
%D Z IL --3 CL 
U) Z -% >- F- 0 c! ) x 

N -4 ý- 1% (n 40 Cl. 
- i- cn X w 
LL Q- V F- -, ) F- 

Yu z ID T 
Nlý. 0 x 
to U Ob V-4 

IP- P. - -% 3 -% W" U) LL 

LL, Ljý LIJ LL -'ý 4% X w - w & 0. - - 

t- X Do 0 LAI U) 
-j 

ft - 
0 T- < z W-4 (1) 

. 10 x x :: ) X 0 cr- 0 N co X 

Lo Z ZZ LLJ LAJ - -T AJ cr LAJ Z: ) U 41 X 

-j -i 
LLJ .4 d x 

a- r- ý- 1: -1 _j 'd _j _j x < 
x z 7- T, z F- - c r_ -i -j I -i -i < 1: 
X 0 0V U 0 Z: ) a: 0 < < "< < Y: X CD U. LA. 

rL L U UU ft U U 3: L. A. U u -3 U u I- CL a 0-4 

&4 Ld 

(n cn uuuuu 



- 352 - 

�-4 

-J 

w 

U) 
LLI 

X 

-J 

00-0-00 
0000000 

0 -4 00 
U-1 % M-4 4% y 

00 -%0 -400 u 

0000000 Vo 

0 'D 0 ý-a 0 -4 -4 N 
-. 

1 0 

dk --D 1.0 04 %NU LO 

V-4 ft 04 V-q V-4 y" Uý 
0101011UN., 

ýw 
Z, cN 

Ir- I-- J6- 1ý- k- 
-1 

aC 

CUCCOODUOS 

_j _j _j _j _j _j _j 
0-4 00 

CL CL a- CL CL IL CL 000 
y It -* u I- a 
0vu 
-j -j z 

<<<<<<<U Q- I. -* 
UUUUUUU$. --I LL X 

u 

w 
cu 1ý- w z u U) z 

w CL N cn .4 cri u w U) 
Li W-4 w m 41 U) 

W-4 41% 

w 
ft * ID 0 C 

- -j 40 0 
_j 

>- 
U CL u 0 41, (L 
Z >- - z 0 >- 

4% 0 P-4 4,0 -% 0 w 

X LL I-- LO 0 X ý- ru I- C) 0 

ID CV) 
ui _j 

-4 w 

> (n CL 0 0 (1 0 1: u 

IrD w x ru 0 a w x 0 z 

< -4 4r ND M -4 No 
C) U 4 Ilk 04 - ý- r-q qw, x 

LIJ %D ++ 1 0 V 0 %D + -+ 1 0 X: %0 + 
> Lr: cc - - - - Er. c LL C ko c 
LU ip 4D 6- cr I. - Cl t- M o ý- 41, Y- Mi a 

o0 V w l-, LA- C -k 0 0 -0 CD U 04 0 

T 00 
_j 

X 
_j -i W-4 C o (n 0 

_j _j 
I. - W-4 0 

L) n --4 W-4 CL < IL CL 0 %D 0 mm o- CL a- a %0 
< 0-4 NV 1-- 11 N 41 N 10- 0- CD 

I- < U I. - 
N V0 -1 uj -i -i -i m = ý- -0 -1 -1 1- In CD 

to -j -i -i cz -j -i -j -i 
IAJ -i -i -i ID -i D CL (I < < < < < C) 0. T LL a- .4 4 -1 D IIL 

a x >- u -j U u u C) x ý- 0-4 >- U U CL a x 

Cu 

uu UL)U uuu 
CV) 

uuu 



- 353 - 

Lf) 00 
co 

CU 

+ 

I. - w 
w X 
m l'- 

9 011 

< 

Li 
X F. - & - 

ON LI) CL. 

ir. 0 >- - 

,4 Lr) U') 0 0 

Cl- 0 0 - C) CD 

I uj x N cu 0 cu Q 0 

-4 T ft M - if) DO LO W - 

- ý- ý- P- T-1 % ý- ot V-4 % %-& 4% 

* (D -J + # 0 c 0, + 0 $ 0 
w o o c - - V, 41, 6- 6-- a- ý- -4 IF- % F- 

< 4z ý< 0 v tr_ LL- tD 4r 0 -* CD 
T I- ý- -0 -J I - -J - -J - I 
11 Lu Li m a- a- a- o- cL t- cL 
ll T ll 
< 

_j -. 1 _j _j _j _j -3 
LAI 

0. - 0-4 1. - >- U U U U U U U u 

r X 

ID 

u X: 
w U) 
OL z 
U) 

z U) z ID JL 
z -i ý- 
u a. o 

z LL (1) 
U.. q% Y- 

U Cl) 
u 

X 

w < I cy- 

LA- U- 1: CD 
X (f) $-4 -x I LA- 

< z u OL N 

X: < LL) % I-- T cn 
x cr n- cn - I-- 
(L U) V CL 

Z x x u C5 
D 0 to 121 z < W LL 
Ir a _j uj D X cr cic co 

C: ) C)L < v U. 
Ll 0 >- -4, Y- '- 

1 0 Ld C 0 > 0 (P - X X 0z V 

$- Cu 0 N 
- 

rl%. .4 x uj z 
-i 

W - - ISD 10 ---) Lo CD U') w v w CL 
* " _j 4% 04 W % Y- z -i 

LAL 

X U - CL 0 C) cn 0 x 0-4 a_ 
w z xx U-) -i U) < < U) CD X: 0 1: 

0-4 x% -q CL ,D 11 cl-I " - a <- 

x a, V-4 -. Y- -. a- < -4 CC CU U) Qk 
a_ In + +1 0 < 0 - c 0 - * - W4 z 

Lf) 0 0- - - - at N M 1ý- -4 cr) * 

(k- a - lp- P- 4% lo. - oc Cc -- C 
-4 C 0V Ic M CL :3 cc -I- Lu -1 00 -j -i cu -j 0 

C 0 _j _j - _j cr _j 2: Z - Z 0- Z W 
z 4 v-4 CL CL I-- Q- CL D I. - P, --4 
0-4 o-4 11 N F- ý- -C ý- : 3r ý- X M M 3 -r. 

:T 0 -3 
73t Ul 

t-- ý- :D 1ý- v 

0 -j -i -i -i -i -i -i -j -i -i -j -i -i -i -1 -1 -j 
u 

-j IC a- a- -4 < < -C4 < :D -C% < d% < < < < a- < .4 LAJ 

CL C X >-U U U U U -V U U U U U U U LL UU M 

uuu uuu 



- 354 - 

U) 
u 
w 

w 

0 

(n u 
w U) C0 

u 
w 

w 4 z 

a- -. 1 w -i w -. j w 
0 w ca m 

'U 1: CL 40 
Ll W w < (D 
-i (n I-- m z 
-j 

< - -) (j) (D " 
11-11 m 0 * >-. z 
CL LOL F- U) 3, z 
ý- "... 0 W 
z 4- -1 U) 
0 a) 12- - D w 
u OC 0 LA. % CD 
- 0-4 UJ - N tr 

44 M - N Ckv 41; x V-4 
rr" cc C - c 

-j 
(T) CU W * 

_j 
Ir- w 

- tn cu z ts- (n 
ý- 1.0 AX W-4 F- 41 
2' - -T 

if) 3'. 0-4 Z 
-i 

z 

U) CL N -j 
D x 

= - _j _j 
6-1 M 

-1 
D 

-Cl LJ 
-j 

u a 
-j 

1-- 0 

0 LL 
-0 

< < wl < Ld Z 
--) " I-- U U- ix u CX LLA 

uu 



- 355 - 

3.1 (n 

aý f-- 0 

HX 

b.. -l 

0 
0 

z 

Cy- 
t- 
10-1 
0 
ti. 

a 

LL) 

:: D 
0 



- 356 - 

I-- 
P--f 
z 
6-4 

w 
z 

M 

cn 

m 
CD 
z 

CL 
y CL Z 

(J) Xu Z" 
cr (9 .9 

u cr 
w cx x 

zwa cr w 

(D M 9: ) (x >- I-- 
r- I. - ID ID 0x 

0 u w 
fid C%j a 4 

cx U) 
>- ID V ý--o F- No 
.1 IL U. --3 
-i cr) 1: IL t. - 
IL z u I-- D 
C/3 Cl) w I-- D (L 
""W -Oct CD z 
OX Ix CL - 1-4 

0- U cr - 
CY) w -i 

(D :3 w0 
zw CL x cc 

jL 0- a op. - 
D z 

tý u go ID CL) 
< U- u 

uj (x 0 13C F- 0- 
T ý-- .4 D CL 
I-- Ld cl. Cl- C) 

zm z F- 1ý- 
Z 9-4 1-- C%j D CA 
10 z ID a 

LJ Uj w 
(n u (D N. D y U) 

0z > LO (D u 
a- Ire w -% 0 M) w I-- 
(n CL 3: XD 

En ý- C%j 0 . 4x u Ix 
<w z z 

cc z X 0 < X 81-4 

cn q: ) ui 
w Cf) P4 U) u 

ct: Cl- 00 q-4 w CL ID 
X- 0 uj (n cu N. % x - >- 0 
n ý- Y u - c to C%j u 4% 0 - * 41 

< P-A ý- 6-4 0 -4 - U-) -1 0 Lf) 

T- of w ý- x a- 0 a_ F- CU 4- 04 -* 00 0 
.4 

LL W Cr. LL C 0 c 0- W" b-4 C) V-4 a N 

Ir 0- 1. - c ý- 27 w LAL - k- 4k -* cr 0 c c w 
00 z W 0 U) - W U) cri 

_j 
:D 0 LAJ OC C) 0 a U) 

41) U) w tc 0 u r < z a- -* X CU 0 0w 4 
cr zD I- P-q (X V-4 (D 0 M 1-3 Z N D 00 a N m 11 :3 (X 

cn w " LO u T Jj < X >- 30 M 00 -ýc 0 - -Z W 
Z 0 CL . 0" 0-4 u 00 n a 0 0-4 "" 

U) 0 1-- x W w X: -4 -1 -1 _j -f _j ý- &-- I. - _j 11 11 CU Z ýr-q - - I-- _j 
e, -. # :1 CD < z ý- < -i -j -i -j P-4 0 -j --D x a_ -j zz ui a x >- z -j 
T CL T - Z U) < < 44 < z "<= W a < -4 1--$ #. --' X :: ) 'D 01) (c) 4 
I-- < U) L) 

-11 -4 z u u u u Ux 0 -4 u x )- a- F- M > >U L) 

id &0 

0 

W4 W-4 

uuuuuuuuuu uuu u 



- 357 - 

w 

w 

w U) 
w 0 
0 z 

ID 4 U) 
r m 

u 

a z 

w z "4 Ix 
r .4 V w 

m (x U) 
z ID 1) ir 

LA. U. U- 

-j 
< C%j I-- u 
z z z 
0 w 4 V cr 

Ul Z- U) cu I. - 
< z 4 10- At 

0 x tu fx ý- 4%, (r. 
cl z u u w w 

y I. - w w 0 w 
y u CL 2- (D a (D 
u < 
, vx a: u I-- w 
cr- 1- 9-4 - r (n z < 
F- a ft M Z CL) z 

tL 10 cu ID u 0 
LL D " (T) u 

-i to W - w w co 
4: 1 z w 

-i 
X: a: ) LAJ 1: 

z z IE) a. z 0--f a 1: " U) 
(D v " 0 1-- cu Z z " I. -- D 
" 0-4 1ý- m M 8 < < ý- tD 
(n ý- < 0 0 (D cr Ix C3 9-* 

< x LA- 
-i 

z C3 W > 

X m w 
-i 

: r. Lli Ir w 
w w 7 T-4 < w V (D w Cr LL 0 
> z tAi u z C) LA. U) LL z CL 

" UJ 0 ui m < 

a: (D CL 0 3r. 0 M U- 
u >- z I-- CD " * IV 

6-4 1-- < w 
-i 

M - 
U- 0 - co En - - CU F- 
0 C G 

Z 0-4 0 w w LLJ - C%j (T) I LLJ 

w At tr_ U') op 7-: M, m --i N (I. 

C! r! f w - LL Ir. - - 0- LAJ LL 

1) CL 
-i 

w W Lij ct 0 
_j _j - T- (x 

-19- a a- (I U- z z z + o--( 
>- CY) < 0 0 cu t- LL 

w %D 13- v 
LLJ ui N 7-3 D 

-i -j -j w z 

u LLI I-- -j -i -1 1: X a) 
w < I- LL- ý- LA- LA. 

- 
(n w .4 < < 4-4 tAl LAJ 

6-4 % W u u u I-- z 

Kn 
u 

cn 

w x 
CD Z 
0-- eib 

ir x 
Co >-4 9f cn 

w 

x 
Z a- 

w 
-i 

x LL. 
N < 
00 Z 

CD 

c; (n x 
w 0 cm Z 

N 
w tu 

Z Z w 

-i -i -. i Z 
LL 9 6-4 
0. --@ u x 

N 
uuuu uuu uuu uuu 

cn 
0-4 

40 tr 
U) w 
L) 9-- > u Z 

< et 

cn (x : 
«« 
JE 

w u X 
b- . CL 
L) _j ob 

« : 
Z IL 

< (D x 

> 

Z 

CD 
(n oc )-- > 
8 cu «« Z 
> - c Nlý 

-i w tu 
w Z Zw 
e- k- UJ 6--8 
.« :Z (D KL 
aý a 
w u 
Z -i -i Z 
w 

uu 



- 358 - 

:3 
ED 
z 

0.0 

w 
P- 

CL 
D 

uj 
in 
0 

CD 
a_ 

(n 

b-, 
z 
0-4 

ui 

1: 
.4 
V) 

0 
z 

u x 

. 4t w 
co -j U. (T) 
>- IA. 

U) 

u w 

441 a 
-1 

co F- CL 

LA. . 4% z 

00 449 
4% Ix Cl) 
IV V LLI 1 

LIL -i >- 
0-4 0 

U) LL 0 4 

z 1-4 cu z c4i 

x LLI a: ) 
04 CL U) Cl) 

> tO z w 
z CD w -j 
4CE IV C) 1: CL 

> M: 
x < 
"k (n 

>- z cu I 
LL .4 0 Nl x 
1% x z 

D 41 En 
0 00 CL 

>- LL w >- LJ w 
> CD -% -i 

N a. -ICE 
sk > C%J 6-4 V 00 (D >- (n 

> 4% 41% LL- LLI 

x x x i- 

- IV a- w -% LLJ 4% 0 

Cl 
- > *4 a. N z Or r- 

- LU 4 
ýjf :E 

fn u u -j ui I-- ui -j 
LAJ 

)- < 41 
0 z 

-j 
w 

-i 

13 03 ca ý< 0 " T P-4 0 6-4 

3 LL X Z: Ix LL 
--jr U. Ix I& 

6-4 
_j -i V. -f z 

_j 
F- z -j 

a LAJ 
--I En w -j -j H 

a a- < LA- LLJ Q- < -<b. - 
L) ý. j U U I-- (D u u 

60 

b-- 
U) 

z 
ID 
u 

C3 

w 

w 

u 

ID 
It w 
CL -i a- 
ID X: 

Cl) 
w 

w 00 
u U) 

CT) N 
NO 0 

OU ID 
N CD (m CD 

w N 
> LO 
w 1ý- N ID 

-i < 0 

1, --q U) W 
CL %" Z 
D 4% 

x W 

w m 00 

LLJ 0. a Aj 

0 1: -% 
z 4% 

cu cu 

LL cr, 0ý a 
c 01.0 x 

-j 
"U - I-- < CL 

z LO ir w 0 " U) X: 
cl 0 :3 sM Z A -3 < 
x 9 0 z CD UU 4 -9 0 (n 

CL m 0 

I. - CL N 
z z V < Lo u V cr U) << IA. -4 U) LL 

U --) 10-4 L) 0 b-. 4 u L) 0- U -3 " 

00 
U 



- 359 - 

0 
Ix 
La 

-i 
49 
z 
(x 
w 
00- 
x 
w 

U) 

r 
ID 
a 
z 
-C 
ur. 

C; 
z 16- 
0 ID 

cu cu " ID 
cu w w (n F. - 

Cl. (L >- 

Ir x La (1) 
U) U) 

X 
(D I- 
0 :3 :3 -C CL m LL 

L: IL 0- 111 CD 
CL - 1-- 0- tD x w 

0 DD U) w> 
4t CD < -. 1 < 

:1 CL m 
0 CL Cký 1: 

0 
-. 

1 
-. 

1 w 

4. -. 1 -. 1 Of 
00 << 0 N cu Ax 

z w uu z w Li w :D 
CD N X 1--4 E0 

00 w u a_ u a_ (n 
A w z z : " ý cu i.. X - 

y z w C, + CD + C) x 

4-1 u o 7- W qV4 -1 
> ON >( 4D W LAJ 

+ 41 cr, CII) z> 
D z cc z w l'- < >- < x 
T I. -* > LL X - > U- ý- -1 ý- 1- LLJ Z = U) x (1) w 

x x x U- >- >- >- LA- 0 -4 DD =) U Z CL < 0- < ý- w 

o il " 11 11 11 " " N LL r-)r) Z " U o ll x v x <z 
D - - - - - - - - (J " Zz " li p. -# N >- (L x r. Qý " 

CL W-4 CU M -s- 
U) -D r".. 00 1: - -- ý- ý- - 1- W - M - wcn 

ý- - - - - - - - - < z z z < < 
x w Of X a: x x (n LA- LIL U- T) L) LL L) T- LL T LL W- 

< u CL 9-4 CL 9-4 0 V-4 

uu 
uuuu 

x 
LIL 

x 
U) U) 

x < - 4% - 

(Y) z (n T X NZ 
CU < EL U) N 

04 T 1% < -4 

N 
-% 93- x 

cu x -% a- CL C%j >- 
0, CL x 1: % -% CL 

,4 r CL < x U') X: 

cu .4 - a. m ý4 
4% - 

LL 2: 

0 CD Z ir 14 
N 0 " U) W 0 < U) - CU 0 

z x -4 z -4 D -4 x -z 
< 1 1-4 13 < < 

O X CL O W U M O W UM 
0 x ý- a 9 P- I ý- a 

CL H z z z CL 
x a 

0 x o x o x o x o 

0 W-4 cu (n U) 

C%j cu cu CU 'E-4 cu 



- 36o - 

X 

: 
w 

tu 

(n Co 
x 

Z 
b. 4 
> 

Z 

a a be > b- 
CD tD de, 0 ý% 0 
Z Z 0 C: ) x > lt 

0 X :r CL CL W 0 
tri Z W W X >- 0 -N-4 (U Co IP-4 Z ik u 

9 Z -111 + + b-4 > 
Z Z > k- b-- (n LJL. CD 
-4 -t LL XX Z (0 94 e- 

> 1-- a. G. X > p- WW CD " Z -3 x 
cn V w 0 x > 0 8 11 N CL Z M X 8--4 < LAý U) 

>- 9[ - (2 W Z a 0 Z Z 0 ZZ (n - Co (D 91 > Z 
cr) _T >- b-4 < LL GL 9-4 >4 a5 b-4 b-4 w > 6--4 > w CD 
< KL (n - -. x x > X : UD x> w >- - X > CD 0 Z 
1: 0% -« w-f 1-- * 0 IN L) C) - : > -* CD 
CL >- x w - - - - - -- > 0 tu g4 + 6-4 

a- il- 0 cn (U ýr-1 W-4 -4 r-i LO MW ZD x c tr x tn (n 

>- e-- % c3 " )-- Ct 6- - CL to 0 v-4 ID CD db 
>- W - 8 §-- 0 0 0 0 0 00 -4 a. CD c3 cr > M aý 
G- ob Z X C c3 C (2 C? c3 c3 x Z ih- to. jjj gib ly - N 4D 

All 
c Lä. Lb- LIW W LL La. Lßi Läi w < cr. b-- c3 LL m c tr 

Z - 
CY- 

U. 0 Z Ci- (n (M w 9 cr 
Lu a- Z + 6-4 CD > ir fr) LLJ r-- Z r, -- >- < tu 0-- X > X >- X X> Co CD 912 * 

9 $-. f r1A < ý- a: ý- a LA- Li- Li- U- w La- LL Läi LL > m :3 < Läý : 
(n ZE U) CD CO 0 Z 0--0 e--4 b--a b-4 8--4 " b--4 -i 

x Z (D or- LL :3 

u )_ ff k- N 
-i 

LU Z - - - - - -- CL 
-. 

i l»- - - Z w 
-3 

a CL 

Z Z Z 
-i 

Z 
-3t Z- -3 z» - Z -i U) 

0--4 C >- (C -, LL 9 6--4 W LL LL LL lil- LL LL LL < 9 w LL Lä. L» w <Z 2: 
: (D : ýD : (j* LL CD 

cu tu cu r_ 
u Li Li uuu L) L) U 

U) 
X: 
LL 

-lit 

LL. 
04 

cu 

4% 
x 

u 

rr_ 

All 
u 



- 361 - 

w 

LL 

< cr 
LLJ (n ui 
X: < < F- 
to x 
M Ld ID LLJ 

I-- in uj 
to 

u u u ix 
0 

I 
U 

w E 
:1 

1ý- 
z 

ww 
-i ir 
9-4 w 

U) 

(D 

-i u 

cu (D 
1W4 Lä- w 
-w #--- 

-i (f) 

Li w 
CL 

-i w 

u CD 

Z 
00 9 
* 41 X 
00 

00 00 CD m 
ww 
NM 
Oo 00 V" 

ww U') 

ww -i u 
-1 -1 Z" 
9-4 " 0 t- V-4 
U. LA. W co z 

ID OC 
_j M --. ) I -i w 1-- 0 

Ll- LL N< ý- 0 wz 
-" --4 U L) 0 IX W 

$0 
9. 

uuu 



- 362 - 

x: 
. 99 

x 

LA- 

le 
U) 

z ID w 
ID cr. -i (x .4 w do4b w u 

-i x U) 
z 

U. 

U) 
u 

w z 

z w cn 
ID x P- 

z U U. P. -I CD 1ý- z 
(n z 44 . =0 
D u t- 

0- 4D D 
-q LL -0 

w u 

4 cr_ w (1) w - (n - 
CL X: w CL N -. 0 z 

LL (T) -4 -j U) AZ 
ID w 0 z co Z X 6-4 

X q-4 lq w 4 ux w 
ir I-- LLI I. -# -1 

4 M m 7: 

w (L) 
-j 

(X co JL U qq 
w 0-4.4 4 U Q: z 

cn LA. > - 4% 4% 

w 7) to cr - 
-, ) - I 

4 to 1% - 
z > %D - I WWM 

w I-- - (x w D -J D 
:r 0 wo z -- 0- -J CO IX D 
F- t- 4t 0z z < w < .4 cx z 

- z <E LLJ LA-1 T (D ý- > -i w 
CL z < Ul CL a L) t- (n -4 >- _j D 4 X 0 :r LL! z ft " z< w 

M --T so L" -3 z F- -> z 
cri u 0 00 w CL D z 1: Ax z 

z x 0 uj -j LL. w w -Nc < 
04 )p- N " CD 0 X: u M 

U) z Oc LJL z w .4 u 
tj - - < CD *V w < Co - 

w "... z 0 X 0 0 *z - W u 0 LL - 
z T) m 4 0) u 0 - 1: - Z - 
P-4 9x jj 

T - - 
w 04 < 416 " % 

LAJ in U Z U) 00 00 0 Lo z m - N0 r%- LL 

cti c%. LA.. cr) OC 4 11) 

:r u w 
-j 

z 

M z u z 
-j 

Uj U) - -i -i 
z -4 -j -i 

D 
-J 

04 

"k, CD LLJ z 1: < LL zz a Iz Z - ZZ (D Z 
z 6-4 X -j 0 CD Ir -Y Cl C) - 0- a a 0 0 ý- >- 

rn -: 5 z Cl) w < x -T w co Xm ry) ID X cr W (f cr X 3c 
0 z CD >. P-4 - - -11 

X Lai Z ui W, -4 -4 -1 - - w -j -i z z -i x -j 
w -j -1 -j -j _j N 

a z z 1-- 0 a -1 -1 -j -1 1 --A _j < < _j I _j I _j _j _j _j Z _j I-- - < 0 - Z 104 "< -4 << LA. it << T :r< N< 11 < < .4< -4 < Cl) ED 

U 0 0-4 LLJ --- U U. UU UU U UU --) u -3 U u UU >- U -4 0 

Ld &4 

uuu uuuuuu 



- 363 - 

r% 
Z 

gib 
u 

CD ý 
b«4 ý 

W 
-a 

CL 
F- 

+ + 
OW- k- + ZZ 
Gl (FO 6- W b-4 Z 
P-4 ir x 

0-4 7- w - Z 

Z Z v a- < 

-4 9 Z L) CD CL x 
x Z - 4: 1 (yý 4b x: u 

- U CL U CL a: - -4 %0 b- «i - 

0 

et (n l% Co L) -M 0 - _j cn -i 
- 

u (X in- Z eb Z 10-4 

Cm ff-' - c -« m LL 

%0 (U CL P-4 c= a. >-# Co CL 
-i --t _j U) w 0 Z CL - Z 

+ (0 (r in z Z < 1: r- L) 1: M WW 
tr (D N% cr 4 e --: ) 91- 

(n X -e 00 X M 00 tY- CU :X 0C 20 X3 W X 0 11 Cn - Z ID Z 
8 a IL Z Z >4 ir 

u 
_a 

a. 
-i 

u 
-i 

CL 
-A -3 

u 
--1 -1 -A _a 

N 9 X Z 
-3 

:- cl 

clý < < cn 9 (n «e M 4 cn < -Z M' << < 9 2: (n LiL. U ID <WZ 
*-4 w u 9--o u P-i U s--t U - L) U b-i UU L) L) 1--- Z - üý U L) XW 

M 
0 

W4 We 



- 364 - 

z 
aý 
cn 

LL 
z 

cc 
D 
Cl) 

w z cr- 
D 
I. - 

ID w 
cr- 

U) 
w 

a. w 
U) _j 

XZ 

z x 

-j -D 
-j 

I. - 
x LL (D 4wz 

-19 0. - a UMW 

W-1 
UUU uuu 



- 365 - 

CL 

to 

Z 

IL 

dk 

CL 

UD 

LL. 
z 

:D 
(ri 

-i 
ca 

0 
z I 

0 m 
Ix - 0 w 
u '!: N. 
u .9 
-CE _-c w 
w z 

(n 
U) w 
v U. U) 

I- CU X 

1-4 - CL 

z Z: 

V 
a 

0 z z I U) 

m Ir CL 
V z 

(n H CL t- 
u >- < W-# I. - cr 
I. - - OL w a 
(1) z 1: z 
b-4 LL -j w w 
cr It 0 -1 LLJ c! ) z u 

z m LL >- 
u W a CD U 
< I-- 
0ý x w LAJ (x 

< cr w 0 C0 w 
m w D < CL 
u z 0 1. - X 

0-4 CL CD 

z a- z -i CL 
z ui m x r x< 
0 U) ý- D < :D" tih. 
9-4 0 

IV 
ý- ý- ý- V 

10 a) Lai X w -4 
M I- x < cr- z 
U 3. 1: " Z 

cn to -or. 
ND G) cm 

u o" 11 do, W-4 - CU N 
a - C9 - - 

4. w -j w -j -j 
ý- Z Z 

0 w C3 0 0 
w a > LAý cr LA- x tx z 

< (x 

---r. -j -j -D 

-i 
LU --I -i 

ý- Q 

< x LA. < L&- 4 < LAj Z 

u U -4 0-4 U "U U Cr W 

L14C 

uuu uuu 



- 366 - 

(1) W - 

ul JL 
CL Z 

U Z Z 

1 0 0 
w x 0 CL 
U) U W Z 

< 
-J 

" - 

M: tr 0 49 

Q. w z ýD a 9 

04 
-1 

< 

z 
-j 

CL z z 

< 

_j 
0 0 

(I- z I-- 
-k CD 4 Z IA. CL 

z u ý- w tsý CD 
* to (L " w 

% % % % 04 - 

. 4-4 Pý- N CU cu 

Z tri W4 4 W4 -4 
W 0-4 - - - 
z 4z -i -j -i -i -i 
&- CD Z Z Z Z Z 
0- 1-- a c c a 
D z (r- w w xz 
CD (D Ir 
m r -i -i D 
M r -j -j -1 -1 -j I- cl 
:) v < < < < -4wz 
U) U U U U U UMW 

L) 



- 367 - 

Co 

Co 

tiL. 
x 
«4 

Z 

Z 

9. -4 
x 

LL 

«b 

x 

LL 

CD 
A-4 
v4 

x 
ID 

Co 
U- 
LL 

z 

co 

Z) 
cn 

(x 

a 
w 

LL 

w 
CL 
w 

0 

Co 
-i 

M 
ID 
ft 
CL 
w 

&C 

m 
L) 

LM 

w -i LLJ 

(n 

w 
L 

LLJ LL- 

Z 

LJ Z 

(D 6--1 

x 
LL U. 

4% 41k 

w zz 

w b. -4 

:r 0 cn (1) 
CL 05 

4% 
>- x >- 

z LL IJL ti- 

clu 

U) tn 
CL ID z ; ; 

4% >- " 
>- C C 

Z U- 

+ U. ch 
< x C%j Z Z ý - N 0 % < LU W I. - I 

x >- Z Z z 0 >- m m m (D (m 
< QD (D 1-4 -4 0-4 0 U- a- 

T) N CU .4 < x ol + 

Z cr, c c 0 .4 

6" 6-4 c rl X C? z I-- Irl X >- 

< 0, Z C tu X >- - - N; w * * X >- LL LL. ý- 0 0 W < w y cn LA. u- 

C X CID cx: CU - X >- LA. U- I I Qý U t- LLJ T 
M 0- - - X 4-: 1 0 4 H Z Z o 1: 0 < D a 0 U) (D 

Z (f) X >- 0 + + y y U) LA- N X 11 Z V Go Co Z 

CD Z CU W 0 0 X >- U U N V < U- < ý-4 Z AA X 
W - - - - P-4 - LL u- < < 0 0 1-- - 0- U- LA. 

Z X >- X >- " ft 0 8 K U M M d N CD CD Id UJ Z LAJ 1 11 

0 Lul - V 0 0 V X >- X >- X >- LAý LA- X >- X: 2: T LA- T 0 T X >- tlý LA- L" 

U CC Ln - - 4-4 - LL LAý 0 Ck LL U. X >- LL LL U- U. 1-- 6-4 ý- U ý- LA. LA- "" (X 

W-f 
UL; u UULJU 



- 368 - 

CD 

ir 

LL) 

00 
w4 
v 

x 

LLJ 

0 
z 
41 
cr. 

z 

1: w4 8 

+ w 

M %C r*% 4 
LD -4 * 0 U') LO q-f 1-- D - �u 

-i 
< * >- + >- 
CY- x > " 

>- LL ti- Z 
8--t " >W 

UL)U UUU 



- 369 - 

x 

a_ 

CD 

LL 
z 

CC 

U) 

u 

ID 
i 

M 
w 
-X u 

m 
LL. 

u 

(1) 
LLI 

-j 
a_ 

cn 

0 

4; 0 
U) (1) > 

ý% x 
0 X X 

-4 0 1: r 0 
LO X >- 

CL 
(V) cr) 1: 0 0 

a- x cn o o o 
4% 

(V) 

W >. 

Z X U CD -9 a a- CL M 
" E < 1: 1: r- 
J) x cr < < < z 
z U) U) (n ck: 
W 4 _j - - - :3 
z I- -j N N ý- 0 
-4 < < > > L- WZ 
0 0 u x ý- -, CX W 

UUU uuu 



- 370 - 

w 

CL 

w 
Z 

0- 
w 

z C 

U 
z 

cr 

LLI 

ax 
w 
z 

U) 

I) 

ui 
in 
X CL 

z 

wD 

WZ 
(x w 



- 371 - 

9 

w w 
cr- 0c 

Z: CD -oct «« 
CL b- M :2 

(3 CD 

U) 9) 

w 

- 0 0 
c3 Läi L6i 
(r4 > cr, 

-4 «« ý- w 
Z 3t :r (M -i 

8 0- 0 lb 
W - Z 

rr Z CE) ila ct 
< e. -4 - - :2 

Z Z) U) e- fi 
i) C? q 0 u. LL wZ 
LA- U) OD 6. -4 b-4 W- W 

UU 



- 372 - 

ND (71 (A 

N Ln -In 
LO 

I-D w 
w cu U) 
in cA -oci 

, No < U) X- 
Ch X I'L N CL a Lo 1 w-4 41 
N -0 & U) 
U) C%i (VI 00 

M1 -4 
if) WM 

-. 4 U) 00 

W 4' -4 C%J 
X 4D 
92. %D 

w 
M Ix 

:9M 
-4 < 

(7) cn U) (j) ri) 
0. X N 

< ui Ln 
- Z N O V-4mm 

-M 
w U) 

40 0 & ft 0aa 
(Jr, C! 0 C3 0 

ui www 
Z W 
0 0 U) 
" 0 < 0 00oz 

X 
u 1 0. 
z X u 1--o 
:3 < 0 LL. U- LL IUL WZ 
LL. (J) 0-4 D-l 1-4 ". "XW 

uu 



- :P3- 

CL 
w 
1- 
CD 
W 

IL 
w 

LL. 

U) 

Cý 
(x 0 

a_ (n 0 CL 
x aW 

4% 0 ý- a_ 
41 z (n W 
- ZD LU < LA- ý- 

Ul x+ (n 
11-1 1-4 - I- LA- 

Z Cý M U) + 

< LLI < 1ý- 

a 2- a- cr 

w 0- 0 ax < 

Z C" Lo Z e- CL 

1) U) < cu (n x 
N GO I CL -4 V 

u as ui - 0 
z z _j 

z Cl 

.4 -4 < in LL. <z 
w n u LA- " (111 w 

uu 



374 

(3 
Z 

LU 
Cf) > 

z< 0c 
LU 

. 

o 
2ý Cl., 

0 
w 
o' 

0 

> 

0 

U 

> 

F-- 

0* 
L1J 

('3 

C 



- 375 - 

a- 

cn :D 
cn 

co 
1ý- W 

w 4z 
-1 

0 

sla (n 0U (D 
z -j 

-j (D w -i W CL CA -4 Z 
a (n ZXW 
%D LIO CD w 
Y- CC IL -J X 

(X oWW LJ 
(1) 0x 3c ao z 

LLJ 0-q <x LAJ CL cr 
X Lk- X cr_ 
W F- WVo 
0- x JL Cr. 0 
0 T) 41 16-- XW 

I-- (n w (r. 
z< WX L& 
< Ir 0u -i 1: w to "4a 
--) 

CL 2- JL M LAJ 
X 2) 0 

0- W 
X0D&I- 

---: 
) 

L" LJ tim) A-, z0 
ý- ct 

-i LL -0 w 
LAJ DI (x 
1: (n M or t4i 
<<w oj JL w 
X LAJ (1) Cý I-- 

a- 
-j 

ww 
DuM cr 

0 LAJ 0-4 W 

1-4 Ld M 1: > 
U) 16- 

. 4t cr IL 
WV4, -0 

0 t- to ul Ew 
I-- LLJ -j M 
a- 1: 1 
D<z 

xw C3 
W, < CL Ix Cl) Cl) 
W CL 0ww 
Y 0- 0-4 - 

wZ< cr < 

(j) - CL I-- I, -- 
w< 

-T Ln Z U) C. ) 
C LL: (f c 

o cn wz za, w 
0 U., 1: 0- ct 

wý U) w 
CL cy- 0z (1) 

--: 
) LAJ < 

o-4 CD L. L- uj 

0- D F- 

T cl. 6J (n fo 
ý- Dz -4 w 140 

U) 
w 
M 
:x 
q% 

Cl) 

CL 
z 

z 

X: 
x 

0 

x LL 
w 
cr 

x LL 

cn 0 
1ý- N z 

z M 

1%. 0 % - 
- 0 LL 
C> v-4 w 
0 - V-4 - cr 

W-4 - 0 LL 
0 LýL UJ 0 

LL z ui cu Z --4 
LU ui a - " "k 

fyc LL 0 --4 Ir C%j 

LL ,, -I Z 

N. CL L. LL - " 

LL 
-1 

LL Ui LL X Ir W 

Lhý LL LL Et 0ý U, Z LAJ 

IX T- (x LL LL- Z Z Z " W 0 
Nll **-.. Is. CD CD LL; u 

x x -4 -4 -j 
o 

7 Z W UJ W W < U M LAJ 0 

c 0 
-j -i 

z z > 

:E z a- q- w 1 -4 1 -1 -1 o 
Z i- Z Z Z Z Z D -J -J -J Z 
= ct C- Z) "D 0-4 -4 --l' < < < UJ 
U Lý U u u 0 0 LIJ U U u -4 

W-4 

L)LJU UUUUUUUUUU 

C 

p- 

CL 

uuu 

ft 
z 

z 

CL 

w 

u 

U) 

w 

4% 

w 

4% 

U) 

w 

cn 
CL 
z 

4% 

z 

CL 
z 
0- 

0- 

1: 1 < 

GD 
x: 

Z 

UL 
x 
w 
CL 

uuu 

cy- 
CL 

w 

w 

4% 

z 

04 

w 

1% 

x 

(D 

-j 

U 

0 

D En 
w cr 
-i w 
iz 
C) 
Z 

w 
U) 
z 
ID 
fl- 
U) 
w 
m 

LL 

ct 

LJL 

>- 

-J 0 
U) 

uu 



- 376 - 

LL 

1% 
x 

1% 
z 

CD 
0z 

ID cr- 
-i I-- 
-j 
-4 CD WZ 
U (! ) cl: w 

I-) 



- 377 - 

Uu 

0 
z 
-3 40 
LA. 

M 
ID 
m 
(z 
w 

z 

CL 
- CD 

+ CL 0 
LIL 

-i 
C13 ft 
X: - -1 0 

w 
I z U) 

W ID 
CL 

-i 
Z CD u 

CA :3 
w JL 
cr 
-9 z co 
04 0-. 4 x 

uo 0 -4 ID 
t. - 0 w -1 (x 
CL u w 
z 104 -1 w 
Is. D -i -j %a 00 
I-- CL P-0 X7 W4 IN-0 

U) U) m D 

(r 8-4 T- 
-i -i 

- " 0- - LL; 0 LA- P-4 zz 

LA- 
-1 04 0 tc z 

I% U- CW 0 0-4 -j -i 
x N. 0 0- "NJ E z z X: z z 

0 4% - . 4: E 0-4 CD I. - - 00 

LL w uj 'Z 0 C-) 0 

w < CLI, - 0 

m Cl- z X- L) U) 

D LL 
-j 

M w w -% 00 

CL LL- > uj < LA. CL 1: 0 00 

W 
-T 

Z cr > U >- U U 00 0 -4 Z 

cr_ LL- LL. 0 10- % 4% 

LL- .% N, % -4 -4 cr_ W-0 
n U X -4 LA. LA. - w 

-1 
0) -11 N X 8 

.4 LX LL LAJ w x Ir- LLJ oil Cki - -- - 

L, 6, LL cc: Z: ) w (r M LL: M c Nc - '. 9- a a 64 % at C! C P. - 

z x LL z Ix LL LL z a LU U) D U M -j 
0 0 CU -* M LLI LLJ (n CD ID ID 

N. (D Lij z < z x z LLJ Li - -- W 0o W 
_j _j _j 

X X " :D to cr. 0 0 F- D x (L IL CL 
:D z z z 7T W W Cr. z z Li -M 31. X X Z t- 
C) D (D ID -j -i 

z LL o " Z) D 6-4 " - 11 

r z Z: a- rL Aj **.., it 
-i 

(L CA- 
_j _j - - _j _j _j 

I-- - 

1: 1: Z z Z LL I- Z 
_j _j 

I-- _j -. 0 -1 -j -j 
z 

:D 0 0 to 0 v 11 X CD -4 cr :3 :D < 4 to Lj- Ll- < <4 (D LJL. LAý a: < 

U) U U U U U U C LA- " U u u CD C) u u o " '-4 u uu u "" a u uu 

uu uu uuu 



- 378 - 

w 
cr LL. 
IA. w 

LO - X 
00 cn CL 
W-6 co 0 
cr) < x 
00 u < 

0 0 - C) - - - 0 - LL (I 

0 0 0 Ln U') Lo UJ No - C) 
(T) W 0 1**. 0 x - 

-4 ul :D U) r, -- C%j CL x 

0 0 -4 0 44 ý- uj -% 4% < 

Ci LO 0 LO 0 w 0 -4 x 0 0 T 

0 
ND LO 'D C Ef) Ln -i :x v-4 1-4 0 CL (1) 

ý- -4 4 % P, -, < ý4 CL * LO LL 0 ui 

V-q 1% --4 4% X % T- - 1% - -% - Ef) W 0 
1 0 1 0 a. 0 < 1-6 0 C3 0 0 1-- x 
- - - - - - - I - uj - LL CI- LL - C 

i- t. - 1-- 44 ý- at CC &. - 0-' 10- or 2 - 0 
CD U CD QD cc Lo aD M to Lf- C. LL '44 U) w 

_j _j _j _j _j _j - 3- 
_j _j - 0 N M o 

(L CL CL CL a. CL Z CL CL o m CE w "4 
0 L) I-- x 

-i -i _j _j _j _j _j _j C! _j _j _j _j 
X LL 

-j -j -j -i -i -i -j -i w -i -i -i -1 
4 LLJ w 

.4 < < < < cr < < < < 7- 0 Cr LA- LL af 
u u u U U U U U LL. L. ) LL) U U (1 0 a. " 0-4 U- 

w 
(t 

w 

u «« U) 
Z 
w 

CL w u 
w Z Ir «« 
LL + KL cr 

m < 
x X 

w 9t 
aý -i 

w x: 
W LL < 0 
3 «,. > C) w 
-i x (Z - 0 0- aý 
4 m%, * - x cn V-4 e--4 :: ) 
> >- (D 9 -e 04 a U) 

T c) b 1: t% c(0 -4: 1 
+ 0 CL 0 0 W 

w 1: 
0 Z 
Q) i > LL W k- 0 X 0- 

(Z LL W Z C 

U) EL CL UD 0- V w 
;Z cC 9 Z LL La- -J - -J 0 c2 
CD > < - + Lii Li CL CL 0 (D 

L) -. i -i La- LL LL - - --9 -3 -1 (-) 7r 

-i -1 4 w Li ui _a -i -i Z < 
4 9 > aý :C X Li- Li- ocz < < 1-4 x 
Li U (r, Z- 2-- M " b-4 U U UX tz 

uuuuuu 

U) 

z 
4% 

cu 

cu 



- 379 - 

LAL 
w 

cx w 
LL (x 

- LL 

0 

X: .4 

cu 
z cu 
41C z 

< 

w 0 U) w 
< co 
m At 
CL m 

CL 

0) 0 
C%j 0 

+ 
N 

LL cu LL 0 

w 0) w w lk 
m LO CK z w 

LL. z Ch 
-i 

cu w 

+ a 

cc CD ui LL. r- ID 
< Ch -4 x LAJ cu 
u + u Q- Qý (n 

x 0 N a- LI) CL 
LA- < 0 - IA. a '. 4 V 
LJ + -. 1 1: -1 C) 0 0 -1 w 0 0 -* CD 
x 0 X a CL !1 0 o U') a- rr z 0 4 CL x -1 
Q e < _ >- N. >- cr) ID V-4 >- - 0. < z 40 >- I CD 

. 
ýo Z -, - "t a -. -* * 4 W. - 0 a 

w 
0 

m 6 
-j 1-4 -j 

U) 0 %D - I 

+ - IN Q- - rl_ I. - Ul + U) CL - 0 0 0 a- U) 
ID 

- 
4 

- L, X U- X a- ýc - X LL 0 0 0 X w 

LLJ C) V-4 w -, Aj ft. Z -4 (n W-i a- 4% UJ 0 0 % - 0 
-. 

1 
u 

ix li x o x a: 0 0 - 0 ý- li z o o w - 0 LO 0 X ý 

LL I. - 
CL - - 

:r 
- - 

N CL 

Z 

0-4 + LL a 

C! C! 

0- 

- o * 

lp. 

_j 
1; Ix 

j 

z 

U) LAJ 
- 

* 

* 

0 

P- 

u 

4% 

-4 

* 

0 

ý- 

v 

C 

0 % W 0 W L- a U- W 0 --4 W W V 0 
00 0 U 0 j - & _j - 0 -J C%J U LL -1 - cr, a 0 0 Ll LLJ LLJ (n -J - Co a Ll- 
< z 0 _ 0- 1- 0 CL. Ln a- If z w C.. t- < 0 X = < CL < l'- X 0z 
U #-- o 0 m -4 X U n I- Uý LA- M :r 

_j 
1-- 0 

x _-; r --r 
x i. 0 X- W X - X - EL : jL 0 < cl: 

a a -. 1 -1 11 -- -i u -i rl n 11 -1 -1 LL - cn - -i - -i N -i -1 -. 1 - 0 w 

-i -i -i -j -1 -. 1 -1 z -. 1 n -1 -j CL -1 < -j < 
Li 
x L 

< 
T L& 

< 
LLJ LL 

< 
w -j CL -i 4 -i < -j < LL 

N 
I-- 

0- 
w LL l'- wz 

U- CL a- 
- 

-4 U 
< 
U 

a- 
>- 

< 

U 
-4 

U 
- 

X 
< 

U 
- 

0 
a- 

X >- U U a- 
A. 

- a. " a: 
. 

0-4 a >- U U U " :1 W T- Mw CL- " x > ie 60 

cu (V) 
uuu 



- 380 - 

-3r ID 

CD 

w 
Z 

-i 

CL 
w 

w 
w 

Z 
U) «« 
w X 

l% U 
w 

Q% cr- w 

(n CD r_ 
w ct --2 ir CY- in 

w (n 
ul 
uý Z w >4 (n 

8. -4 le 9-- 1: 6-4 
tr (D w 
IN jl:: x w CO 

Z " « X Z 

k- CL u 

E w _j Z X ý- 
X F- 0. -4 
IN (D x 

x üý w 

LiL. W W 
x (n 3 Z) 
IN )-- w -i -i w Z 

x 9 GL W < < Z b-4 

«k -i 
Z) > > OD 

(1) Z U 0 _j 
6--. Z 

e-- - -i Z < 25 Ct 1-- 0 
rL _j ýL > UJ UJ 
Z (n 6-4 b- b- 
ek in _T LL ý- w w u u 

Cy 7- x: k- w 
Lii LL -4 04 - aý 
CY- ZV CL aý b- 

ik- c3 
a- L. L., Z Z CL n 
Z Z c L. 09 37 
4. -4 b-4 8. - w Z X Z !C W 
0 - >- CO X ý- «1 --4 Z- Z 

f- z3 Z F- - Z- Z 
LL 8. --4 c w 
Z x Ct Z 00 - 00 0. < 

b-# 9 Co b--, 
o cn -% X Z L) 

CL 7 Z T JZ 
aý V LO Z Z x x x 

z 
z 

Ix elk 

co 
z IL 

IL -j x u 

0 

T 

w x w 

W-4 
w V tf) 

w 

ui of z w P- 
T cr U) 0 -% w Cl) 

< uj 00 1: z0 

> elk CU < - 10 

M Z a) 0 W 0 z 

U- v-4 -4 M - 

%, - w Z '04 -0 0 

u X: 0 x Lr) 0 W-4 

< 0: .4 (t m at c a 

ir cc w u LAJ - 49 a -i 
LA. z T- z zzz w U) 

-j 
a C3 a 4ý (; 

cw 1: < z LLI W 0 N 0 W LAJ 

-4 
-j 

V 0ý 0 00 40 - OD :D :D 

z LLJ CA (n (n < :1 w z x 0 0 Z Z 
0 0 z zz> ZZ -4 0 R 

WW 4-4 -- + X Z 

ZZ -D -J -J W -J z Z Z 
0 < < M 4 LL LA. N - 0 0 

u u - c aow u u z u "0-4 -ja 
x x x w u u 

W-4 

L)L)U UUUUUUUUU%JU 



- 381 - 

U 

U 
U 

Clk 

X: qlk 

x IL 
z 

0 

CL to 0- 

w w ) c! ) x 
0 X tc) 
CL < U- 

w w cl- tn 
I-- U) U) (f) z CD in 
cr x 0--., cr L6.0 z 

a 4r CD 
x f- 0w F- 

w 00 ID 
x x CL W>0 

w T) x UJ NW 
U) z 

X 00 0- 

- 0 
x 

4 & CL 

x 

ft 0 CL 

x 

q. 0 CL 

u 

CO 0 C3 

LO 

Wý 

to 

-T - 

% 

u 0 u y Ul a 
. 

y U C 
-Y 

0'. 4 W- W M, W 

:z 04 j= LL a: Tj - Cc L. &i L. cr - It LAJ U fn LA: c uj -0-z 
ft LO - 1-ý o " X a) Z CD " 0 11 LLJ U) 

-i _j 
4D 

Z Z , -4 - b.. 4 - I < 0-4 0-4 " - I. " Z w w - X: < zz 

n o- - 0 U V-4 ý- E 0U a I-- E 0 U 1 6. - - O U D D M V Qý 0 CL 0> 

c X -3'. 
X cr M ý-q :r x X :0 (T) -3 X Cr CD Clý :3 uj Qý (r Z Z T w cr xm 

oc N 11 00 11 1- 11 Do N 11 00 N 6-4 ý-4 " 

1 j 
-J -J 

11 1-- -J il -J It F- -J - CL -J " ý- -J 
Q- J N I-- -J - I-- ý- -0 -J -J 4 -J -J - 

- _ 
u w -i -Y -i 

Li W -j y -i U Lj 
-i 

Y- 
-i U LAJ -i 

z z < 
-1 -1 

1 
-1 -j 

T, M -: 1 LA- (n < no 0 < LA- U) 4 Cc J) 4 LAý U) < X En < LL V C) LAJ 4 < V -4 U- -4 U- 

tj u u U -4 X U 0-4 $--1 U -4 Ck: U 0-4 - U - X U - P- U - X U " U U T- U L) -') U"u I- 

to 
W-4 U) 



- 382 - 

0 

N 

I w (n 
-CIE M U) it) W 

Z EL tr) x 
0-4 a- U) 

z CD CD 
co - u I- 

ED < ul C) a 

W-4 cr) + (Y) < cc 4c U) 

41 1-- 1[) m CD LJ U) 
+ W 7: -Y 

Cl) 
0 U cr 0 u 

CL Cl) a. V-4 ID u w-4 T) 0 < CD Ct) 
Z 0-4 z ft E (1) 0 1: W _j C%j uj 
I" % - - N Z .4 - - Cr) z a 0 T m 1% 04 (r) - 

U-) - N 1% 1. - J- W 0 - " 
--r - I tr) - < w 

W V-4 cr) - < CL Cf) - N < I. - C) (. n LL T in 
% ow U) 1-: 3 If < LLJ -4 0 (D (r) * X (1) LL 4 

0 Oo a I-- T cn I e -% 1) 30 a- < T 
-cl w z M U) CL < U) 0 - u U. 1 z 1: a G z z a- 
LU m: 0-4 CID T) - T I-- oc a P-4 L. L. z uj 1-4 - 
T- 41 00 cr 7- L) z CL CL w oc m cr_ cr, U) co 

Z cu -% Z cn - - z C/) 
4% ft. * 0 

w-4 0-4 < (j) U) - I-- U) < e 1-4 v-4 - u ft 

< % UJ 0 lz 44 Ax T * cc *% cn 
V T 0 CC 4% 0% 

a - j < C) CA- 0 u U CL LLJ U) 1: -4 - - - 

. - - - 1-4 JAJ C U 0 - 0 ý- - M - - (n - W-4 4 

qk Z .J T - -4, 11- T- U) CD W% W -% Z -k z l'- Z + 
-- 

Z - 
- - 4% V-4 o a- P-4 + Z -3 7 z m z m - M P-9 a- " ) " -q 4% 

oc C - Z (Y 
0: z m - ly- z Oki 

- LL M - - C L. L - a a Z Z < CL ft - IC - LL sk LAJ W-4 0 " - 

I Ll W-4 I 0 < LA- Z LAJ LLJ N l" 0 N r- _j -4 _j 
Lj- V-4 LA- Z - M 

-i 
LAJ 

- 
L L 

-_ 
Z < W., 0 1-- It LA- #--I Z Z cr W III Z 0 Z Z LL N Lj- 6-4 W-4 "W 

ý 

Z) ý- w -T a cn -4 :D X o 0 11 Z) 0 '- < I- I-- :D " W-4 :D X + 

-, 
-D 
- 

:x co --K -x :r x 0 IV I Im If + - z V 0 :r X w X X 3 3 11--d co I = 11 ) )z x M 
u 11 z u 41 cký. LAJ Z u m 1 0 N W - -" 

l'- J J 
j j 

-j 
x m -- : f) P * 

-i 
x z cn 

-1 -1 - -1 -j -i -1 
11 

-1 -'D _j 
(n ý4 4 - - 

_ 
j 

_ 
j 

-j 
ý- LJ - < P-1 

_j 
< Z Z Z 0- < 

_j _j -i -i -j -i 
u 

-i _j 
< Z zZ 

_j _j 
_ 
< 

_ 
< -ýZ CL X -OT T C I < 7: Lj- ýL - 0-4 D < T < < IA- < < < "I CO .4 U a < T 0- 1-4 V < 4 

< 
) U Z :C 0 Q a 7) U a 6-4 - X (r U C) 0 U U -4 u U U U -U 1-: 1 -) U Q- M cr- U U U 

u U L .. - . . 

4.0 
'0 



- 383 - 

�-4 

-j 

cr 
w 

w 

CE 
w 

w z 

z z 
b-4 " 
x cr- 

IL CL 

w 

U Y 

ch 0 a u x 
w z w .4 .% 1-4 Z m Z: 

co u 
Z 6-0 

N w 
u 

X a_ m z C%j V w w 
ý- a: ) 0. - 0 cu 
u Z x Cti c 

< LAI N 

LA- > z 0- + 
z (D A 

LL: W !D u cr + 

-i 
> tj w -3 

< U w Z- 
u Ir Z 

F- cr z 0 9-4 

z w 4q -* LL. + (X 

0 ý- DC 0 1 CD C%j + 
w u U- -* z * cu 

41 0 0 CD CD 
CD -; t U Z 

z >- 00 
X " LLJ x 

<r X -4 C N - < 

Z' CL Qý 0 (jo cv X: zz 
U) " 6-4 

Ix Ix 

m Uý it N 0 LAI (T) CL ++ 

clki CrIl 0. M. ui z C%j z mm 

w - - - - 0 0 - 414 44 .4 

U) 
-j -j 

M 
-j -1 

0 C%j >. > 

< LU Z z u Z Z Z Z O N zz 

x :D 0 0 : r_ 0 0 0 Cl 0 W UL 
LIJ -Z CD x x <r x u u m " Ra z 

8-4 do al " P-4 X- 1ý- cu xM X 

_j 
ý- 4 1 

-1 
cn -4 -j -j 

< Lel 4cz < :3 

-j 
z " 

-j -i 
I 

-i -j 
> >ý > ý- 0 

4 n ý-- < < W 11 < LL. U- < Z tO a ZZ WZ 
u u -T 

U U Z -4 U -4 - U LL 0 -) li- LL MW 

0 

Ul) 



- 384 - 

00 --1 C%J fn 4t LO ND r- 00 M 9-4 CU M 4- Lf) ND r*- 00 (IN 0i (1r) * U) DN oo Cn a4 CU M 
u00 Cl 0 ý4 -4 --4 -. * -1. -4 .4 4-4 1 aj ru w cu aj cu (\j w ru cr) cv) (w) m 

OOOOC)OOC)00(: )Oooocooooooooooooooo000 

<< At <<<<<<4<<< .4<<<< 4a < 41 .4 44 << 44 44 <4<<<<< 

4' 41 41 4 -4r 4 4' 4' 4' 4 -; r 4 4- 4- 4- -* -* * 4.0 
%: ) 0 1) 13 0D0U0 X) V 11) 00 CD 0ZC 

44 14 <4< .4< . 4,4,4.4 . 4.4 . 44.4 -4-4.4 444 .4 4c 4 4: -. 
> -- >>>>>>>>>>>>>>> -ýI- >>>>>>>>>>>>> 

Li 

Ln :3 -3 
9- b-4 

w CL in 
(D CD 

ir «« « 
« U) 

ir 
ca 

Z 9) 
CD Lä� 

1-- c2 
Ir CD Z< 

ai < WN u. m 
CK >4 Z 0 « 

0-4 U- ct » 
44 0% 

lh- Z (U 

Z m x 

b-4 l> 

Ir (n 0 Z 
CL ir x Z x Z 

>. 4 w C) CD W 0- 
l% 

> LL «4 rt >- ci :a 

12 0. uw -i Li 

-i 
U) 0 8 (1- 9 üý -ct (9 

9 0 GC " >Z 
L) LL -D D « 
CI) u (D 0 CD u 0 u0 IC :Z 

b-4 3: > Z < uw 431 Z) u 

ý% w «cx ir (n 1: 
tr CD c W f--4 Y- 
w 0: -i ZD 

Z Z (n w 
o% " u w Z En Z x 

D tr 0-4 s-t tr " x 

-4 3 < D 0 :D (D Z) :D cr w< 
x u u LA- CD Z o z3 U < Ir. x: 

cn w EI > i- 
w x< w 
1- Ic 

4- CD Z LL 0 LL., 9 ID F- 
1) 0-4 

ri k- F- 

< b-- ir Z CL 6--4 :D ir 6-- U) 
> < a. a- b. --8 c3 ui -i w Z F- 

c 1: #%- Z ID ir ik $- 
P-4 0. IL u -i cn x F- x: 

Z Z u (n CD 9 CD :D Z)" 

-« ui u >9 Z ID -i 
Z Ir U) Lii 0 Z 

w 
0--0 8 0-4 0 T w 

>- w W- (D (1 
W UJ (D rr (n 

U) u x 1: cn U. -4 x w Z tä. w 

Li LI U ULI U UU UU U UL)UL)U UU ULJU L) U UL)U UUUUL) UU U UU 



- 385 - 

-* kc) %0 P-- 00 0) 0 V-4 C%J M -* LO -. 0 tý- 00 CY) 0 W-0 NM -* U) %D N 00 M0 -4 N (r) 4- Lo No N al 0 ýr4 
(V) mM m m (T) 4r -* -t -: v -r -T It -: T 41 4- kr) LO ýo d) 0 J) LO J) j) Lr) I-D %0 I'D 1%0 NO %D %D NO NO r... r- 
o oo o o o o c o o o oo o o oo o oo o 0 00 00000 0 000 000 0 
< << < < < 4 < < < < << < .4 4< < << < < << <4<<< < <4< <<4 < 
41 4 4 41 * 41 41 -* 4' 41 -* --t -; r -* 4 4 -41 -21 -* 0 41 -t -* 41 _; r 44 4 4 4- 4' 4' 0 -; r 0 

> > > > >> > > >> >>> >> > >>> >>> > 

IUL 
V x 

U. X w u 

"u Xw 4 

W LT- w m -C U) ý- :3 w 

w 0w >- w W LA. W LL Al orb 

-i 
z cn m -i T w V> tu 

< " lui Cl- ý- z + 
u ý- ý1- > X7 z 0 Cl) (D z 
(n zw w CD En 0-4 W wz 
Uj 04w u w to cr :D" 

It > cr 2-- CL < (D -j a 
z a. w w LAJ z 0-4 CL cr 14 z 

< i-- z V I-- -i Z > CD 
M M) JX LL " 0-4 < V 0 CL 

z ui 41 -1 0- z -4 u 0 t- U) 
I. - < w w zw 

w 4% LA- 0 49Z cr- t- 6-1 z It W Ix 0 

cr T) < w w z w ID cr cr 
IV w t- 0 F- >- b-4 Z: 

-i 
M ID 

M wo z z " Ca 1ý- -1 Mo u cn 
rINI w 1-4 0 U) u cr 

>- ý- cr 
-i 

z ý- < w 

im Liý z a- < w z cr V) 0 w : 31: 
b-4 0-4 T " Cf) < Z Li u 

0 CL w U) -1 CD 1-4 CD JL w 

UJ CL X W IL M M U La- ID > 
0 -cX X -% I-- ý- < ft W F- 0 
Z LLI Z u W ý- 0 4 w x cr w CV) 

14 lg: f co )- (Z z U) ca (X It ft -4Z LA- U) + 

:r LAI < LL < W w z z 

L) - LAj o.. -* I-- U) LL (n - - t. - I 

IU 1ý- (1) -J D ID Z U) A. 

W LA Z 0 _--3 
X -U) Z ID 

im - L, - 5 % - cu 5) c5 cn 4, LjL tr LLý X 0 

' -. 
0 Llý 11) - LAI Z ý- LAJ CD W U 40 ý- IE < 

w 
Z 

+ LY -j u OD -j CO Z 
z E) D z m T- < _-ýj " 

Ir m 
-71 OR z - (r. >- to LLI W :3 U 

z 4: 1 LL 
W-4 Uj L) W (D cc Z 

w z 

_j 
1-1 0-. 4 41 L) 4 x x X: X W 

C) W 
_j ý- cn w V 4 (x w D U) LL Go 
0-4 Z Lij 0 0 ý- -1 :3 o > Z - ý1- xu cr 
X " -J Ld --f CL U Z Z JI M -J ID 

C 
W z F- (n u V CE) Z7 t-- I %< ý-- 1ý- 

LLJ U Z) 

X: z 
U) 

a) 
LLI U 
> z cn 

cn z " w LJ 0 ID CD 
-i w w w X C x m U CIE) o 

z 0> CC. z x LA., LL) < (n I- 
0 

= 0-4 f--$ P- z LAJ u 
m 

CL 1. - .4 z ot ý-- P- - 
E 

" U P- 

w 
cr. -. 1 

-4 00 
z 

= a LL! ý. - 
Z Lij V Z au j L-. s-- Co :D = U W a LU LiL 11 

W 
M LIL LAJ z lo: x LA. CD 

X U) 
_ 

U C) _ 
.4 " 2: cr X tr u ý- 

-i 
P-4 cn " :r 

(r. 
4 

W 
T z 4 

z t- C z> 1P. - 0 
1ý4 0-4 

x 

(r 

cr 
IL u 

u x 

) U U U U U U U U UUU U UU U UU L) U uu uuuuuu uu uuu u 

L. ) UL 



- 386 - 

CU M 4- LO --D ? I-. oc, 0)'0 W-4 CU M 4- 
r*_ I, - r- r- rý- r- oc 00 X DO CC 
0000000000000 
<4<<<< <E <<<<< 
4t 4 -* -. * 4* 41 41 4.4. 
1) Z) U (D 0 CD ID T) D 
-1 14 <<<<<<< 
>>>>> ; 30. >>>> -> -V. > 

-D N 00 (7) 0 V-4 NM -2, Lr) -. D N 00 Ch 0 V-4 CU cr) -* Lin No N 00 
oc, 00 00 DC (n m (r) or) CIN or) CIN 0) cn mC00a00000 
00000 000 00 0000 -4ý4,4 V-4 v4w4qp4w4v4 
<<<<<<<<<<<<<<4: 1 <<<4 .1<<< 

-; r 4.4* -* 41 -* -* -41 4' -* -* 4' -* -I- -t 41 41 41 4r * -* -* 
D0 CD 000 CC 1) DD0 ZD 000000 1) %) n cu 

<<< .4<<<<<<<4<<<44<<< 49 4 rx 

-P. >>>>>>>>>>>>>>>>>>>>>> 

Z) 

I 
0 1 
z 

u z 
cy- 0-4 a 

. 14 ID z I 

w -1 0 cu I 

u I 

ir w N I >- 

T CD U) I lip 
ll-- z 1 0 
a u z tD a 
3 w w u I 

-10 JL 6-4 1 
w X I 

1% 40 1 1% 
ID 1ý- w 1 
(1) Z 

z 
-i 

W 
1: 
w 

U U 
L; -4 W I w 

-1 LAJ z -i cn a z 
0 -J -4 CL :D I CD 0 

-i u v U) 1 W-4 

-j 
>- IL -4 Cl) I L& + 

u 0 CD z 

-i 
w . 91 LU z I 

Z > ZX CD 1 0z L& 
w 6--a P-4 CD " I "W cl) u 
Ir I- LL. LL cr 6- z 0 
LLJ < w LAJ uV LLJ -i 
> ii, CD co w a- z (D co 
(D :1 w I- I U) cr- 1: Lij z 
Ilz u a m I 

-i 
P. -. 4 c z < 

W U 1 11) 0u to x 
m I cc 11 u 

LAJ LLI U- u w I z ý- ý- 1: 

i- U) 4 u >- z U) T) w LA- 

U] a- w z U) LL Cr u CD 

LA- Ct Li X- 0-4 x 

V (D a a: X LL LAJ 

cr. I-- ct D 0 

LLJ (n CD Z LLJ U LL LA. z 

z a- > 1) 0 z 
< ZD 0-4 C Z I c LA- or. % 
LAJ 

u I LL U) 

C) u xW LAJ U -4 C%J LLJ 

LA- Li. ) m = L, - -f + CL 

ct :z cc C! a z z cr- 

-r 6-4 z $--I I x z0 0 1- - - D 

C < 0 z z L) 
z U) 
0 LLJ 

u LAJ Z 
z CY_ 

+ + R u C) S-4 13 
Zz z 1 1-4 z 0 x 

- -- >- >. >- 0 a >- >- >- 1 0 0-ý 0-4 0. - 3 3 ) Y 

* 
* 
* 

D 

IL 4w 
P-4 w 

z 
_j 
U LLJ X 

uu cr 

LA- >- .4 
to wu w 

> 
w 

0 1-- > U) 
P-4 < 0- D 

t. - IX 1ý- CD 
u u LLJ w< 0-4 
z Z) m > 

:D 
-j 

9-4 w w 

LL ui < cr 

cr > LL 9-4 (L 

LL CL CD 
0 1: Ll- Ll- 

z Z) $- to CD 
LAI r fy 

z ý- z z 
o--4 (1) W LJ 

> (n X: 

z U) z 
Lij LJ w ww w 
ct Z) a M Z) 
ct -. J -. J 

u > u >> > 

> 

-j w 
ID cy- 

cr U T CL 
LA. W LL L. L LL W U- L& 

* 
* 
* 

L)L-)UUUUUUUUUUUUUUUUUUuuuuuuuouuuuuuuuu 



- 387 - 

crs 0 V-4 C%j CV) -I- U) ,0N 00 a) C) V-4 Cu CV) 4ý LO -D N OC Cl) 0 -4 cu fn _r it) 'D N 30 M C: ) .I CVJ M :t tr) 
0 W-4 V-4 q-4 V-4 W-4 ý4 ý-4 V-4 V-4 W-4 N CU CU 

ý-j 
C%J Cu CU CU Ou CU MMM (T) m kIn M C9 MM 1- 4 -* *** 

V-4 W-4 V-4 w-4 W-4 V--i V-4 v-4 V-4 V-4 V-4 9-4 -4 V-4 V-4 V-4 W-9 ". 4 %-4 ". 4 W-4 W. 4 V-4 V-4 w-4 q-4 9-4 -4 -4 -1 -4 -4 .4 V-4 .44 W-4 
<<<<A<<<<<<<<<< "I << ýl .4 41 4 4ýx < 41 4cz ": t 4t -cl 4<<<<<<4 

4t -t -; r 4- 4" 41 4- 41 4- 41 0 -t" 4- -; r -41 4r _lr -r o* 
0 Z) 0D Z) D Z) 0V0 CD Z (D D Z) 0 C) D00 1) Zj 00 T) 0 :D0Va: ) .0 (D 000 1) 0 
<<<<<<<<<<<<<<<<< -cz -cc cz <<C: c < It <<4<<<<< .4<<< 

cu 

(D 
u 0 
" w ID 

LU LAJ 
z 

LL LLJ LL 
LL) T 49 

U. _j M CD 
z u z Cr LLJ cn 
0 >- (D " M x 
L) U) LAJ U 0 v w 
w IAJ > LJL 4D x 

D LAJ w u 0 w Cl) I CL < 

-j 0 > w w m z z 

w 4 T7 0 -4 Of 1: V 0 W CD 
> w 1-- -4 (X 0 Lj 

--: 
) t- 

4D ? - < 0 IV w 6-4 10 

Lý < Ir LL U) u 

Z z w n Ll 0 9 D W L. L 

LLI Cl Z- 6-4 LAý 0- CL LLI >- 6-4 
T w " z IE: z U- T) w LLJ D X7 _j (1) > 00 
T. (n LA- ID I-I QD > -j - a: x z o il- D LO 
- :3 0-4 < 1: w 0 (L U- 0 w v D ý- a 

b. - cl I-- w zi C) 2- U) u -i CD u z 

Z (j) -, u (D D -j 
Z 0 CD z < M L&J LL LL. 

UJ 0-4 -CL ui Z- _j 4ý1 1-4 cl 0 u ID >- z u 0 -1 CD w 
17' A 

x P-4 > 0 Z 
-i I--# LJ :D LJ 

w z 
-j 0-4 0- LLI cr- I :> Lr. x III U) I-- < 

-. 
3t Cr- " U V) LAJ 

u c < 0 L) 0- X C 0 7 ui < W . 91 (1 w 7: 0-4 z x a- LIL 

. 4% 0-4 b-4 0-4 LIJ D 0 LAJ LLJ ý- T- --) 
-j 

:3 Z U C: j -4 JL W >- 

j cr I. - 
a 1: U LLJ X T_- LLJ U 

_j 
Cf) CY 4% I. - a 

- 

a UJ 1. -0 z LAJ .4 3 (D LLJ 1: >- < < Z .4 W W V-4 z 

- V- Z LJ Qý.. (Y ý- LLJ 10 -1 
cr < cr -i 

u > 0 Ll CC U W N 
. 
(/) .< 

(X CL < < I. - -i -j 
u Ix Li < LAJ Li Z En LA- LA- z z w 

z x 
Qý u x CL W, 

-j 
< z u Li 

-j Aý 

u z Ir- D z X 2- -Nei 0. U) (I > z 
-j U LL - - " a " 

w w < u 0-4 LL- W < 0 1-4 1) 4ir X V I- V. -# ED ý- UL (n 
X Aj LLI W 1) ý- x ý- w 0 U- 0 LL ý- 0-0 UU < " a 1P. - 0 z w t. - 

D U -M En (D 0 w < CO LI; W 0 < ý- LL) Lli ýn L. 1 w Z Li 0 w 
Z ! -- z w w Y- CL W ý- u - U) Qý u Wa u) z Z Z -j < y- U) 

U- W Lki W < V cn D < ý. - < v ui u --j w W Z O-f " 1. - 0 C. < LAJ W 

CC 0 co -j D -j aL z < w -i 
D < - J- I-- D Ic LL Z F- 1- D N u ID m 

m 0 < < < 0. - w cr 
-i -1 

0 LO u 1-4 LL X CD Z 0- " C3 % < 0% 

ca w w z (1) > a. x 0 < < I*% L LL :1 Uu 0 1--q c! ) T M _j a- Lf) X U 

-j J 
> 

Z 
U 

Z 
-4 

Xy 
X 

w LLJ (D LA 
ý- 

Z 
0 

w ý- 
> F- 

< 
LL- 

0 
L 

u -i Er z w ý- ý- ý- 0 U) 
LL 
T r uj :D ý- #- --l ý 

- V LU (n _j M - cn < LLJ "j 
u x 0 LLJ LAJ 

ýo Y- z :3 LAI m uw Ln - 0 M - 
Li LAJ 1: 7- 0-4 Lij LAJ LAJ 

-. 
j 

-. 
1 0-4 >- 0 LLJ W U) ý- ý- - - at 

LIL < -4 > Z) a a- c -j &, - IL - z CC CIL Ica 

LL M a W. U Cý Cr, < D" U X < x Y- 

-4 
< 4 11 

z D IL 2: z D < Z) Z) ý-# C%j M q-4 Cu 0 

I 
>0 CL a_ Q- > - U -4 En in 1: Cl) z z N I N I N m 

w 

x 0 u w a- < X u 4 CD X z Ir u z LLI E u r w < LLJ U IE) a z 
w Y L) -J 1- C 0 < 0 L. ) < 0 1-- LA. I- w z z (D 

- 0 00 )c C o o 0 0 
1-: 

1 0 0 U) < u Z 
. 

L)UUUUUUUUUUUUUUUUUUUUuuuuuuuuuuuuuuuu 



- 388 - 

No N 00 0) 0 
-* -r -* LO 
W-4 M-4 V-4 W-4 

4 4 .4 4 4 

.* -* -* -t- _; t 
0 CO CD ;D CD 

> -12 - > > > 

w 

* 

. 

. 

:x 

LJ 

9--4 MM* to r, -- 00 (n 0NM 4> U') No r%. 00 Cm 0 (U ri 4- ul vN 

ei LO Lf) -1) Lr .) 
9-4 --4 V-4 -4 r" 9-4 

<<<<<4<<<«4 gt «<9<<<44<««9<« «« 99 
>> : 7- -- > ý> >>>>>>>>>-: > >>>>>>>>>>>>> 

Z 
1--4 0 

-T- 
X 

W 

V-4 0 

X 
4 x 

0 1: .4 u- tn 
z X W W -% 03 

ui %. ý _j _j 
< 

M M < < + 
ý- --l U U 
s--4 - Cf) W 

LL 

i T- -: 3 W Lij 4% W W X- 
-- zz U. 

A- -j 
z -4 

o 

LO 
0 Z Z 

4% . 4% 4% 

cn 
At 

u W LAj CV 
u U) 

-1 

0 0 + + co cn D :D -4 n < 
7 U) " 0 < W z z N 0 L) 

CD z LF) u u --4 u CI- 

ILLI < X It + L) 11 11 cu - + X UJ 

z z LL; 11 --) z u 0z y 
-Y 

- 
-le 

Z Z LU LLI 

1) = - 0 U --) --) 11 LL ZZ :Dn - LA- - - U Vb D F- M 4y 

U U 0 0 En -3 -) 
-Y 

Z 00 
-3r. 

-4 
-]c 

3 
-Y 

U U U LL 

CT) -* 
N V-4 

w 
-J U 

U 

w 

cr 
w 
1ý- 
6-4 

CL 
w 
m 
CL 

* 

2r 
1% V-4 - 

W-4 + X 

v-4 N a. 
N & -') 1-4 X 

LLJ 0 --) " CL 
z U- " " %0 " x 

11 Z a- CL 

CL D X 0X 

Lr) 

U 



- 389 - 

0 V-4 cu CV) -* Lf) %D r-1h. 00 m 0 W-4 cu tIT) -; t U') ID N 00 cn 0 V. -I ru (1) -* kr) %D 1**- 00 (IN cu (T) 4* Ln ID 
ou cc ao DO ou 30 uo X, Do x 17N a) crý Col J) 17) m ill cl ON 0 0 00 0 0 0 0 0 0 -4 V-4 ý4 -4 W4 
ý4 V-4 V-4 ý4 v-4 V-4 -4 V-4 W-4 V-4 W-4 ýq ý4 V-* W-4 W-4 V-4 1-4 q-4 V-4 clu C%j (v Oj W N N cu cu ru cu N cu cu N 

< < 4: 1 < < 4 < < < < < < < 4 4 < 191 < 4 . 41 4 < <4 4 < < < .4 < < .1 4 < 4 
-11 -11 -* _I: t -; r 4 41 41 41 41 41 4t 41 41 41 -* -: t _r 4 4- -* -; r 4' 4 41 4* 41 4. 
0 U 13 0 Z %V 0 D 0 0 CD -': ) V CE) 1. 00 11 0 0 V 0 ID U CD 10 CD CD 

< < < < qx < < < < < < < < < < < -1 < < .4 < 4 < .4 < < < 4 < .4 . 41 < 4 < -q 
> _: > > > > >. > > > > > > > > > > ;* > ý- > > > >> > _,: I- > > > > ;* > > > > 

w 

z 

z 

X- I-- 
L) 
M z 

14 
:3 

w LA- 

(n (X 
w w 
(x P. - < -j 
Q- 

w 

ix 

cl. ID 
z 

w 

w 

x 44 00 z 

NC lob 

z 0) L) 

w 
0 z 

40 
0 

* 

40 

0 

IAJ 

.% 0 
CX 

0 Cu 4% LL 
4% 

X < 
< 

1: 
4% 

0 X CV cu < 
0 < 0 N 

4% 4 -% r 

- Lij 
Z 4% 

00 
Lj U 

0 - 0 
d 

'Q-4 

- 4 - 
(9) 

- o V. - c 
>( Uj W- w % 

4 * % 
z + LL e + 0% In 

z x 40, 0 1% 

W-1 

- 

" 

u 

Ld 1 C 

U 

u 

0 

W-4 

'r-4 
z 0 W-4 

Ui + -4 0 N 

1 z 11 - 
-. 

D< z LAL - 00 cu cu 
:D z 

< 
T- 
< 

-4 
N 

- 
(D 

LL 
0 -. 0 ()f " X zu LLJ z LA- co :T 

N 
Z LLJ 11 U 11 U X aD < > 1 6-4 11 -4 1--4 0-4 if 0 9 -4 0 CD CD 

0 
0 
ý- I 

7 x u 0 0 -4 0 T, LAJ Ln LA- 0 0 in 0 To - + u Jý- LýL - + I. - -j 
1& & 

o, - 
Z 

cr 

b-4 1-14 < U < < F- n iý: a X if 11 U 11 If - 1-4 
_IN_ 

u 

L 0 
- 

LL 
0 

11 
-1 

04 -V 

N 

: 10 
13 

Cc 0 
6 

CD 
IV 3 -. 

1 E 17 0 r. -. 1 11 a- (11) <1 < C ý -j 
a rc - 11 D4 L. L L u. 

-4 C 0U 0 LL 0 C) U 
0 Orl 0 1- L- - Li- 0 0 0 y C: x Y- Uu -4 Z (D - 

U 
0 00 00 (TI 4t NO LO 

U) V-4 
00 



r".. 00 M04 C%j CV) -* U) Z r, - 
-4 --q --4 ru N lu N 0., cu N cu 
N ru ru (NJ cu N C%L cu cu cu N 

< -1 << <x < 41 <<< 
41 -* 4r 41 41 41 4- 4* 41 41 
T) 0c0u :3 (L 

- 390 - 

oc cn 0 cu m 41 Lf) %D r*141 00 0) 0N cr) LO ID N OC) cm 0 -4 cu (W) 
tv) (n (r) M (w) M 4, -* LO Lf) Ln d) 

lu N clu N C%j C%j N rv Oki NN cu Cu 0i IN cu NNN Aj cu cu C%j 
<<<< 

41 4 41 41 4- 41 41 4 41 41 40" -11 4r 41 --*, 4 -; r 4 4- -r 0D0 43 V CD 13 0 aj 0 ID CD I) CD 0000 13 0 1) 0 to c 
<4<<<<<<<<4<<<<4<<<< << < qc 
MI. >>>>>>>>>>>>> -I: w >>>>>>>>> 

C13 

a 
< 

00 (J() 

oc 00 cl 

cc Lr) x m 

(r U- M, .4 0 

0 x 
LL 

toy) 

(T) 
w 

CC 
0 

4 -D + T) LO n co + 

ý- - -4 ý- o -* - 
CD 11 0 a - If 

co << Z) :4 U) Z" If U) LA- CO 
. L. If 

LL CD 0 C " $--I 0 

--4 M LO ID 
C%j cu 30 N C%j 

f %. 

x 0 00 
Al 04 (w) 
r Oo cu 

0 0 - 
0 0 x 

+ + cu 
X c 41k 

< -a C X oc 
T- 1: 1 4 N 
in 0 x X: - 
0 0 00 Cx 
if 5 LL 

x 0 LO x V I co cn 
4 0 < I-- LL LL U- 

LO 0 ýa U- 0 tc UL t-) U 
-M 

L-D 0 -4 C 0 " LL 0 LL. 

fý- (T) 00 (n 

C%j qp-4 N N 

00 0 
C%J Ir-4 

oft q1t 

w cu 

W (T) 

0- 0- 

M CD (T) co W LO 
LA- LL 0a 

CD a01 00 Tj V 4" X a. 
- --4 

0 ý- LA- UL 0 1- LL- LA- 0 ý- 10-4 .4U. 0 

u-m If - 11 11 u 1: aI 
U LJL <<0 LA- -4 (1) 

_j 
0< -4 

(D - LA- 0 C) - LL 0a0 LAL 0 

4 CU 



- 391 - 

cu 

(D 

Lt 

* 

Z . Läý c; p 
0 U -4 u 13 

CID it (i u 
CD LL 

0 
e-t 

U') e P*ý 30 m0 q-4 CU M 4> LO %0 m- 00 M0 r-f (V M* LC) %0 r-. 00 M0 W-4 ri m* 
Ln ýo u3 6r) A0Z03 �o ZZ l*O %Z Z r-. r, -- ý'ý r". P-- r. % "4. rý. r*, r%. jo OC OC 30 OC 
cu N tu cm cu ri Ou N cu cu cu N (IU w cu M cu m ni N tu MN (\i tu cu cu cu cu (\i 
<<<<9<< -4 4<4<<<< 14 <94<<4<<<<4<<< 
4> 4 40 * 4» *> 4> 4- _zr e -* 4- 4" 4> 4" 4 -* 41 4*4e 41 -& -* g> ** -* :r 

(0 Z (D Z00M03ZZZ ID 0Z (DM Z ZD t- vZZ Z) 0Z Z) 1) 
-« <9< 

x: 

.4 

U) I'D rl%. 00 ON 0 
jo : )o w 30 00 M 

N cu cu C%j N 
< < . 4c < 
41 41 41 
0 CD c 

LO 

CD 
+ 

%0 

41 u 00 
CV) 0 4% 

1% + (n 4% 
00 

CV) At w 41 co N 4% 

cl z 00 

cn U0- + CT) 4% <a0 

U U - -: 
r - 

0 Ol u 

LL LL U u 4% Lr) IIu 0 

- 
I t o 0 41 Oc --o I 

. 41 ED I + 

LA U- 4 co 
- OL I 

4% 10 

%D -- Cl a 

U .4 - -ID .4 U 00 U') I tr) I 
co C%J - LL - N -* U) U) ý4 C%j = 00 
+ I m = 00 0 cl 

Cle u < m M Li U d) CO M UU (D . Lj Z) 4- CO =1 u u a) - (D 
- 

-, 
--p o 0 iA- LL- 0 LL Z -- La- 

-': 
) LL 

-0 
N. - r-) t- 

- 
11 0 11 U - a0 C-10. 11 9 u u N N LAý 

- 
D 

11 11 La < < C11 V 11 0-4 -4 LA- -4 - ý 
"C 6- T-) UL LL LL < < M 1= 0 (1) U. U) 10 a I 

< M 
- 

" LL 0 LL- 0 (D 0 0 U- 1-- 0 LL (D 0-4 0 " -4 " LA- M LA- 0 Ll -1 6- " (D LL C) 

(T) -41 
(T) 4- X) ID Cr) Lr) %0 f- 00 q-4 

(IV) (T) (r) -zr Oc 00 M -01 -* -; r 

u 



- 392 - 

,4m 
1 

m 
-* to 'o P,, no 0) 0 

-* 
V) K 00 (7) 0 W-4 N m 

-: r 
U) %a (n 0 ) 4n (7) (71 (1) (7% ON cn 0 0 0 C) 0 C) 1-4 V-4 W-# V-4 W'# C\j C\i C\j cu N N, N Aj C\j CV) (T) m (T) m (1) CY) (T) m 

< -4 < < 4 < < 
.4 

4 
-4 OCX < < < 49 

4- 4. -* 4, -* -4p -* -* 4' -* 41 4- 41 41 4w co v o n 0 co 0 0 0 (D 1) (D 0 1) 0 %3 1) 0 u 1) 0 V < .4 < < < 4 4% -4 .4 4 < < < < At < < < < < 14 4c > > > > > > > > > > > > > > > > 

w 
co 

(j) 
ui 
cr. 

I.. - - z G 
z z CD 
w CD 
Cl) 1- 0 
w U LAJ U 
x u w u cc 
CL w (x < C3 

cr 10-4 -j 
LAI 

LL 0 IL cn w D 
- w EX Lai 
U I. - cn 
X u w z W LL z 
I-- z CL LU 

cc b--4 "I w :3 
+ CD 
< LA. w 

(x I U- Ix 
CL 0 04 - cu 

z cn - x 
-j -j .4 w 

-1 
0 

z 
-i 

< 

CD u u w w 
D z 

u z -i CD Lo w 

a. LAý -cr CY) w 
CD z _j _j 

1-4 

U LA. z z -41 it) 

0 CD Z 0- 1- ft a% 
I LA- X X 

Q z LO At 0 Lhi 00 

cr ir Ir z z CIN 
0 w 

Lf) x Z 

z 4% u u 

t-4 W-4 - - - 

-3: : 3ý -j V-4 LO U 
- + N X: x 00 1 3 cu 

lu z r 
- 

Ic -7 - W W. 4 ft " w" z - " M - M, 

+ LLI tri 1% 1 LL a at 

4 LLJ U) C%j Cwj 
-J -J 

Z if) > a LLJ z cu 

W - -, W-- -W'- < d. - - - z z0 LLJ W Z U) w > z tr m 

Z 1-4 D "1 --4 " (D rx 0 Lf) Cr Lil 
x x = 11 z Z 11 ()ý M Ll X X X X X 

_x cr - : 3t CL Cr -j 
C3 a) Z 1--4 Uj a- N 1-4 " V-4 T) 0 LL CL " " ID 

i-n 
ct: 

-J 
Z 

-i -i -i 
Lo 

-j -j 
r 

-j -1 1-- - a u 
11 6-4 1-4 Z 0--1 10-4 _j _j _j -i -i 

N 
-i -j 

- C = - -J LJL << .4 < < < !D LL U- << LU < CD < 0 LL. :) 0--4 U- 1) 
0-4 0 

-. 
t - -, UU U U U u0 uU r U 0 u 0 1- U) 

ON in In 
LID ON ON 00 

0 cu 

LO Ln LO 
u u u u u u 



- 392 - 

. -4 <\j M4 (n %0 M- no (n 0 
a) (r) si) m aý C% M Ch (n 0 
cu (u tu (U N Mi N (U (U (V) 
<<«<9<<< d« < 

U) 

U) 
ui 
cr. 

P. - 
z 
w 
Cl) 
w 
cr 
CL 

LL 
CD 

41 Lf) P,,.. 00 0) 0 v-4 C%j M -1, Lf) %D 
0 0 0 0 C) V-4 V-4 W-4 ý-# W-6 V-4 W-0 
m m m m m m M m m fv) m CV) 
< 4 < < < < < < 4 4 < 

41 41 41 41 

-CIE 
> > > > > > > > > > 

Z 
KID 

:Z 
Lihi 
Z 

ir_ 
qj 
LL 

tu 

uu 
M u 

0 w w 

C13 
+ 

(x 2 LA. 
CL 

Z U') x 

z 
V u u LLJ 

u z 
-i 

ljý 491 
z > 

_j _j 

0 LL z z 
I" CD Z 1- 4% 

ci v-4 
LL X " 

L) z z 0 LO 4 V 0- 

04 w z z 
0 LAI -j _j 

Li p- < < x 

z u u CL 

W-4 - - - 

Lo - 0% U 

+ + - - - ýD 1: 
u z c c z w lit 414 VIA oil 

Lo tr 
+ Ct 

-: 
K z & ; 

,4 0-4 :1 _j _j 
C NO Z -4 

C UJ - 
Z Za W W -z - N--d 

Z 0-4 D La rr I. - I- - 0 * t. - 
- 

0 U) 

X it z z 11 (Y- M U. 1 x ýz x X 3: ]C 0: - 
a Z 0-4 W CL N W-4 V 

X 
_j 

Z 
-j -j -1 _j _j _j 

LO 
_j _j 

I 
_j 

Z " 1-ý -i -j -j -1 -1 -j -i -i 
I 

-i 

0 --N - - 0 = - -J 
LL < < .4 <r < <V LL LL- << LU < 0 

Cl 0 X 
. 
39 " ý. j u u u uu u0 0--f 0-4 uu 1: U 0 

01% 

41 
cu 

to Lf) 

u 

w 
z 
CD 
I. - 

LAJ 
z 

4% 

x ac 

9 ID 
u (D 

W4 
LO 

w 
Co 

eD 
0--- 

Z 
ID 
1--i 
oh-- 0 
L) ui 

_j 
w 

LLJ (X 

CL 
:2 

* 

Lr) 

U) 
I 

IAý 

I LL 

>a LAJ 

w >1 z 

cr- LLI 

LL CL 

LL :D 

LO LO 

U) (7% 

uuu 

LAJ 

cn 
z ID 

u 
w 
c1c 
b-4 
Q 

-j 

w 
ir 

U 

U 
ct 

Li 
z 

F- 
LLJ 

41 
Co 

Z 

tu 

Z tu 

tr C% 

w 5D 

4-i 



- 393 - 

r*. 30 M0 v-4 C%j M -* tf) ', D N 00 CP 0 -4 CU M -t J) -, 0 r*-. 00 Cn 0 . --4 ni Cr) 0 Lr) DN oo M04NM 

,4 q-4 -4 W ru Cu Cu N I\i N 04 ýQ N (r, MMMMMM cn M r-, 4- 4- 4- -T --. r ý *- -t 44 a) Lo U) ýn m CT) (In m CV) (T) CT) (r) (r) cn m (T) (Y) ý"Pl cy) m cy) mmmm cn cn mm (7) mmmm, (y) mm (n mm <<<<<<4 41 41 4* 41 41 41 -41 4t -: r 4r -11 -: t 41 -t -: t 4 4* --t 4 4- -1- 41 41 
0 a: ) V (D 0Da: ) ID 1) ZD ID 1) CD0000VDVz I) C) D00 T) 0000 1) V CD Uv 

< 4CX 4C 

C, ) 

z 

u X 
w 
cr 0 1 

UJ -J! u 
JL 

-. 
1 

ý- a- wz 
s LLJ u (D 

-3 w CL U 
CD ww 

ir 

U) LO 
w fll- w 

-4D 

C%j 00 

- r %D 
U- 

CL I 
LL. C%j 

0 X: La 
w4 

a Lf) NO _ x a 4% w LL. 0 0 
CD 

- 
z z 

I Y 
a oc r- cu 7- 0 3 ft . 

z a - 2 z 

4% 

- U) 
CL CC. 

- 
:I 

LL 

* CL V-4 W-0 X4 
_ 

It + X LAJ LA- 11. + ui N 3: w0 N + 9--4 1 

P-4 CL M Z) 9 w Z :D " it :D" M Z " CL - 4cx CO 
LAL 

x z z u " cr -- 
x 34 CIO 

C) --3 M -4 a. D L. -ez) _j 
N Z If 

* 
Z w " 3 0 d) " N4 

-- 
4 
I 

W-4 
+ 

-i -D It LO 11 X 6-- - - -4 -. 3 1 0 , a 

1-4 

Qý 

Z 6-4 

Z 

J-D 

0 

1-4 

9 

a 
It 

< 
ýD 11 

Ck Y < )&: ýZ) 11 a_ a- 

X 
Z 

U 
a 

0 -T) (D LL 
cu 

11 LL LJL C 0 
z 

V, C. - OD 0 ý- 11 - x < C - x - LL .4 N 
:r u-) x 

4 
T) 
0 - M u 0 (D C 

- 
6-4 C 1-4 --) 10-4 C y 3U -- 

ý U 6- 1-4 y - < a - -3ý I-- 
< )c 

LJ6. 0-4 0- - 

CY) 10 (Xi 1-4 r- 0 C%j rl-ý W-4 10 P. - 
cu 
ON LO 0) -4 m 00 ID -D m -10 %D \0 

11-4 

u u uu 



- 394 - 

l* to NON 00 a)o-4cu m4» A lvr%. OO(A 0 -QCMM. * U, 1eN00 (no -4cumg- Ln%cr--. oocno 
x) ýD LO LO C) w) %Q -Z %Z ZZ %D No NO %0 No r, -ý :. N r- r- r- r--. rý. rý. rý, io uo ac jo io jo oo oo oo oo cn mmmm (Y) mmmmmMM IM mmmmMm (n MmmmmmM, mmm (9 mm (Y) mm (9 
9<< «« 99 -ct .49<<<9999999<9 -« <99«9 41 -« 9999 -« 99 «« 4- 4- 4- t 4- ýr 4,4» 4,4 4,4,4" 4,4 4» 4,4,4- * 4,4» 4e4, ***4, *, 4- *e**4,4 
ZZZ ZD (D Z) Z tD Z: ) oZ ID CD ID ZZZ: ) 0 (D 0 Z) uZ CD Z) oa (D (0 %D Z: ) Z: ) Z) ZZZ CD 0 

I. - 
z 

CL 

z 
w 

w 
w 

w 
Ix 
I 

CD 
z 

* 

L) 
(n Z 
LL) 

b-4 

Z 1: Z 

%0 

u 

ON 

00 
ON 

cn 
m - 
-Cc - 

w 

a- 
x w CL 

X 
z :3 En 
-% I Ir 3 

W--4 v-4 
" + LLI C%j 

CO 
x 

91, of tl P- I- 

n- LA- a- . 41 z 

X U C X Uý 4 ID V 
-4 < U 0 

r- 00 cn 
CV) ON (71 

w r 
0 D 
w r 

w b. - 
(M :D Z 
ir C CL 9-4 

c w w r r 
w > cr 4: ) 
6--4 Z >-t 
LL Z: ) Z) U) 

in u c3 tr 
8. -4 Läi :3 >4 8 f-- C tr 1: LL 

8-- < Z b-4 
Z ch cD Z, Z w 
6-4 u ID 
ir w b-4 
KL L) U) cr 

Z « w IL 

4: ) 
-1 

(r U) Z U) 

8--4 4 Z) " CD b-4 

Z Li [x u ca 
u UD u 8 u w 
w cn m 
ct cn cn CL w w U) CD 

CD : Z 

w 

cr 
ID 
LL 

U) -0 
IN rs. 

C Z Z 
w. Z 

Z -4 Z 00 b-4 
(T) b--4 eN 4% 

c2 %D - 00 %Z 0 
cu 00 1-4 W. 4 

3 m qrd IN 

lu- me b- cr, 0 4% c 

cu Z 0 0 0 0 

8 cu 

CL 
Z 9 (D (U ID 

C) 
v LL c LL Z v 

< (D s--4 (Z 

00 cu (V) 
0 Co W-4 
V-4 V. -4 

Li Li Li u u u u 

z 
4% 

cu x 

--3 0 a 
-3 V-4 + - 

z -) Y Ne 
a 0 a - 

0 y :9 



- 395 - 

Ime Ai m g> Lin %D r%. 00 m CU M 4> Ul No pý. 00 a% C) ý-4 * U') %0 pl, ' 00 0) 0 "d Cu M -* LD %0 r-. 
Ch jý (A jý jý i\ Ch M 011 D Zý 0G00 dzi 0 -4 V-4 --4 - --4 --4 --0 - r, %j (V Cu (U W (U tu (U 

mMm ('" ee 4- 414> 4» e *> e 41 41 4r -* * 41 -t 41.4 *** 
< 

Z: ) 0ZZZZ: ) ZZ Z) 0 ID Z) 3D Z Z) ri : 13 Z) u0 13 ZD Z) Z: ) ID 0V CD (D 3: ) CD (D Z 
.« l< <<< «« <9<<<<4444< «« <<4 -4 «4 «4 <<49«4« 14 
:. >>>>> -l> >>> -i' >>>> -l> >>>>>>>>>> -2> >>>>>> 

cn 
Z 
IL) 

LL b-4 
6- 

Z«Z 

b-4 Ir ww 
ww ir 

w b- Co «« 
U) CL 

. KZ (0 1: 
w :r -cir CD 

X L) 

wZ tr 
0wwZ 

ww -i c13 0 1: Z (x 

-i -1 
0 LL x: :2- b--4 b-4 

9<Z a- --: ) cDZ8w 
ZwZZ 

w 
ww IJL xw b- 

(n 0-4 4C1 >- b-4 

b-4 " >- w CD (X 

(0 cý 
ww CL www 13D 

+w> En L) 

> 
Co w 

xZ 
< e-4 92 w 
Z IE w -i 
xx 6-- 0- 

CD 
Li 

xx 
Z 

Ul b- 

uh 9 

-xZ U- 00 (-) 0- Ln ir 0 r_ 

b-4 «x s-4 -% rl_ (-) Li- Läi cu q% 

x -4 -- ý- c% Ln 

wx 
00 - b- "00 
r%. 4,4 

1-- - (U IP-f 

iN W-4 w 9-4 IRN 
- 

e; Lý LZ (0 (r) 
c3 

Z 

CL 
W-4 C _j 

x W-4 
(n - (r. ux C%14 

+ to to LL + -. i 
üý a 

00 -Z Li u 
-i 

Lii 84 -) w 

C) a- >- 00 e-4 b- cý Zm P-1 + -) W0 CL ic 

- 0-4 P-4 D ti- 9 U- 0 --4 LL :x cu 0m N-4 ui >- LA. a- --) -3 cu w LA- 

1wi --) 7: r Z ui 8 

U >< >< b-4 CL 9 (D C) Li- _A 
r- -4 (V < Li b-4 u- uj u-i -] 3- CD ý-4 X Li. CU 

o- Lii -i u< )-- - -i b-- 8< 2ý hiý -4 8- $-- )-- m U. -a 

Z LLJ -i u 7- 9 c3 Z (D LL- ') Z 

- La- kl- C. - ýe < LL C2 3D LiL U CD Z0 Cf) 16. - LL < L. L ti C -) -0m is-4 CL U- - 

X b-4 6. -4 
U >_A (Z 8--4 C b-i b-4 

u (D _) LL. 

cu 
00 w) 00 lw-i 

0 DO m0 W-4 

00 

r- 



- 396 - 

00 Ch 0 -. o C%J (T) 4, Lf) NO N 00 (7) 0 C%j M LO %0 N 00 Ch 
(\j N M CV) (Y) M M M (T) M cr,, C") A* 
I; t 4t 0 -* -* -: t -T -; t 4' 4- 4' 4' 
< < < < < < < < < < 

4- 41 41 41 41 4" -*l --It, 4 -; r -* 41 4** 

0 0 13 0 D 11) V (D 0 V T) (D 0 IrD a 33 CD 
< < 4 < 4 < < < < .4 < < 4 4 4 4 4c 4cx 
> > > > > > > -! ýI- > > > > > > > > > > > > > > 

c3 
w 
b-4 

LA- 
in 

(I, 

* 

-i 

LO 
z 

04 

IV" 4r Y, 
0 W-4 4- cr) -- 

+ -4 x *-4 XyW cu 

CL a- z-a --4 a-D Ch 

Lj x+-- It Z 
IL V a- 

-I, 
-, EL N -4 CU 0 

LAý fl XX i- X- t- 0 

LL. 0- 6-4 6-6 0--t Z 
_j 

11 X0xN (D -4 T) 
Lj- . -q 0 0. - Y LO 3, LO 3XU -3 (D 

LO 4r IS) CT) 
0 qr4 V-4 V-4 
V--4 q-0 Wq W-4 

V IL) 
z (n 

f %*. 
0 
W-4 

41h 

0 

C%j 

cu 

qr4 

z 

LL. w 
"a 

%00 
0 cu 
q-4 

0 
z 
w 

CL 
w 
F. - 
cri 

1ý- 
w 
U) 
w 

z 
.4 

CD 
a 

Z 
m cr 
F. - --) Z ý- 12 

Z CD wZ 
" (D (Y- LU 

N 
0 
W-4 

uu 



x 
z 

U- 
C) 
-j 

U 

LL: 
z 

(D 
x 
M 

- 397 - 

-J D CL 
(n a w U) AD 

ul 
-i cx I 

1ý- 39 z 
D 4% w 
CL CD CL 

0- (D 
La IL 

z 0 
x N, w 
Cl) 0-4 

-1 
w x ui 

-j ID 
-cl li- x 

cr 0 
w ID 

U. LL ui x 
w z X & 1ý- 
IL 6-4 40 D w 

< r (n (n in ui 
X x F- 0-4 §--q < z U0 

-4 % 0-4 W (D W 
CL x X 2: CL JL 

0 < I cn $. - 
9.10 -j 

I: - z LLJ 
w x w Cr IAL 

JL x 04 w w ID 
LAý a z :r 0 
w I-- w X: 

X (r ui Q: :3 

14% LA. F- x x Co IA. U) 

LU cn 4% D 
D 1ý- -j ID + + 0 Q. w 

-i P-4 < IA. LIL 

4: x Y- > C) a 0 

> C) 0 0 < -j 
- *4 z :3 ui 
0 U) x C3 0 
0 :3 U) ui 

' 
LL 0 -r-4 

0-4 " Cl) I 

0 (1) - - LLI ir_ V 0- 
cc V-4 0. - x x z cr -T) -i 

z 

V LL w Cr- U 

w LL. w cr 

Of w cr w x X U. 0 LL., + 

ui cr N LL 04 0 M: c 
LA- 

-Y 
N -4 N -4 .4 40 0 - -i 

w 1"- 

LLJ *--, U V-4 LL P- - 
U- I < co 

LL < L. L LL! x CLI z cri 

LL a: W Qý CL Z 0 0 41 0 C E 
x LA- m I. L Z 04 t. - LAJ w a- 

N.. 11% CD of .4 - - 0 Z 0. - (f) 
x x -4 (D 1 1-4 0-4 4p 4p z LJ LLJ 

-i 
z 7Z z W LLJ Cf) 0 U- 6-4 - - -4 X0 

< CD 0 V -1 -1 z x x (D 0 
u LA. I: i: r E a. w - - - - 0 3 

X: F- Z: z z F- I U) Z LAJ LAJ 

LL M) 1) %D CD X) - a w X) Ll- LL LL. LL. -4 IX 7: 
. U U U U U O (D 0- 0 " " 6-4 " U- ki- ý- 

cu 

cu 

-. i w 

9 > 
1: (D < 

+ X 
> + 

> 

ik LL W 
Z ir M 8, - b- `Nb a W 

u w ui 0 la. w 

x üý x w W- 
tu 

_j 
LA- + 

_j 
CL + 

(D - -a 14 w < LA- w 
N CD 9 < v- m > m » 

LL C2 -r- u k. - LA- (D w Läý 

W-4 N 

uuu UL)UU uuu uuuuu 



- 398 - 

z 
cr 
D 
im- 0 
wZ 
(r W 



- 399 

x 

ilk 

LAý 

z 

CD 
x 
co 
:3 

cn 

(D 
w 

x 

LA. 

CL 

z 
w 
(L 
(D 

z 
1ý-4 

Ir 

w 
CL 

-i 

X cn 
ir cr x 
Z 4D x 
LA- : LL X 

e- -it 
cn 6-4 (D LA- Z 

:D :D (2 -1 w (1) 
CL < 0 

X 

w W L) 

Z >- CY- Z -1 -4 l% cu * 0 cu u 
LL < 0-4 (D (r - - 0 * * 

-i f- > GD X - X O * CO 

-i 
üi 9 b- -i 

C) * :x * * 
C- ct ui 6-4 vi 3 :x 

--e 
0 

-1 
U) 0-4 - % % 

LL, Lä-! u (C cr. x cn m o o c w 
Z 9. - r 6. - W --i > > x: - m m 0 * 

< Z- Z) W x- U X 

L-t C 4. -6 
Z :> CL 

ý- 11 11 g R oß P-4 x x x x x x o 

< tr, NO zn W _j _j _j _j _j -Z 
x G- 0. CL CL a- 8W 
w Z Z r Z Z -1 --3 Z ýý E X U U U U LI <ý-n 
w f. -4 (C li ti ll o n m >wz 
04 0 L) (D < cc u D LL) 0 oý w 

LJUU UUULJLJUUUUU 



- 400 - 

en, 
L). > 

CD .0 

0 

L 

C-) 

H 
0 

.0 

LU 



- 401 - 

Llý 
z 
0-4 

er_ 
w 

c3 
w 
cr_ (9 

IL Cr- 

ru lk. 

c3 Z U) 
Z -« 
w U) w 

Z) ci u 
u ui 
> < CL 

Z w 0 in 
b-4 W- --1 Ci- 
U) (n Z x: 
LL W " (D 
Lä- m t- 9-4 
w )-- « cn (n 
Z) e- « 

W -KZ (n ca -4 (n 
W 

0 m CL cu 
W 7- 0 

0 U) (D ca 0 
it cn < w 

Z : 

Cr, Z LY 

b. --4 Ck- < < N. -4 1: 

cn Z 1: -1 ir 0 - W oý < C) 
7 (D 17 in IJL- j 
«< -9: 1 b. - t. A. m (n r (n e- zl> 

- w Z < 
0. --4 cn x ir 

Z ýL Z 
< 

< LA- e- -. i a- ull u. 2- 
X < < iy- (0 
. Z- Z w %IM w Z CMi 

> 

2ý ZD 
Z < 0- p- üý 
E c z z in LL, c2 c 
U- aý -4 8-4 < M CY- LiL. 

2: V 0 
LL. Läý - m 1-- LA- üý #- 

UU UU L) U0U UU ULJ 

00 

CY- 

U- 
0% 

U) 

LL 
44 

Z 

4% 
r 

z 

w 
cu z0 
0 V0 

w0 
z0 

Ch Z: X) 0 
C%j 0 

z0 

X) 

OD cu U) ON 
u 0 " N*ý 
LA, U LLJ 

LAJ Z 
(X CD 

CD Qý a- w 
ll-4 zz CU 
Cf) z 0-4 w0 c%j + 

z V 
-j 

N. cu -* 

w z -j33< 
Z Z Z Z 

z `ý- ý < Z) ý- 11 N P P 
I.., CD W Z) < CU -I- (I CO 
c u aco z z z z 

-i -73 
ru C%j 
zz 
" V-4 " 

cli 

N% C%j (%j c4i 

-3 -3 znZ Lo LO Ch 
m+ -) CU +1 -4 1-4 -A -% % 

33 z cu Nz cu "N -C -4 -. C 
0Z -4 of Z fy) -) 11 -1 (xi -3 _j -4 _j 
HN0 --) "H -) cu cu 

u0 C%j ru xV-N C%j Z CD Z 
zz-)Zzozz-7)"0l-- 

u) cn (n 



- 402 - 

:Z 

LLt w 

Z 

U) (n (D Z) *A 4-4 
m 4» CD 3--1 LL) U08 

Cr) XutZ L) U) tu Z=Z L) tu tu lu ZZ -t Ui -u 7- 0 käj 0W0 

ZM LL -7 tr) LL b-4 3"Z >-4 r-f Z -* 
Z %0 ZZCU3X 39 -A 9-4 3 b- :r cr W-4 W V-t 

0 00 (1) 0 (A C) (U 

�o D g» *4 --t :. rl%. ; 11 Z 30 «% -f -4 -ý (Y) -4 -4 -% % @, -4 9-4 
4b 

4k4 0% cn ak %% -b ft4 q% (n eb tn cn 04 (n -4 (n (n e4 et et ,-%Z 
et -4 -4 0% -4 - 

-3t r- " r. 3t -7- e- Z --. g Z _j .3 
c2 --£ 7- . 

-r- -3 _: x u-- 31 Z U) -3t x: -3 1: <X --x 

aý, cn _j _j (n - -. I -. j x: to) -A < -a Ln < -J -J -1 < _A U- -J L. L Lß- -J U. -J LA- W -J -J 
w b-4 

cly U3 Lo (D cn Ln u) u) tn (n u) (n cn (n o cn w. u3 (n cn u) En cn cn cn cn u) (n En U) U) U) U) U3 



- 403 - 

:3 
w cr- 

D 
C3 
LLI 
m 

LA- 

Ui 
(I) 

-J 
E 

Ck 
z 
ICL 

cr- 
w 
0- 
Cl) 

w 
ir 

CD 

, ýv e Z xo LO 
l 

Z 
e- 

l% tit d% 44 % 

ui Z 

00 00 tr M 

ct 

0 0 w "m MM z LL 
Er. 

v-4 ý4 

(r, c u 0 
U) -j _j LA- (-0 LA- ýn LL U) (n u z 

u 
z z 

cu (T) 

U) ED U) (1) uj U) U) En a) U) (n uuuu 

zu 

N LL 

0 cr cr- 

of-- LA- LL. 

0 

WZ 

40 (D -0 LAJ X: 

o. - n cr- or -4 
CD Cn N I 

0 Z -4 - - Lo + 

< LA- LA- wz 

S-4 "t 0-4 0 -3 Cr- w 

Ln 

i 


