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A bstract

This is the first. ever doctoral thesis in the field of DNA computation. The field has its roots
in the late 1950s, when the Nobel laureate Richard Feynman first introduced the concept of
computing at a molecular level. Feynman’s visionary idea was only realised in 1994, when
Leonard Adleman performed the first ever truly molecular-level computation using DN A
combined with the tools and techniques of molecular biology. Since Adleman reported the
results of his seminal experiment, therc has been a flurry of interest in the idea of using DN A
to perform computations. The potential benefits of using this particular molecule are enor-
mous: by harnessing the massive inherent parallelism of performing concurrent operations
on trillions of strands, we may one day be able to compress the power of today’s super-
computer imto a single test tube. However, if we comparc the development of DNA-based
computers to that of their silicon counterparts, it is clear that molecular computers are still
in their infancy. Current work in this arca is concerned mainly with abstract models of
computation and simple proot-of-principle experiments. The goal of this thesis 1s to present
our contribution to the field, placing it in the context of the existing body of work. Our
new results concern a general model of DNA computation, an crror-resistant implement a-
tion of the model, experimental investigation of the implementation and an assessment of
the complexity and viability of DNA computations. We begin by recounting the historical
background to the search for the structure of DNA. By providing a detailed description of
this molecule and the operations we may perform on it, we lay down the foundations for sub-
scquent chapters. We then describe the basic models of DNA computation that have been
proposed to date. In particular, we describe our parallel filtering model, which is the first
to provide a general framework tor the elegant expression of algorithms for N P-complete
problems. The implementation of such abstract models is crucial to their success. Previous
experiments that have been carried out suffer from their reliance on various error-prone lab-
oratory techniques. We show for the first time how one particular operation, hybridisation
extraction, may be replaced by an error-resistant enzymatic separation technique. We also
desceribe’a novel solution read-out procedure that utilizes cloning, and is sufficiently general
to allow it to be used in any experimental implementation. The results of preliminary tests
of these techniques are then reported. Several important conclusions are to be drawn from

X1V



these investigations, and we report these in the hope that they will provide useful experimen-
tal guidance in the future. The final contribution of this thesis 1s a rigorous consideration
of the complexity and viability of DNA computations. We argue that existing analyses of
models of DNA computation are flawed and unrealistic. In order to obtain more realistic
measures of the time and space complexity of DNA computations we describe a new strong
model, and reassess previously described algorithms within it. We review the search for
“killer applications”: applications of DNA computing that will establish the superiority of
this paradigm within a certain domain. We conclude the thesis with a description of several
open problems in the field of DNA computation.

XV



Chapter 1

Introduction

“ Where a calculator on the ENIAC 1s equipped with 18,000 vacuum tubes and
weighs 30 tons, computers in the future may have only 1,000 vacuum tubes and
perhaps weigh 1 1/2 tons.” So said Popular Mechanics in 1949 {8]. Today, in the
age of smart cards and wearable PCs, this statement 1s striking because 1t falls so
short of reality. In fifty years from now, who would be prepared to predict how close
to the levels of molecular miniaturisation described in Feynman’s visionary paper
26| we will have come?

Hugce advances in miniaturization have been made since the days of room-
sized computers, yet the underlying computational model (the Von Neumann archi-
tecture) has remained the same. Today’s supercomputers still employ the kind of
sequential logic used by the mechanical dinosaurs of the 1930s. Some researchers are
now looking beyond these boundaries and are investigating entirely new media and
computational models. These imclude quantum. optical and DNA-based computers.
[t is the last development that this thesis concentrates on.

The 1dea that living cells and molecular complexes can be viewed as potential



machinic components dates back to the late 1950s, when Richard Feynman delivered
his famous paper describing “sub-microscopic” computers. More recently. several
papers [2. 7, 52] (also see [5. 36. 64]) have advocated the realisation of massively
parallel computation using the techniques and chemistry of molecular biology. The
development of existing silicon-based computers was only made possible by the 1n-
vention of the transistor, which facilitated for the first time electronic manipulation
of silicon. We may draw an interesting parallel between this historical precedent and
the development of molecular-scale computers. Although the concept dates back to
the late 1950s, only now do we have at our disposal the tools and techniques of
molecular biology required to construct the prototype molecular computers. In [2],
Adleman described how a computationally intractable problem, known as the i-
rected Hamailtonian Path Problem (HPP) might be solved using molecular methods.
Recall that the HPP involves finding a path through a graph that visits each ver-
tex exactly once. Adleman’s method employs a simple, massively parallel random
search. The algorithim 1s not executed on a traditional, silicon-based computer. but
istead employs the “test-tube” technology of genetic engineering. By representing
information as sequences of bases in DNA molecules, Adleman shows how existing
DNA-manipulation techniques may be used to quickly detect and amplify desirable
solutions to a given problem.

How can we combine a flask of DNA with biological tools to solve a hard
mathematical problem?” Adleman’s experiment proceeds as follows. The first stage
created a flask of DNA molecules, each molecule encoding a potential solution to
the problem. With reference to the HPP, for example, each strand encoded a path

(not necessarily Hamiltonian) through the graph. Given every DNA molecule that

cncodes a path of length n, for a graph with n vertices. we can be sure that every



possible solution is present, some legal, but most illegal. Once the entire solution
space was present in a flask the DNA computer really came into 1ts own. Adleman
used a small set of biological tools to sift” out DNA that encoded illegal solutions.
These are those paths that do not visit every vertex, or paths that visit a particular
vertex more than once. At the end of the sifting process, he was left only with
strands that encoded legal solutions.

Of course, for DNA computers. each individual operation. for example, ex-
tracting DNA strands, can take minutes or even hours to perform. This cost of a
computational step, when compared to that of supercomputers capable of executing
a trillion operations a second, looks unimpressive. However, the real power of DNA
computers lies 1in their inherent parallelism — each operation 1s performed not on one
single DNA strand, but on every strand in the flask simultaneously. The fastest
supercomputers in existence today are capable of executing around a trillion opera-
tions a sccond. DNA computers have the potential to execute more than a thousand
trillion operations per second, as well as being a billion times more energy-eflicient
and requiring a trillionth ot the space needed by existing storage media. Naturc
has Information compression down to a fine art — over forty 1 Mb floppy discs are
required to store the genome of a single fruit fly [74].

The rest of this thesis is organized as follows.

e In chapter 2 we explain the structure of the DNA molecule and describe a vari-
ety of laboratory techniques for its manipulation. This provides an 1mportant

foundation for the work presented in subsequent chapters.

e In chapter 3 we review the models of DNA computing. A summary of this

chapter appears in [35]. In particular. we describe the novel parallel filtering



model, proposed by us in [7]. Although the earlier papers of Adleman [2]
and Lipton [52] motivated such work, our parallel filtering model is the first
to provide an elegant, general framework for the expression of algorithms for
various N P-complete problems. In chapter 2 we propose a basic taxonomy of
models of DNA computation, and describe an archetypal model within cach
category. We then describe 1n detail the common features of the so-called
filtering models. This provides a foundation for a description of the operations
within the parallel filtering model. In contrast to earlier work, where only
a single algorithm 1s generally detailed, we describe several algorithms for
N P-complete problems within the parallel filtering model. We also describe
in detail an example of a constructive model, due to Ogihara and Ray [61],
within which we may describe the simulation ot Boolean circuits using DNA

manipulation techniques.

In chapter 4 we consider various issues arising from the implementation ot
theoretical models of DNA computing. In particular, we explain in detail the
implementation of the models described in chapter 3. This implementation is
also described in |7, 34]. We highlight several important problems with exist-
g implementations, and describe an implementation of the parallel filtering
model. We argue that the parallel filtering model provides a greater degree of

crror-resistance than those previously proposed.

In chapter 5 we describe experimental ivestigations of the implementation
described in chapter 4. Although these experiments are still at a preliminary
stage. they have already highlighted several important factors to be taken into

consideration when designing and implementing models of DNA computation.



Our investigations are far more rigorous than those previously described. since
we perforim numerous control and optimisation experiments. We describe the
lessons to be drawn from such experiments, and suggest several potential tech-
niques for reducing errors in future empirical studies. In particular. we show
how reliance on error-prone techniques such as PCR and hybridisation extrac-
tion may be obviated. We also describe a novel technique for the read-out of
the final result of a DNA computation. This technique is sufficiently general

to allow it to be included in the implementation of any theoretical model.

In chapter 6 we consider the complexity and viability of DNA computations.
Such i1ssucs have, to date, been largely underestimated 1n the literature. We
argue that existing analyses of models of DNA computation are flawed and
unrealistic. In order to obtain more realistic measures of the time and space
complexity of DNA computations we describe a new strong model. and re-
assess previously described algorithms within 1t. We review the search tor
“killer applications”: applications of DNA computing that will establish the
superiority of this paradigm within a certain domain. A summary of this

chapter appeared in [6].

In chapter 7 we summarise this thesis, give some concluding remarks and

suggest several open problems in the field of DNA computation.



Chapter 2

DNA structure and

manipulation

2.1 Introduction

Ever since ancient Greek times, man has suspected that the features of one genera-
tion arc passed on to the next. It was not until Mendel’s work on garden peas was
recognised (sce [38, 75]) that scientists accepted that both parents contribute mate-
rial that determines the characteristics of their offspring. In the early 20th century.
it was discovered that chromosomes make up this material. Chemical analysis of
chromosomes revealed that they are composed ot both protein and deoxyribonuclec
acid, or DN A. The question was, which substance carries the genetic information?
For many years, scientists favoured protein, because of its greater complexity rela-
tive to that of DNA. Nobody believed that a molecule as simple as DNA, composed
of only four subunits (compared to 20 for protein) could carry complex genetic

mtormation.



[t was not until the early 1950s that most biologists accepted the evidence
showing that it is in fact DNA that carries the genetic code. However, the physical
structure of the molecule and the hereditary mechanism was still far from clear.

In 1951, the biologist James Watson moved to Cambridge to work with a
physicist. Francis Crick. Using data collected by Rosalind Franklin and MNaurice
Wilkins at King’s College, London, they began to decipher the structure of DNA.
They worked with models made out of wire and sheet metal in attempt to construct
something that fitted the available data. Once satisfied with their model. they pub-
lished the paper [78] (also see [77]) that would eventually earn them (and Wilkins)

the Nobel Prize for Physiology or Medicine in 1962.

2.2 The structure and manipulation of DNA

DNA (deoxyribonucleic acid) [1, 76] encodes the genetic information of cellular or-
ganisms. It consists of polymer chains, commonly referred to as DNA strands.
Each strand may be viewed as a chain of nucleotides, or bases, attached to a sugar-
phosphate “backbone”. An n-letter sequence ot consecutive bases 1s known as an
n-mer or an oligonucleotide ot length n.

The four DNA nucleotides are adenine, guanine, cytosine and thymine, com-
monly abbreviated to A, G, C' and T respectively. A schematic representation ot
the structure of each nucleotide is depicted in figure 2.1.

Each strand has, according to chemical convention, a 5 and a 3’ end, thus
any single strand has a natural orientation. This orientation (and, therefore, the
notation used) is due to fact that one end of the single strand has a free (i.e.,
unattached to another nucleotide) 5 phosphate group. and the other has a free 3’

dcoxvyribose hydroxl group. The classical double helix of DNA (figure 2.2) is formed
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Figure 2.1: Structure of adenine, guanine, thymine and cytosine

when two separate strands bond. Bonding occurs by the pairwise attraction of bases:
A bonds with T" and G bonds with . The pairs (A7) and (G,C) are therefore
known as complementary base pairs. The two pairs of bases form hydrogen bonds
between each other, two bonds between A and 7', and three between G and C' (figure
2,

In what follows we adopt the tollowing convention: it z denotes an oligonu-

Figure 2.2: Structure ot double-stranded DNA
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Figure 2.3: Detailed structure ot double-stranded DNA

cleotide, then T denotes the complement of . The bonding process, known as
annealing, 1s tundamental to our implementation. A strand will only anneal to 1ts

complement if they have opposite polarities. Therefore, one strand of the double

helix extends from 5 to 3/, and the other from 3’ to 5, as depicted in figure 2.2.

2.3 Operations on DNA

All models of DNA computation apply a specific sequence of biological operations
to a sct of strands. These operations are all commonly used by molecular biologists.

Note that some operations are specific to certain models of DNA computation.
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2.3.1 Synthesis

Oligonucleotides may be synthesised to order by a machine the size of a microwave
oven. The synthesiser is supplied with the four nucleotide bases in solution. which
are combined according to a sequence entered by the user. The instrument makes

millions of copies ot the required oligonucletide and places them in solution in a

small vial.

2.3.2 Denaturing, annealing and ligation

Double-stranded DNA may be dissolved into single strands (or denatured) by heat-
ing the solution to a temperature determined by the composition of the strand [17].
Heating breaks the hydrogen bonds between complementary strands (fgure 2.1).
Since a G — C pair 1s joined by three hydrogen bonds, the temperature required
to break it is slightly higher than that for an A — T pair, joined by only two hy-
drogen bonds. This factor must be taken into account when designing sequences to
represent computational elements.

Annecaling 1s the reverse of melting, whereby a solution of single strands 1s
cooled, allowing complementary strands to bind together (figure 2.4).

In double-stranded DNA.. if one of the single strands contains a discontinuity
(i.c., one nucleotide is not bonded to its neighbour) then this may be repaired by
DNA ligase [18]. This allows us to create a unified strand from several bound

toecther by their respective complements.

2.3.3 Hybridisation separation

Separation by hybridisation 1s an operation central to early models of DNA computa-

tion. and involves the extraction from a test tube of any single strands containing a

10
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specific short sequence (e.g., extract all strands containing the sequence TAGACT).
If we want to extract single strands containing the sequence x we first create many
copies of its complement, Z. We attach to these oligonucleotides a biotin molecule’
which bind in turn to a fixed matrix. If we pour the contents of the test tube
over this matrix, strands containing z will anneal to the anchored complementary
strands. Washing the matrix removes all strands that did not anneal, leaving only
strands containing . These may then be removed from the matrix. However, we

describe problems with hybridisation extraction in section 4.4.

2.3.4 Gel electrophoresis

(Fel electrophoresis is an important technique for sorting DNA strands by size [18].
Electrophoresis i1s the movement of charged molecules in an electric field. Since
DNA molecules carry negative charge, when placed in an electrical field they tend
to migrate towards the positive pole. The rate of migration of a molecule in an

aqueous solution depends on 1ts shape and electrical charge. Since DNA molecules

'This process is referred to as “biotinylation”.
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Figure 2.5: Gel electrophoresis process

have the same charge per unit length, they all migrate at the same speed in an
aqueous solution. However, 1f electrophoresis is carried out in a gel (usually made
of agarose, polyacrylamide or a combination of the two) the migration rate of a
molecule is also affected by its size*. This is due to the fact that the gel is a
dense network of pores through which the molecules must travel. Smaller molecules
therefore migrate faster through the gel, thus sorting them according to size.

A simplified representation of gel electrophoresis is depicted in figure 2.5.
The DNA is placed in a well cut out of the gel, and a charge applied.

Once the gel has been run (usually overnight), it is necessary to visualise the
results. This 1s achieved by staining the DNA with the fluorescent dye ethidium
bromide and then viewing the gel under ultraviolet light. At this stage the gel is
usually photographed for convenience.

One such photograph 1s depicted 1in igure 2.6. Gels are interpreted as follows:
cach lane (1-7 in our example) corresponds to one particular sample of DNA (we
use the term tube in our abstract model). We can therefore run several tubes on the

same gel for the purposes of comparison. Lane 7 1s known as the marker lane; this

contains various DNA fragments ot known length, for the purposes of calibration.

“Migration rate of a strand is inversely proportional to the logarithm of its molecular weight
62].
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DNA fragments of the same length cluster to form visible horizontal bands, the
longest fragments forming bands at the top ot the picture, and the shortest at the
bottom. The brightness of a particular band depends on the amount of DNA of
the corresponding length present in the sample. Larger concentrations of DNA
absorb more dye, and therefore appear brighter. One advantage of this technique
1S 1ts sensitivity - as little as 0.05ug of DNA 1n one band can be detected as visible

Huorescence.

LANES T—C:a]ibrau'un

Figure 2.6: Gel electrophoresis photograph

The size of fragments at various bands is shown to the right of the marker
lane, and 1s measured 1n base pairs (b.p.). In our example, the largest band resolvable
by the gel 1s 2036 b.p. long, and the shortest 134 b.p. Moving right to left (tracks
6-1) is a series of PCR reactions which were set up with progressively diluted target
DNA (134 b.p.) to establish the sensitivity of a reaction. The dilution of each tube

1s evident from the fading of the bands, which eventually disappear in lane 1.

2.3.5 Primer extension and PCR

The DNA polymerases pertorm several tfunctions, including the repair and duplica-

tion of DNA. Given a short primer oligonucleotide, p in the presence of nucleotide
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Figure 2.7: (a) Primer anneals to longer template (b) Polymerase extends primer in
the 5 to 3’ direction

triphosphates, the polymerase extends p if and only if p 1s bound to a longer templatc
oligonucleotide, . For example, in figure 2.7(a)), p is the oligonucleotide T'C A which
1s bound to {, ATAGAGTT. In the presence of the polymerase. p is extended by a
complementary strand of bases to the 3’ end of ¢ (figure 2.7(b)).

Another useful method of manipulating DNA is the Polymerase Chain Reac-
tion, or PCR [59, 60]. PCR 1is a process that quickly amplifies the amount of DNA
I a given solution. Each cycle of the reaction doubles the quantity of each strand,

giving an exponential growth in the number of strands

2.3.6 Restriction enzymes

Restriction endonucleases |79, page 33| (often referred to as restriction enzymes)
recoenise a specific sequence of DNA, known as a restriction site. Any double-
stranded DNA that contains the restriction site within 1ts sequence 1s cut by the
enzyme at that point® For example, the double-stranded DNA in figure 2.8(a) is
cut by restriction enzyme Sau3dAl, which recognises the restriction site GAT'C. The

resulting DNA is depicted in figure 2.8(b). The resulting cleavage generates either

*In reality, onlv certain enzvines cut specifically at the restriction site, but we take this factor
into account when selecting an enzvine.
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S GGATGATCGGTA 3
NN B A (a)
CCTACTAGCCAT ¥
5 GGAT GATCGGTA 3
|1 BN (b)
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