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Abstract

An introduction to surface structure and plane wave density functional theory (DFT) is pre-
sented along with theoretical studies of seven adsorbate systems.

A new energetically favourable structure of low symmetry is found for furan on Pd(111)
that is entirely consistent with previous experimental findings from scanned-energy mode pho-
toelectron diffraction (PhD). In addition, it is found that the C3H3 decomposition product of
furan on the same surface is likely to be adsorbed in a propargyle conformation (CH-C-CH2)
although some cooccupation of the molecule in a half benzene conformation (CH-CH-CH) is
also possible.

Methoxy is found to adsorb at local short bridge sites only on Cu(110), occupying locations
both above the clean surface and above pairs of surface Cu adatoms. Simulated scanning
tunneling microscope (STM) images of the (5×2) reconstruction are found to be in qualitative
agreement with previous images recorded experimentally. The experimentally determined local
structure of cytosine on the same surface is confirmed and models are proposed for the (6×6)
reconstruction.

An increased tensile surface stress is found to be associated with the Ir(001)(1×1) →
Ir(001)(5×1)-hex phase transition, thus confirming that the reconstruction is not a conse-
quence of the large surface stress of bulk terminated Ir(001). In contrast, H adsorption on
Ir(001) (5×1)-hex does lead to a reduction of the surface stress in the range 1.76-2.06 Nm−1

for a H coverage range 0.6-0.8 ML in excellent agreement with the experimentally-determined
value of 1.7 Nm−1.

The energetically favourable structure for methanethiolate adsorption on Cu(100) is found
to be a c(6×2) missing row structure that allows effective relief of surface stress. On Cu(111)
several complex overlayer models for methanethiolate adsorption have similar associated surface
energy, suggesting that the local structure is dependent on the availability of Cu adatoms.
For adsorption on both surfaces, agreement with previous STM images and MEIS results is
discussed.
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Chapter 1

Introduction

1.1 Surface structure and the role of density
functional theory

The surface of a material is inherently interesting since its physical properties are
considerably different to those of the bulk and it is the only part of a material
which may interact directly with external matter. Moreover, detailed knowledge
of the structure of the surface is of paramount importance in understanding many
of its chemical, as well as electronic, properties. Following the advent of quanti-
tative surface specific structural probes around 40 years ago [1], beginning with
low energy electron diffraction (LEED), surface structure has therefore grown
into a field of research in its own right with a large number of scientists devoting
their careers to understanding the nuances of the vast array of attainable stable
surfaces.

Low-index single crystal surfaces are the simplest of all conceivable surfaces
of a material due to their small periodic surface mesh and high symmetry. It is
for this reason that these surfaces are often used as models to understand more
complex systems. Even given this apparent simplicity however, introduction of
adsorbate species significantly increases the complexity of the structure of the
surface in most cases, generally increasing the size of the periodic mesh and in
many cases destroying the periodicity of the surface entirely. It is this class
of system, involving the interaction of a surface and external species, which is
relevant to surface specific processes such as heterogeneous catalysis and is thus
of great industrial, as well as scientific, interest.

Nowadays there are many available experimental methods that may be used to
determine surface structure [2, 3]. While these methods have been incredibly suc-
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cessful in their own right, often allowing the determination of adsorbate-substrate
bondlengths to within hundredths of an Ångstrom, the availability of inexpen-
sive computing resources in recent years has allowed them to be complemented
by sophisticated first principles calculations, namely density functional theory
(DFT). Such calculations are now routinely carried out and are generally suc-
cessful in finding the correct, experimentally determined adsorption site as the
lowest energy model. Furthermore, DFT calculations provide a method to ex-
plore aspects of the surface which are not available, or are difficult to determine,
experimentally. One such aspect is that of surface stress (for which there are no
experimental methods capable of determining the absolute magnitude) which is
known to have implications concerning surface processes such as surface recon-
struction and epitaxial growth [4, 5], magnetism [5], adsorption [6] and surface
alloying and segregation [7].

1.2 Thesis overview
This thesis provides an account of work conducted in the Department of Physics
at the University of Warwick during the period from October 2008 to June 2012
and is arranged as follows. Chapter 2 focuses on physical attributes and pro-
cesses specific to surfaces with emphasis given to those related to structure, stress
and adsorption. Some useful surface specific quantities are also defined and ex-
perimental determination methods are highlighted where applicable. Chapter
3 begins with an introduction to the underlying theory of DFT and highlights
the approximations made when using the theory. Following this is a discussion
of the plane-wave pseudopotential methodology employed by the Cambridge Se-
rial Total Energy Package (CASTEP) code, a common theme throughout this
section being the necessity to ensure that calculations are properly converged.
Finally, application of plane-wave pseudopotential calculations are discussed in
the context of studies of surface structure and surface stress.

Chapters 4-7 comprise the results of several DFT investigations of surface
structure and surface stress that have now been published, or are soon to be pub-
lished, in the open literature. In chapter 4 a new low-energy model is discovered
for furan on Pd(111) [8] and structural models are proposed and compared with
experimental scanned-energy mode photoelectron diffraction (PhD) data analysis
for the C3H3 species [9], one of the decomposition products of furan, on the same
surface. Chapter 5 follows with the investigation of two long-range adsorbate
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structures formed on Cu(110); the DFT calculations aid the determination of the
(5×2) structure formed by methoxy [10, 11] and allow structural models to be
proposed for the (6×6) cytosine reconstruction, in the process providing rationale
for the experimentally observed azimuthal rotation of the cytosine species [12]. In
chapter 6 there is a thorough examination of both the clean, and H-dosed Ir(001)
surfaces with particular attention paid to the role of surface stress in this system
[13]. Chapter 7 then proceeds with results and discussion aimed at elucidating
the structure of the ordered overlayers formed by the thiolate species on Cu(100)
and Cu(111). In this case the results are complemented by experimental data
from medium energy ion scattering (MEIS) , and simulated scanning tunneling
microscopy (STM) images are compared with those of published experimental
studies. Lastly, chapter 8 gives general conclusions and provides a brief look
towards the future for DFT in the context of surface science.

3



Chapter 2

Theory of adsorbate systems and
investigative methods

2.1 Physical phenomena at surfaces
Several well defined physical phenomena occur at a substrate - vacuum interface
which do not occur in the bulk of a material. In particular, the influence of
the vacuum typically leads to surface structural relaxations and the introduction
of surface stress or, in some cases, total surface reconstruction. Additionally,
the electronic structure is modified leading to the emergence of states that are
confined to the surface region, which may impact significantly on the surface prop-
erties (e.g. topological insulators). In the presence of foreign species, the surface
may accommodate adsorption and reaction processes (heterogeneous catalysis),
the details of which are, in general, very sensitive to the composition and struc-
ture of the surface. A fundamental knowledge of basic surface phenomena is thus
a necessary prerequisite for understanding adsorbate systems and predicting the
behavior of the surface in the presence of external species.

2.1.1 Surface free energy

The fact that a crystal is stable is an indication that its total energy is lower
than that of the sum of its constituent atoms in isolation. Formally therefore,
the surface free energy, γ, defined by Gibbs [14] must be positive for a clean
surface, where the reversible work, dw, needed to cleave a new surface of area dA
is
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dw = γdA. (2.1)

The surface free energy thus provides a direct measure of the stability of an
exposed surface.

In the case of face-centred cubic (fcc) transition metal surfaces, which are the
subject of this thesis, it has been shown using a theoretical modified embedded-
atom method that the (111) (see Figure 2.1) surface is the most stable in all cases
[15]. Furthermore, this study found that the surface energy increases linearly with
the angle θhkl of the surface plane to the (111) plane. It should be noted however
that at large angles, ∼ θhkl ≥ 40 ◦, this approximation breaks down such that for
some fcc transition metals the surface energy of the (001) surface (θ001 = 54.7 ◦)
is lower than the that of the (110) surface (θ110 = 35.3 ◦). Qualitatively, this
effect can be attributed to the greater atomic roughness, and corresponding larger
surface area, found in the outermost layer of the (110) surface compared to the
(001) surface (see Figure 2.1).

(111) (001) (110)

[001][110]

[110]

[121]

[101] [110]

Figure 2.1: Low index surfaces of the fcc lattice. Surface layer atomic density
decreases from left to right. Note that two inequivalent hollow sites exist on the
(111) surface, the face-centred cubic (directly above third layer substrate atoms
- fcc) and hexagonal close-packed (directly above second layer substrate atoms -
hcp) site.

Several measurement techniques have been devised to determine the surface
energy of liquids, and these have been used successfully to measure the surface
energy of liquid metals. Techniques include the sessile drop method [16], the

5



pendant drop method [17], the drop weight method [17] and Lenard’s wire frame
method [18]. Of course, for most metals these methods require that the measure-
ment is taken far above room temperature. Just below the melting point, where
the crystal maintains a constant volume under uniaxial tension, the method of
zero creep can be used [19]. In this case, multiple thin wires are loaded with in-
cremented weights and their length change upon heating is measured. The mass,
m, which leads to zero strain at high temperature is used to determine the surface
energy,

γ = mg

πr
, (2.2)

where g is the acceleration due to gravity and r is the radius of the wire.
The only measurements of surface energy on solids at low temperature have

come from cleavage experiments [20]. In this case a force is applied to a pre split
sample and the length of the resulting crack is related to the surface energy by

γ = 6F 2L2

Ew2t3
(2.3)

where F is the force applied, L is the length of the resulting crack, E is
the Young’s modulus for the appropriate orientation and the beam width and
thickness are given by w and t respectively.

The same quantity is also routinely extracted from DFT calculations for the
ground state, even for relatively complex crystals (see section 3.3.2).

2.1.2 Surface relaxation

The potential experienced by atoms in the surface region of a material is different
to that experienced by atoms in the bulk due to the different local environment.
This will, in general, induce changes in the atomic structure of the surface region
which act to reduce the surface free energy (equation 2.1) of the system.

In the case of a simple transition metal surface, spilling of the valence elec-
tronic charge into the vacuum typically accompanies an inward relaxation of
the outermost atomic layer, towards greater charge density. This inward relax-
ation is generally larger for the more open-packed surfaces of a metal where the
potential energy profile parallel to the surface is more strongly corrugated and
Smoluchowski smoothing [21], an effect responsible for charge shift towards inter-
atomic surface layer regions upon cleavage, is greatest. In contrast, lower layers
of the surface may experience either inward or outward relaxations depending on
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the surface in question and the sign of the relaxation is often found to alternate
with consecutive layers while gradually being damped out. A typical example is
that of Al(110) where LEED measurements have determined surface relaxations
of -8.6 %, +5.0 % and -1.6 % for the first three atomic layers [22]. This effect
has been linked with oscillations that occur in the electron charge density in the
near surface region (Friedel oscillations [23]) [1]. However, theoretical calcula-
tions which do not include this effect have been found to reproduce the observed
alternating-sign relaxations [24].

While a description based on the spilling of valence charge into the vacuum is
appropriate for the surfaces of metals, surface relaxations found in semiconducting
materials vary to a greater degree; in general, these surfaces relax in such a
way as to reduce the number of dangling bonds arising from surface layer atoms
lacking some of the bonding partners of bulk atoms [25]. For instance, one surface
layer atom may exhibit an inward relaxation and donate its unpaired electron to
another atom which consequently relaxes outwards. Such behavior is typical for
the (110) surface of many III-V semiconductors, e.g. GaP [26], where the (1×1)
surface periodicity is conserved.

2.1.3 Molecular adsorption

A continuum of adsorption sites exists at a surface and a species may, in prin-
ciple, be adsorbed at any location. However, many molecules are preferentially
adsorbed at or near to high symmetry sites on the surface, and particularly so if
the adsorbate has symmetry commensurate with the substrate. It is for this rea-
son, along with its industrial prevalence (particularly in chemical manufacturing
[27]), that CO has been the most studied molecular adsorbate and is often used
as a model system to trial new techniques, both theoretical and experimental.

The strength of a bound state created by adsorption of a foreign species may
be quantified by the adsorption energy, Ea, which is defined as the amount of work
per adsorbate that must be done in order to remove the species from the surface
to infinity. For simple metals, the strength of adsorption for a given molecule
is typically greater on the more open packed surfaces such that the hierarchy of
the strength of adsorption on low index fcc transition metals surfaces (see Figure
2.1) is generally (110) > (001) > (111). Even on a particular crystallographic
face of a material, however, the most stable adsorption site (with the greatest ad-
sorption energy) may be influenced by many factors including adsorbate coverage
and the presence of co-adsorbates, both of which are pressure and temperature
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dependent. Furthermore, multiple adsorption sites may exist which have similar
associated adsorption energies, leading to possible co-occupation of sites, or the
potential energy profile may be such that energy barriers from one adsorption site
to another are small with respect to the kinetic energy of the adsorbed species,
thus allowing them to ‘hop’ rapidly between sites or even move freely over the
surface. In either case, experimental determination of the preferred adsorption
site(s) using current techniques becomes challenging. If a species does adsorb at
well defined locations, long-range well-ordered structural phases may be formed
which can be detected by well-established experimental techniques (e.g. LEED).
It is these well-ordered phases that have been most extensively studied, in part
because many of the available surface structure probes require that the surface
has long-range order (see section 2.2).

2.1.4 Surface stress

Unlike the energy-lowering relaxations of atoms in the direction perpendicular
to the surface, which allow the perpendicular stress component of a crystal to
reduce to zero, the lateral atomic periodicity is constrained by the underlying
bulk crystal. Therefore, atoms at a clean unreconstructed metal surface cannot
relax towards each other and the surface is necessarily under tensile (positive)
stress. Such surface stress is related to the surface free energy by the Shuttleworth
equation [28]

σij = 1
A

dAγ

dεij
= γδij + ∂γ

∂εij
(2.4)

where δij is the Kronecker delta, εij is an elastic strain tensor element and
the surface stress component, σij, is a second rank tensor element that relates
the work associated with the variation in γA, the total excess free energy of the
surface, to the applied strain dεij.

For transition metals, DFT calculations have determined that the hierarchy
of surface stress magnitude for the low-index surfaces varies from case to case
and is strongly dependent on the surface relaxation [29]; the reduced sp electron
density found in the surface layer relative to the bulk is reversed with increasing
inward relaxation of the outermost atomic layer such that the surface becomes
more bulk-like and surface stress reduces.

Adsorption causes modification of the structure of the underlying substrate,
which may penetrate several atomic layers. While such modification is typically
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rather small and often ignored in experimental structure determination studies, it
may significantly influence the surface stress (e.g. adsorption of H on Ir(001)-AR
investigated in chapter 6). In simple cases, surface stress changes due to atomic
adsorption at low coverage, where the surface stress changes linearly with coverage
[30], can usually be qualitatively explained by the relative electronegativity of
the adsorbing species and the substrate on which adsorption is taking place;
electronegative {electropositive} adsorbates lead to a reduction {increase} of the
valence charge in the region between surface layer atoms resulting in a reduction
{increase} of the surface stress [31]. In the case of H (electropositive) and O
(electronegative) on Pt(111) however, adsorption of either species has been found
to reduce the surface stress showing that even atomic adsorbates do not always
follow this trend [32]. At higher coverage, inter-adsorbate interactions become
significant and surface stress changes are strongly dependent on the exact nature
of these interactions.

In contrast to the case of surface relaxations, there is no experimental method
currently available that can be used to determine the absolute surface stress of
a single-crystal surface. There are some reported measurements of the change in
surface stress associated with a surface reconstruction however, particularly for
adsorbate-induced reconstructions. These experiments exploit the slight bending
of a thin crystal beam that occurs when the surface stresses on the two opposite
faces are different. A variety of methods have been used to measure such changes
in the crystal curvature associated with adsorption, which must be on one face of
the crystal only (e.g. [33]). The limited amount of experimental data of this kind
has been supplemented by theoretical calculations, with early examples of results
for clean metal surfaces and adsorption upon them being reported by Needs and
Mansfield [34] and by Feibelman [35]; a review of most of this earlier work was
been provided by Haiss [36].

2.1.5 Surface reconstruction

In addition to surface relaxation, the exposure of a cleaved crystal surface may
cause a substantial reconstruction of the surface region to occur if the surface
free energy (equation 2.1) can be lowered by the reconstruction. In the major-
ity of cases however, there is an activation barrier to such reconstruction and the
reconstruction will, therefore, only occur above a well-defined transition tempera-
ture. While such reconstruction is commonplace among semiconducting surfaces,
a particularly famous example of which is the complex (7×7) reconstruction of
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Si(111) [37], and can usually be explained qualitatively by the tendency to reduce
the number of dangling bonds exposed by the cleavage [25], clean surface recon-
structions are comparatively rare for transition metals. Notable exceptions occur
in the (001) and (110) surfaces of the 5d transition metals of Ir, Pt and Au; the
(001) surface reconstructs to form a one-layer quasi-hexagonal overlayer structure
incorporating a 20% increase in atomic density of the surface layer [38–40] while
the (110) surface reconstructs to form a ‘missing row’ structure whereby every
other row of atoms is removed, thus exposing narrow pseudo (111) faces [41].
The preference of the (001) surfaces of the 5d transition metals to reconstruct
was originally thought to be a consequence of the particularly large surface stress
of the clean surface which arises as a result of strong relativistic effects. However,
recent DFT calculations have reported that the surface stress is actually increased
by the reconstruction (see chapter 6) [13].

Rather than preferentially coordinating directly to an existing surface, ad-
sorption may instead instigate a surface reconstruction. Examples of structures
resulting from this process include the (5×2) overlayer formed by methoxy on
Cu(110) (see section 5.1) and the pseudo-square overlayer formed by methanethi-
olate on Cu(111) (see section 7.4), both of which are discussed in detail in sub-
sequent chapters.

2.2 Structure determination
Although this thesis comprises primarily the results and analysis of theoretical
simulations of surfaces, it is of paramount importance that such studies are com-
pared with experiment where possible. Indeed in many cases, and particularly
so as ever more complex surface structures are investigated, it is the combined
results from experimental and theoretical investigative methods that are used to
provide the necessary information to conclusively determine the precise structure
of a surface. While DFT has emerged as the preferred theoretical tool for surface
structure investigations, a relatively large number of experimental surface struc-
ture probes are widely used, but may be classified by two broad categories:

1. Methods that rely on the wave interference of electrons or photons: These
include methods that provide useful information only if the surface exhibits long
range order, such as LEED (which has yielded the most structural solutions for
any technique [42]) and surface X-ray diffraction (SXRD), as well as those such
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as scanned-energy mode photoelectron diffraction (PhD) [43, 44] and near edge
X-ray absorption fine structure (NEXAFS) [45] which require local order only.

2. Methods based on the scattering of ions: Typically H+ or He+ ions are used for
the techniques of low (LEIS) or medium (MEIS) energy ion scattering where the
deBroglie wavelength of these ions is much smaller than interatomic distances.
In this case, multiple scattering simulations based on classical two-body elastic
collisions suffices to elucidate surface structure.

While such investigative methods provide direct structural information, the pri-
marily composition-determination tool of X-ray photoelectron spectroscopy (XPS)
also deserves attention since comparison of core level shifts (CLS) arising from
different local atomic environments can, in some circumstances, provide useful
structural information (see section 3.3.4). In addition, imaging tools, and par-
ticularly STM, which utilises electrons quantum tunneling from the sample to a
conducting tip, provide valuable insight into surface processes and can often aid
structure determination. Comprehensive reviews of modern techniques of sur-
face science can be found in the publications by Woodruff and Delchar [3] and
Vickerman and Gilmore [2].

It is important to note that most of the available surface structure techniques
struggle to allow the collection of meaningful data much above ultra-high vacuum
(UHV) pressures (∼ 10−9 mbar) such that most surface structure experiments are
conducted in the confines of a UHV chamber; at higher pressures the mean free
path of the probing particles traversing the path from the surface to the detector
becomes prohibitively small. Some X-ray techniques (SXRD and SEXAFS) can
be used at higher pressure but require special apparatus in order to provide
structural information [46]. In addition, low temperature conditions are often
preferable for taking measurements since atomic vibrations, and in many cases
adsorbate site hopping, can be greatly reduced. Therefore, in cases where a high
temperature reconstruction is to be observed, the system is first heated to the
activation temperature of the reconstruction and subsequently cooled so that the
structure of the reconstruction is ‘frozen in’ in preparation for measurement.
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Chapter 3

Density functional theory:
Formal theory and application

3.1 Fundamental theory
In principle the Schrödinger equation, ĤΨ = EΨ, where Ĥ is the Hamiltonian
operator which acts on the total wavefunction Ψ, and E is the total energy of
the system, provides a precise quantum-mechanical description of the physical
behavior of the universe. In the case of N electrons interacting with static nuclei,
Ψ = Ψ (r1, r2, ..., rN), following the Born-Oppenheimer approximation [47], the
time-independent Hamiltonian neglecting electron spin may be expressed

Ĥ = − ~2

2m

N∑
i=1
∇2
i +

N∑
i=1

V (ri) +
N∑
i=1

∑
j<i

U (ri, rj) (3.1)

where the three terms define the kinetic energy the electrons, the interaction
of the electrons with the nuclei and the electron-electron interactions respec-
tively. Prohibitive computational demand arises, however, when trying to solve
the Schrödinger Eequation for a multi-electron system since the electron-electron
interaction term of the Hamiltonian is inherently 3N-dimensional.

In the light of the difficulties posed in finding solutions to the Schrödinger
Equation, DFT provides an alternative, computationally feasible ab initio ap-
proach to calculating material properties which are, for systems of physical in-
terest in most fields, far too computationally demanding to calculate by directly
solving the Schrödinger Equation and are, in many cases, very difficult or im-
possible to determine experimentally. As a result of the rapid increase of widely
available computing resources over the past 30 years, along with a myriad of re-
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finements of, and additions to the implementation of the theory both to reduce
computation time and to solve a wider spectrum of problems, DFT has emerged
as a prominent tool for calculating properties of interest of collections of atoms.
This has resulted in the application of DFT in an ever-expanding range of fields
including heterogeneous catalysis, optics, electronics, medical physics and plasma
physics and has been used to improve understanding of the physical properties of
nanotubes, quantum dots, artificial molecules and superconductors but to name
a few.

The importance of DFT in the scientific community has been such that Walter
Kohn was awarded, with John Pople, the Nobel Prize in Chemistry in 1998 “for
his development of the density-functional theory”. A further demonstration of the
widespread influence of DFT can be seen with the impact of the seminal journal
articles by Walter Kohn and Lu Jeu Sham [48] and by Pierre Hohenberg and
Walter Kohn [49] which, as of 2003, were comfortably the two Physical Review
publications with the most internal citations in the journal’s 110 year history [50].

3.1.1 Hohenberg-Kohn Theorem

The underlying theory of DFT was published in 1964 by Pierre Hohenberg and
Walter Kohn [49] and comprises two simple postulates:

1. The ground-state energy, E0, from Schrödinger’s equation is a unique func-
tional of the electron density.

2. The electron density that minimises the energy of the overall functional is the
true electron density corresponding to the full solution of the Schrödinger equa-
tion: E0 [n] ≤ E[n].

While the exact form of this electron density functional is not known, by using
an approximation to it, the Hohenberg-Kohn postulates nevertheless provide a
method to recast the 3N-dimensional Schrödinger equation to a much simpler
equation which depends on just 3 spatial variables and may therefore be used
to reliably calculate ground state material properties that would otherwise be
unobtainable.

In addition to being used to accurately calculate a wide range of ground
state properties, DFT methods have also been extended to predict excited state
properties. This extension is not on the same rigorous footing, however, and
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calculation of such properties is therefore less reliable [51].

3.1.2 Kohn-Sham approximations

The total energy density functional E [n] introduced in section 3.1.1 may be split
into a summation of terms analogously to Schrödinger’s equation:

E [n] = T [n] + Vext [n] + Vee [n] (3.2)

where T [n] is the kinetic energy of the electrons, Vext [n] is the interaction
with the external potential and Vee [n] is the electron-electron interaction. For a
system of interacting atoms, Vext [n] is simply the Coulomb interaction between
the atomic nuclei and the electrons:

Vext [n (r)] =
∫ {

N∑
i=1

v (ri)
}
n (r) dr (3.3)

with the external potential

v (ri) =
∑
α

Zα
|ri −Rα|

(3.4)

where the summation runs over all ion cores, α, and Zα is the charge on the
ion core at Rα.

A classical approximation to Vee [n] can be obtained from the Hartree energy
of the system:

VH [n (r)] = 1
2

∫ n (r)n (r′)
|r− r′| drdr′. (3.5)

Furthermore, an approximation for T [n] can be found by considering the
kinetic energy of a non-interacting system of electrons which reproduce the true
ground state density. The N electrons are then described by a single determinant
wavefunction in N orbitals [49],

Ψ = 1√
N !

det [ψ1ψ2...ψN ] (3.6)

with density

n (r) =
N∑
i=1
|ψi (r)|2 (3.7)

where ψi are the N lowest energy eigenstates of the one-electron Hamiltonian
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ĥ:

ĥψi =
[
−1

2∇
2 + veff (r)

]
ψi = εiψi (3.8)

and the Kohn-Sham effective potential veff (r) is given by

veff (r) = δE [n]
δn (r) . (3.9)

This simplified system has the kinetic energy

Ts [(ψi)] = −1
2

N∑
i=1

∫
ψ∗i∇2ψidr. (3.10)

Hence, an approximation to the kinetic energy may be computed using a
manageable finite number of terms N and the total energy density functional
(equation 3.2) can be re-written

E [n] = Ts [(ψi)] + Vext [n (r)] + VH [n (r)] + Exc [n] (3.11)

where the exchange-correlation energy Exc [n] is defined as the difference be-
tween the true energy functional and the energy functional of the known compo-
nents. This essentially comprises the energy contributions arising from the effects
of electron exchange and correlation, which must be approximated (see section
3.1.4). Inserting equation 3.11 into equation 3.9 and differentiating gives

veff (r) = −
∑
α

Zα
|ri −Rα|

+
∫ n (r′)
|ri − r′α|

dr+ δExc [n]
δn (r) (3.12)

where all terms are exact apart from the unknown functional Exc.

3.1.3 Solving the Kohn-Sham equations

Since the effective potential veff used to construct the single-electron Hamiltonian
ĥ depends on the electron density n(r) (see equation 3.12), which in turn depends
on the eigenfunctions of the Kohn-Sham equations ψi (see equation 3.7), the
Kohn-Sham equations (equation 3.8) must be solved self-consistently using an
iterative ‘self-consistent field’ (SCF) procedure.

During each SCF cycle, for each point in k-space it is possible to construct
and directly diagonalise a square Hamiltonian matrix in order to find the full set
of Kohn-Sham eigenstates and eigenvalues, and thus calculate the ground state
energy for a given Hamiltonian. However, diagonalisation scales with the cube
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of the matrix size and the number of elements in such a matrix is equal to the
square of the number of basis functions used to describe the wavefunctions. Since
calculations quickly become prohibitively expensive and, for a converged basis set
consisting of 10000-100000 functions such as is typical for a plane wave basis-set
(see section 3.2.2) fewer than 1% of the eigenvalues are typically occupied, it
is preferable to resort to iterative optimisation methods, in which it is only the
occupied eigenstates that need be included in the calculations. These calculations
rely on carefully choosing search directions using algorithms such as steepest
descent and conjugate gradients, and scale quadratically with the number of
bands. A comprehensive review of iterative methods for ab initio calculations
can be found in the publication by Payne, Teter, Allan, Arias and Joannopoulos
[52].

There are two commonly employed classes of algorithm used to solve the
Kohn-Sham equations:

1. Ensemble DFT (EDFT) [53]: The density is updated whenever the wavefunc-
tions or occupancies are changed and the change is only accepted if the total
energy is lowered by it. Thus the method is fully variational and hence very
robust, although it is also rather slow since each density reconstruction requires
a Fourier transform into real space.

2. Density mixing (DM) [54]: The density is reconstructed only once per SCF
cycle and is thus non-variational. Under this regime, SCF cycles using the exact
density found in the previous iteration, using equation 3.7, tend to overshoot the
true minimum energy location causing an effect known as ‘charge sloshing’. Thus,
the new density must be mixed with the density found in previous SCF cycles.
Such mixing is typically performed using the algorithms of Pulay [55] or Broyden
[56] which may be tuned for efficiency and are substantially more robust than
linearly mixing with the density found in the previous iteration.

In most cases, a carefully selected DM algorithm is chosen in order to converge
to the ground state as efficiently as possible. However, for large unit cells charge
sloshing can become more problematic. Furthermore, metallic systems raise ad-
ditional issues since it is not easy to identify the lowest energy eigenstates; it is
possible that, upon replacing occupation of a band with that of a lower energy
band near the Fermi level, the density will be altered in such a way as to restore
the original ordering, and hence occupation, of the bands. Therefore, when using
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DM for metallic systems, it is necessary to apply a density smearing scheme (e.g.
Gaussian, Fermi-Dirac, Methfessel-Paxton [57]) to the Fermi surface such that
it is smeared over a finite energy width; such treatment provides a smooth con-
tinuous transition between occupation of an orbital when its energy is changed
relative to other orbitals. This can be equated to introducing a finite temperature
in the system (exactly in the case of Fermi-Dirac smearing) and the total energy
is increased accordingly, leading to non-zero occupation of several bands lying
above the Fermi energy, thus necessitating the inclusion of more electronic bands
in the calculation. At the same time however, introducing a finite smearing to the
Fermi surface means that the solutions of the Kohn-Sham equations are no longer
the ground state. Indeed, to first order, the value of the free energy, E − TS,
where T is temperature and S is entropy, is reduced by the same amount. Thus
the ground state energy may be recovered:

E0 = E − 0.5TS. (3.13)

Since this calculation of the entropical contribution is not exact, however,
there is a trade off between the simpler convergence of using a large degree of
density smearing and the possible source of error this introduces in the calculated
total energy.

Independent of the algorithms used to determine the ground state, the iter-
ative process is ceased when either the total energy change or maximum ionic
force change found for consecutive iterations drops below a specified tolerance.
Ionic forces are found for each structural parameter xj of the entire structure, x,
using the Hellmann-Feynman theorem [58, 59]:

Fxj = ∂E

∂xj
=
∫
ψ∗ (x) ∂Ĥx

∂xj
ψ (x) dr (3.14)

where j = 1, 2, ..., n. These may then be atomically resolved to find the total
force, F , acting on each ion.

3.1.4 Exchange-correlation functionals

A large number of approximations to the exchange-correlation energy functional
have been devised with the aim of accurately representing the true functional.
The first and simplest class of these is the local density approximation (LDA),
ELDA
xc = ELDA

xc [n], which allows for a formulation based upon that found for a
homogeneous electron gas (jellium). The exchange contribution to the energy is
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known exactly for jellium [60]:

ELDA
x [n] =

∫
n (r) εLDAx (r) dr = −3

4

( 3
π

) 1
3
∫
n(r) 4

3dr (3.15)

where the exchange-correlation energy functional has been decomposed into
exchange and correlation components such that Exc = Ex + Ec and εx is the
exchange energy density. The true analytical expression for the correlation energy
functional is only known for the high [61] and low [62] density limits of jellium.
However, quantum Monte Carlo simulations have provided accurate values for the
correlation energy for a range of intermediate densities [63]. Thus, a number of
parameterisations of ELDA

c have been devised which interpolate from these values
while maintaining the correct asymptotic behavior (e.g. Vosko-Wilk-Nusair [64]
and Perdew-Zunger [65]).

Although any real system involving atomic nuclei clearly has a very different
electron density profile to that of jellium, LDA calculations often yield remark-
ably good agreement with experiment for many observable parameters, and par-
ticularly for those relating to simple metals and well-behaved covalent systems
[66]. It has long been understood, however, that such calculations systematically
overestimate molecular bond energies and the cohesive energy of solids [67].

A higher level approximation to Exc [n] can be made by also considering the
local gradient of the electron density. Functionals that adopt this approach are
classified as generalised gradient approximation (GGA) functionals: EGGA

xc =
EGGA
xc

[
n, ~∇n

]
. Since there are many ways in which the gradient of the electron

density may be incorporated into a formulation of EGGA
xc

[
n, ~∇n

]
, a large number

of functionals have been devised, some of which are fully ab initio while others are
highly parameterised using large data sets. Ultimately however, the usefulness
of a particular functional is gauged by the accuracy of results obtained using
it and its transferability to a wide range of problems. In this respect, two of
the most commonly used GGA functionals are the Perdew-Wang 1991 (PW91)
[68] and Perdew-Burke-Ernzerhof (PBE) [69] functionals, the articles introducing
both are to be found in the top 10 cited physics publications since 1898 according
to the online journal citation database, Institute of Scientific Information (ISI)
Web of Knowledge [70].

These particular GGA functionals have the form

EGGA
x [n] =

∫
n (r) εLDAx (n (r))Fx (s (r)) dr (3.16)
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and differ only in the choice of local exchange enhancement factor Fx. The
PBE exchange functional enhancement factor has a much simpler form than that
of the PW91 functional and can be expressed

F PBE
x (s) = 1 + κ− κ

1 + µs2/κ
(3.17)

where s (r) is the reduced density gradient,

s (r) = |∇n (r)|
2 (3π2)

1
3 n (r)

4
3
, (3.18)

µ and κ are constants and κ = 0.804 is chosen such that the Lieb-Oxford
bound [71]

Ex (n) ≥ Exc (n) ≥ −1.679
∫
n (r)

4
3 dr, (3.19)

a universal property of the Coulomb interaction, is automatically satisfied.
In addition to these, revised versions of the PBE functional have become popu-

lar more recently since authors claim that they provide a systematic improvement
to atomisation energies and chemisorption energies. These include ErevPBE

xc [72],
which is identical to the PBE functional apart from a change to κ = 1.245 and
ERPBE
xc [73] which incorporates the improved features of the revPBE functional

in a modified PBE functional where

FRPBE
x (s) = 1 + κ

(
1− e1−µs2/κ

)
(3.20)

with κ = 0.804, thus still satisfying the Lieb-Oxford bound.
Further refinement to the functional may be made by incorporating terms

which include second derivatives of the electron density gradient or by using the
exact exchange energy, the non-local nature of which increases computational
requirements substantially, and particularly so for calculations involving non-
local basis sets such as those used in the plane-wave pseudopotential method [51]
(see section 3.2). Functionals following such prescriptions are known as meta-
GGA and hyper-GGA functionals respectively. Much research continues in this
area, particularly in developing screened hyper-GGA functionals in which the
exact exchange is only incorporated in a short-range component of the exchange
interaction [51].

Other methods include LDA+U [74], in which a term is added to the LDA
functional to account for the absence of the orbital dependency of the Coulomb
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and exchange interaction, and DFT-D [75] which includes an empirical correction
for the lack of a description of van der Waals forces within standard DFTmethods.

Selecting a functional for a particular study is a difficult task since there are
so many available. However, for chemisorption of atoms and molecules on tran-
sition metal substrates, the revised Perdew-Burke-Ernzerhof (RPBE) functional
has proved to be particularly successful at obtaining accurate energetics [73],
albeit with bondlengths typically overestimated by ∼1-2 % [76]. This exchange-
correlation functional has thus been the preferred choice for the majority of the
work presented in this thesis and is the one which has been used for all calcula-
tions in subsequent chapters unless stated otherwise.

Table 3.1 shows the resulting chemisorption bondlengths, using a variety of
exchange-correlation functionals, for a deprotonated glycine molecule (glycinate
- NH2CH2COO) adsorbed on Cu(111) in a stable tridentate conformation with
the N and both O atoms coordinated to the surface. As is typically the case, the
variation in reaction energy, E∗a, (defined in the table) and bondlengths clearly
illustrate the overbinding tendency of the LDA relative to the GGA function-
als, with ERPBE being the least strongly binding. In fact, the negative number
reported for E∗a using the RPBE functional indicates that there is an energetic
preference for glycine to be dissociated from the surface rather than being ad-
sorbed as deprotonated glycine in this adsorption site with gaseous H2. In this
case, the inclusion of DFT-D to the PW91 calculation increases the reaction en-
ergy but has little effect on the bondlengths. While this increased reaction energy
is to be expected for DFT-D calculations, the sensitivity of the structure to this
inclusion is highly system dependent. Table 3.2, which shows calculated lattice
parameters of the bulk fcc transition metals relevant to the DFT investigations
presented in this thesis, demonstrates the similar functional dependence of the
bulk lattice parameter, RPBE being the most weakly, and LDA the most strongly,
binding. In any case, a surface structure found using a DFT calculation may be,
and often is in practice, scaled to the experimental bulk lattice parameter prior to
comparing with the results of an experimental surface structure determination.

Regardless of the choice of functional, there is no reliable method of quanti-
fying errors within DFT and only through experience and careful analysis of the
trends of results obtained using the various functionals has it been possible to
gain insight into how closely one expects a calculated parameter to be to that
measured in experiment. In this regard however, a relatively new method which
utilises Bayesian statistics [79] is claimed to be capable of producing realistic
error estimates from an ensemble of results obtained using a variety of exchange-
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Table 3.1: Chemisorption bondlengths of deprotonated glycine on Cu(111) ad-
sorbed in a stable tridentate conformation with the N atom adsorbed in an atop
location and the two O atoms atop (Oa) and off-atop (Ooa) respectively. The
reaction energy, E∗a, is defined as the energy difference between the sum of the
energy of the surface with adsorbed deprotonated glycine with half of a gas phase
H2 molecule and the sum of the energy of the clean surface with a gas phase
glycine molecule. A greater value for Ereac indicates a more stable adsorption
structure.
Exc Ereac (meV) Oa-Cu (Å) Ooa-Cu (Å) N-Cu (Å)

LDA 838 2.11 2.05 2.10
PW91 267 2.19 2.10 2.19
PW91+DFT-D 914 2.19 2.13 2.17
RPBE -205 2.23 2.14 2.28

Table 3.2: A selection of DFT calculated bulk lattice parameters for the three fcc
metals relevant to the investigations discussed in later chapters, using a variety
of common functionals.
Material LDA (Å) PW91 (Å) PBE (Å) RPBE (Å) Experiment (Å)

Pd 3.842 3.909 - 3.922 3.8822 ± 0.0010 (77 K) [77]
Cu 3.519 3.630 3.626 3.654 3.6146 (298 K) [78]
Ir - - - 3.906 3.8392 (298 K) [78]

correlation functionals. So far though, the method has not been widely adopted
by the scientific community.

3.2 Plane-wave pseudopotential method
The plane-wave pseudopotential method is particularly well suited to studies
of surface structure; expansion of wave functions in terms of plane waves (sec-
tion 3.2.2) lends itself nicely to the periodic nature of a surface and the use of
pseudopotentials (section 3.2.4) allows a radical reduction of the computational
burden of calculations while still maintaining good energetic and structural ac-
curacy. The method is therefore a common choice for surface investigations and
is implemented in many DFT codes.

3.2.1 Introduction to CASTEP

The Cambridge Serial Total Energy Package (CASTEP) [80], written in FOR-
TRAN90, is a DFT package created by Prof M. C. Payne, a member of the
Theory of Condensed Matter (TCM) group at the Cavendish Laboratory, Cam-
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bridge which has subsequently been developed by members of the TCM group and
others around the UK. The code is capable of performing parallelised DFT cal-
culations using the plane-wave pseudopotential method that scale with the cube
of the number of atoms in the asyptotic limit. The code also contains several
modules designed to allow calculation of a wide range of properties of collections
of atoms. As a result, CASTEP has been used successfully for a large number
of studies, involving a myriad of systems in an ever-expanding range of scientific
disciplines.

The CASTEP calculations that have provided the results presented in this
thesis have been conducted on several high-performance computing clusters at
the University of Warwick in both the Surface, Interface and Thin Film Group
and the Centre for Scientific Computing. Many of the results have been analysed
using either Accelrys Materials Studio [81] or X-window Crystalline Structures
and Densities (Xcrysden) [82], both of which provide a wide range of visualisation
and, in the case of Materials Studio, analysis tools.

3.2.2 Basis sets

As alluded to in section 3.1.3, in order to solve the Kohn-Sham equations the
single-electron wavefunctions must be expressed numerically using a convenient
basis set. In this respect, two classes of functions can be used. Functions which
are localised in space, e.g. Bessel functions, can accurately represent electronic
wavefunctions using a relatively small basis set. As such, many DFT codes incor-
porate these, and particularly those which are primarily concerned with calcula-
tions involving free molecules, where the total wavefunction is itself localised. In
contrast, for the study of periodic systems one can utilise Bloch’s theorem:

φk (r) = eik·ruk (r) (3.21)

which provides the form of solutions to Schrödinger’s equation for a periodic
structure. The periodic function uk (r) may then be conveniently expanded in
terms of plane waves of varying frequency:

uk (r) =
∑
G
cGe

iG·r (3.22)

where the sum is taken over all G=m1b1+m2b2+m3b3 for integer values of
mi, where bi are the reciprocal lattice vectors of the unit cell and cG are the
expansion coefficients.
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Combining equations 3.21 and 3.22 gives

φk (r) =
∑
G
ck+Ge

i(k+G)r (3.23)

which are solutions to Schrödinger’s equation with kinetic energy

E = ~2

2m |k+G|2 . (3.24)

Since it is the lower energy plane waves which are the most physically impor-
tant, the summed series in equation 3.23 is truncated at a value Gcut which is
defined by the kinetic energy cutoff:

Ecut = ~2

2mG2
cut. (3.25)

Thus the infinite series (equation 3.23) is reduced to

φk (r) =
∑

|k+G|<Gcut
ck+Ge

i(k+G)r. (3.26)

Since calculations scale linearly with the number of plane waves, and hence
with E

3
2
cut, it is desirable to use as small a cutoff as possible. Careful convergence

testing must be used though to ensure that Ecut is large enough to allow the
accurate calculation of parameters of interest. The total energy is a particularly
useful measure of convergence of Ecut because the gradient dE/dEcut is always
less than or equal to zero and has a relatively smooth convergence to the value
found at Ecut →∞ (see upper panel of Figure 3.1).

One important caveat of DFT calculations is that, largely owing to the use of
pseudopotentials (see section 3.2.4), absolute total energies are meaningless from
a physical perspective and it is only relative energies of different structures which
are of general interest and may be compared with experiment. Since errors in
relative energies are typically an order of magnitude smaller than those of abso-
lute energies when converging with respect to Ecut, it is therefore not necessary
to achieve good absolute convergence of the total energy. This more rapid con-
vergence of relative energy is, however, dependent on the similarity of the local
environment of the atoms in the models to be compared, particularly for those
with the hardest valence electronic potentials.

An example of such convergence is demonstrated in Figure 3.1. The upper
panel shows the energy convergence with respect to Ecut for two polymorphs of
MnSb (zincblende and NiAs) while the lower panel shows the difference in these
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Figure 3.1: Upper panel: Energy convergence with respect to kinetic energy cut-
off, Ecut, for two polymorphs of bulk MnSb using the PW91 exchange-correlation
functional [68] and ultrasoft pseudopotentials (see section 3.2.4). Lower panel:
Convergence of the relative energy of the polymorphs Ediff = Ezincblende − ENiAs
with respect to Ecut.

energies. In this case the energy difference of the polymorphs is converged to
within 5 meV at Ecut = 250 eV whereas, at the same value of Ecut, the absolute
energy is only converged to ∼ 50 meV. For the majority of DFT investigations, a
good balance between accuracy and expediency is achieved when convergence of
relative energies is ∼ 1-2 meV.

3.2.3 Supercell approximation

Since the plane wave basis set used by CASTEP is periodic, all simulations must
be performed on a periodic model. Therefore, in order to study a surface, which
is aperiodic in the normal direction, a vacuum gap must be introduced in the
direction perpendicular to the surface (see figure 3.2), large enough to ensure
that consecutive surface slabs do not interact significantly with each other. The
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required size of such a vacuum gap is system dependent and should be determined
prior to the calculation of any surface properties. Once determined, all supercell
dimensions are fixed for the duration of subsequent calculations, with lateral
parameters constrained to be commensurate with the bulk lattice parameter(s).

Figure 3.2: Supercell construction for a clean fcc(111) surface. Each surface slab
comprises 5 atomic layers and is separated from adjacent slabs by a vacuum
spacer. The dotted lines indicate the boundary of the supercells.

The number of atomic layers required in each slab to accurately simulate
a surface is also system dependent, but typically 3-7 layers are adequate. In
addition, the bottom 1-3 layers are constrained to the bulk atomic spacing to
achieve a more bulk-like structure towards the bottom of the slab where it would
otherwise be affected by surface relaxation mechanisms (see section 2.1.2), which
in this case would be entirely unrealistic.

In order to simulate a single adsorbed molecule on a surface, the vacuum gap
perpendicular to the surface is accompanied by clean surface gaps which must
be introduced in crystallographic directions parallel to the surface such that the
adsorbate species is spatially separated from its periodic images in neighboring su-
percells, and does not interact significantly with them, either directly or through
substrate-mediated effects. For small molecular adsorbates consisting of <∼10
atoms, it is usually the case that a (3×2) or (3×3) surface mesh is adequate to
satisfy this criterion.
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Finally, in order to simulate an isolated species (i.e. in the gas phase), which
is necessary if one wishes to determine the adsorption energy (see section 3.3.2), a
supercell must be used which is large in all 3 spacial dimensions, thus minimising
all external interaction.

3.2.4 Pseudopotentials

rc r
Ψ

V

Ψpseudo

Vpseudo

Figure 3.3: Schematic representation of a pseudopotential. The pseudopotential,
Vpseudo, and pseudo wavefunction, Ψpseudo, are identical to that of an all-electron
calculation beyond the cutoff radius, rc.

Since it is only the valence electrons of an atom that are involved in molecular
bonding, it is not necessary to optimise the core electron wavefunctions. Instead,
in the interest of efficiency, the ‘frozen core’ approximation is used, thus ren-
dering all of these non-bonding core electrons inaccessible. The pseudopotential
construction then allows the remaining ‘valence’ electrons to be smoothed within
a specified core region, r < rc, where the wavefunction is strongly varying (see
Figure 3.2.4). Beyond this region however, the wavefunction is, by construction,
identical to that determined by an all-electron calculation, which is used as a ref-
erence state. rc is carefully chosen such that, at reasonable bonding distances, the
core region of pseudopotentials of adjacent atoms will not overlap significantly.
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Such an approximation still allows good accuracy in calculations involving inter-
atomic bonding while significantly reducing the necessary kinetic energy cutoff
(see equation 3.25).

Several schemes have been devised to generate atomic pseudopotentials but
they can be classified into two major groups. Pseudopotentials which maintain
the original total charge within the core region are known as ‘norm-conserving’
pseudopotentials and, while being much softer than the true electronic wave-
function, are still considered to be relatively hard. A further reduction in the
necessary kinetic energy cutoff can be made by relaxing this norm-conservation
constraint. Pseudopotentials constructed without this constraint are known as
ultrasoft pseudopotentials and can be generated in such a way as to be accurate
using, in most cases, a much smaller kinetic energy cutoff. Such treatment allows
for computationally feasible studies of larger systems than would otherwise be
possible and has thus been the preferred choice in many structural investigations
involving, in some cases, several hundred atoms. Included with the CASTEP
distribution (see section 3.2.1) are several sets of pseudopotentials, to be used
in conjunction with most of the commonly used exchange-correlation functionals
(see section 3.1.4), which have been well tested for accuracy and transferability
across an array of physically plausible local environments.

3.2.5 Brouillion zone integration

Since the band structure of a periodic collection of atoms is dispersive, it is
necessary to integrate the Kohn-Sham eigenvalues across the whole Brillouin Zone
in order to calculate the electron density:

n (r, r′) =
∫
BZ

Qr,r′ (k) dk (3.27)

where

Qr,r′ (k) =
∑
v

ψ∗v (k, r′)ψv (k, r) . (3.28)

However, the electronic bands are slowly-varying continuous functions, so
these integrals can be replaced by summation over a limited number of discrete
points in reciprocal space. The number of such k-points required to accurately
determine the total energy is dependent on several factors:

• The size of the supercell; a larger supercell requires fewer k-points since the
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reciprocal lattice is smaller leading to flatter bands. Moreover, for a surface su-
percell, which has a large lattice parameter in the direction perpendicular to the
surface, a plane of k-points (i.e. only a single kz value) is usually sufficient.

• The material in question; a metallic system generally requires a factor of 10
more k-points than an insulating or semiconducting one to avoid incorrect bands
being occupied near the Fermi level.

• The similarity of structures to be compared; in cases where the relative value
of a parameter is to be calculated, a reduction of the number of k-points may
be possible if the structures to be compared are similar. This is particularly so
for cases where the models being compared are contained within supercells of
identical dimensions.

• The choice of k-points; a poor choice of k-points, such as only high symmetry
points, will not provide a representative sampling.

• Symmetry of the system; only a single k-point needs to be included in the cal-
culation for a set of symmetrically equivalent k-points within the Brillouin Zone.

For each of the DFT calculations reported within this thesis, a Monkhorst-Pack
k-point mesh, k(n)

p , [83] has been chosen to minimise the necessary number of
k-points required in the calculations:

k(n)
p =

3∑
i=1

u(n)
pi
bi (3.29)

where bi are reciprocal lattice vectors and

u(n)
pi

= 2pi − qi − 1
2qi

(3.30)

where pi = 1, 2, ..., qi, qi is the number of k-points in direction i of the mesh

and n =
i=3∏
i

qi is the total number of k-points in the mesh.

Contrary to the case of the basis set, convergence of the total energy with
respect to k-points is not systematically smooth and the Brillouin Zone sampling
should therefore be sufficient to provide good absolute convergence of energy.
Such convergence is illustrated in Figure 3.4 for bulk fcc Cu. In this case, both the
total energy and optimal atomic spacing show damped oscillations with increasing
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Figure 3.4: Convergence of the total energy and bulk atomic spacing with respect
to the size of a uniform Monkhorst-Pack k-point mesh (qi = q) for a primitive
unit cell of bulk fcc Cu optimised using the RPBE functional.

uniform Monkhorst-Pack k-point mesh qi = q. In most cases an even value for
qi is preferred over an odd one because additional symmetry within the Brillouin
Zone can often be exploited, thus making the calculations cheaper for a similar
or improved level of convergence [51].

3.3 Application to surface structure investiga-
tions

3.3.1 Geometry optimisation

In order to determine the precise local minimum energy structure for a collection
of atoms, a geometry optimisation must be performed. The most robust opti-
misation routine employed by CASTEP is that credited to Broyden, Fletcher,
Goldfarb and Shanno (BFGS) [84] which has proved to provide rapid and reliable
convergence to stationary points within a multi-variable hyper space.
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Following this scheme, the Hessian matrix

Hi(E(x = x1, x2, ..., xn)) =



∂2E
∂x2

1

∂2E
∂x1∂x2

· · · ∂2E
∂x1∂xn

∂2E
∂x2∂x1

∂2E
∂x2

2
· · · ∂2E

∂x2∂xn
... ... . . . ...

∂2E
∂xn∂x1

∂2E
∂xn∂x2

· · · ∂2E
∂x2
n


is first approximated for an initial guess geometry x0 which comprises n struc-

tural parameters. Then, for each successive iteration i, a search direction pi is
determined by solving

Hipi = −∇E(xi). (3.31)

Following this, a line search is conducted to determine the optimal step size
αi in the direction pi. The geometry may then be updated

xi+1 = xi + αipi (3.32)

as well as the Hessian

Hi+1 = Hi +
yiyTi
yTi si

− HisisTi Hi

sTi Hisi
(3.33)

where si = αipi, yi = ∇E(xi+1) - ∇E(xi).
In cases where linear constraints are to be applied to the atoms, e.g. constrain-

ing deep layer substrate atoms to bulk locations during surface optimisations (see
section 3.2.3), the BFGS algorithm may be used to optimise the other structural
parameters only.

A good measure of the convergence of structural parameters is usually found
by calculating the Hellmann-Feynman forces (equation 3.14) attributed to indi-
vidual atoms following an update to x. The calculation is terminated when the
maximum force acting on an atom, Fmax, drops below a specified tolerance. In
this respect, an important advantage of using a plane-wave basis set is that the
derivative of each basis state with respect to the ionic positions is zero. Hence
erroneous Pulay forces [85], which arise if the basis set quality is dependent on
the locations of the ions, are automatically nullified.

For bulk optimisations the unit cell must be optimised as well as any internal
structure. When the cell size is changed however, the size of the Brillouin zone
is also changed, thus impacting the quality of the basis set according to equation
3.26. If the basis set is not absolutely converged, which is typically the case
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for well-optimised calculations (see section 3.2.2), this will cause a systematic
error to appear in the calculation of the total energy and stress (Pulay stress).
Therefore, a finite basis set correction is applied, the necessary size of which has
been determined by Vanderbilt [86]:

Ecorr = 2N
3Ω

∂E

∂lnEcut
. (3.34)

where N is the number of atoms in the unit cell and Ω is the total volume of
the supercell. In order to find ∂E

∂lnEcut , an initial series of total energy calculations
are performed on the starting structure at a range of kinetic energy cutoffs in
the proximity of that to be used for the cell optimisation, which subsequently
may commence. The cell optimisation terminates when the maximum stress
component (see section 3.3.3) drops below a specified tolerance, assuming that
any internal geometry optimisation tolerances imposed are also satisfied.

3.3.2 Adsorption energy and surface free energy

Within the DFT framework, the adsorption energy (defined in section 2.1.3) for an
adsorbed species on a surface is determined by performing a minimum of four DFT
calculations. Firstly, the bulk lattice parameter of the substrate is determined
using a variable cell calculation. A surface supercell may then be constructed
(see section 3.2.3) in which the lateral periodicity is fixed to that of the bulk.
A geometry optimisation is then performed to determine the total energy of
the clean surface. This energy along with the total energy of the geometry-
optimised free adsorbate and the total energy of the adsorbate-substrate system
in a minimum energy geometry of interest allows the calculation of adsorption
energy per adsorbate using:

Ea = Ecr+ads − (Ecr +NadsEads)
Nads

(3.35)

where Ecr+ads and Ecr are the total energies of a crystal with and without the
adsorbed species present, Nads is the number of adsorbed species and Eads is the
total energy of the species to be adsorbed, in its stable isolated conformation.

Such calculations are usually performed in an attempt to find the most en-
ergetically favourable structure. Therefore, several adsorbate-substrate starting
models are geometry-optimised with the hope of discovering the global minimum
energy structure, which corresponds to the largest adsorption energy.

For a crystal comprising Ncr atoms, the total work that must be done on the
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crystal in order to cleave it from the bulk is simply the difference between the
total energy of the entire crystal, Ecr, and that associated with Ncr bulk atoms.
Hence, in accordance with equation 2.1, the surface free energy of a clean crystal
may be expressed

γ = Ecr −NcrEb
A

(3.36)

where Eb is the total energy associated with a single atom in the bulk and A
is the total surface area of the crystal.

In addition, adsorption at a stable site necessarily reduces the surface free
energy. The surface free energy can thus be used as a measure of the relative
stability of surface structures involving any number of adsorbing species. For
such cases, it is necessary to consider the details of the surface reaction in order
to choose an appropriate state for the calculation of the energy of the dissociated
species. In the simple case of intact molecular adsorption the obvious choice of
this adsorbate ‘reservoir’ is the adsorbing species in the gas phase. In systems
where the adsorbate species is unstable in the gas phase however, or has taken
part in a reaction on the surface, a different choice of adsorbate reservoir may be
appropriate. An additional term can then be included in the normal definition
of surface free energy (equation 3.36) for each adsorbate species such that the
surface energy is

γ =
Ecr+ads −

(
NcrEb +

∑
i

N i
adsE

i
r

)
A

(3.37)

where Ei
r is the energy of the ith adsorbate species calculated in the chosen

reservoir and the summation is over all inequivalent adsorbate species i. As an
example, for the dissociative adsorption of azobenzene, resulting in two adsorbed
phenyl imide molecules - C12H10N2(g) −→ 2 C6H5N(a), the appropriate adsorbate
reservoir is gas phase azobenzene, and not the gas phase phenyl imide radical,
such that Ei

r is calculated as half the energy of gas phase azobenzene.

3.3.3 Surface stress

The surface stress tensor defined by equation 2.4 can be readily calculated once
solutions to the Kohn-Sham equations have been found. However, in order to
accurately determine the absolute surface stress, it is necessary to perform the
calculation using a double-sided surface slab with identical structure on both
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sides; such treatment removes the need to compensate for the unphysical termi-
nation of a single-sided slab which would, in reality, be a continuation of the bulk
crystal.

Following a successful determination of the ground state, stress tensor com-
ponents are calculated using

σij = 1
Ω
∂E

∂εij
(3.38)

and output by CASTEP is in the form

σ =


σxx σxy σxz

σyx σyy σyz

σzx σzy σzz

 .
where the diagonal matrix elements, σii, are stress components along the

crystallographic cell axes while the off-diagonal elements, σij, are shear stress
components.

In the case of a periodic surface, it is always possible to choose the direction z
to be normal to the surface and the x and y directions to be in the surface plane
so that all z components of the stress tensor become zero:

σ =


σxx σxy 0
σyx σyy 0
0 0 0

 .
Furthermore, if the surface has 3-fold or greater rotational symmetry, as is the

case for the fcc(001) and fcc(111) surfaces, the remaining shear stress components
are also zero, thereby reducing the stress tensor to a two-component vector of
principal stress components:

σ =
σx
σy


where σi ≡ σii. In the case of the fcc(110) surface however, which displays

just 2-fold rotational symmetry, the shear stress components, σxy = σyx, may be
non-zero but are always equal due to the fact that there is no couple rotating the
crystal. Hence a transformation may be made onto the principal axes using the
Mohr circle construction [87]:
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σx = σxxcos
2θ + σyysin

2θ − 2σxycosθsinθ (3.39)

σy = σyycos
2θ + σxxsin

2θ + 2σxycosθsinθ (3.40)

The surface stress along the principal axes x and y is then

τx = azσx
2 , τy = azσy

2 (3.41)

where az is the height of the supercell (aligned normal to the surface) and the
factor one half is included because the double-sided slab contains two instances
of the surface.

3.3.4 Core level shifts

An area in which experiment and theory may be used in conjunction is that of
core level shifts. Experimentally, the photoelectron binding energy of core level
electrons may be determined by XPS measurements using the equation

Ebinding = Ephoton − (Ekinetic + Φ) (3.42)

where Ephoton is the energy of a photon from a monochromated source, Ekinetic
is the recorded energy of an electron ejected from the target and Φ is the work
function of the spectrometer [3]. Variations in this photoelectron binding energy
(core level shifts - CLS) for atoms of the same element in chemically distinct
environments arise from a combination of initial and final state effects that are
not seperable experimentally. They nevertheless provide a valuable spectral ‘fin-
gerprint’ of the chemical state.

For theoretical comparison, CLSs for a core electron of an atom may be found
within the pseudopotential formalism by replacing an atomic pseudopotential of
interest with one which has been constructed with a core level electron omitted.
Such construction is achieved using a projector augmented wave (PAW) method
to correct for errors caused by the pseudopotential [88]. Following this procedure,
the difference in total energy between geometry-optimised models and the same
models using this ‘excited state’ pseudopotential can be compared to determine
the CLS for various atomic environments. Such calculations include final state
effects from both valence electron and core electron relaxation and have been
shown to produce results of comparable accuracy to those calculated using more
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sophisticated computationally-intensive all-electron methods [89].
In some cases, where the same atomic species is present on a surface in mul-

tiple local environments, direct experiment-theory comparison of the CLS can
provide a basis to reject implausible structural models. Such treatment allowed
the propynyl C3H3 species, investigated as a possible decomposition product of
furan (see section 4.5), to be discounted.

3.3.5 Tersoff-Hamann approximation

In order to improve understanding of images produced using STM (one of the
experimental methods mentioned in section 2.2), Tersoff and Hamann determined
that, for a model probe tip, the tunneling current is proportional to the local
density of states of the surface, at the position of the tip [90]. Applying this
approximation to a DFT geometry-optimised surface structure, the construction
of a local density of states isosurface parallel to the surface at a specified distance
from the Fermi level (the bias voltage used between the tip and sample in STM)
allows for qualitative comparison with real STM images. Such treatment may
therefore provide validation of a determined structure. This method has been
exploited in the study of methoxy on Cu(110) (see section 5.1) and methane
thiolate on Cu(111) and Cu(100) (see chapter 7), the details of which are to be
discussed in subsequent chapters.
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Chapter 4

Furan adsorption and
decomposition on Pd(111)

4.1 Introduction
Furan, C4H4O, is the simplest oxygen-containing aromatic hydrocarbon, and is
sometimes used as a model in hydrodeoxygenation studies of such compounds
that need to be removed from crude petroleum and liquids derived from coal
and biomass [91]. It therefore provides a convenient model for detailed surface
science investigations of this process on well-characterised single crystal surfaces,
yet rather few such studies have been conducted. On the clean coinage metal
surfaces, Cu(100) [92] and Ag(110) [93], the molecule has been found to adsorb
and desorb intact. On Pd(111) furan adsorbs intact at low temperatures, but
around room temperature deoxygenation occurs, believed to lead to the presence
of coadsorbed CO, atomic H and a C3H3 species on the surface [94–97] (see Figure
4.1):

C4H4O→ CO + C3H3 + H. (4.1)

In this chapter a structural DFT investigation of this system is presented. A
new low-energy adsorption geometry is found for furan on Pd(111) and discussed
in the context of previous work [8]. The major unresolved aspect of this reac-
tion, the nature of the C3H3 species, is also discussed in the light of new DFT
calculations and the subsequent re-analysis of PhD data [9].
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Figure 4.1: Schematic diagram of the furan dissociation reaction on Pd(111),
showing the C3H3 fragment in the half-benzene conformer.

4.2 Previous work
For intact furan adsorbed on Pd(111) (Pd(111)-furan), there is already some
experimental structural information. By the application of dipole selection rules
in high-resolution electron energy loss spectroscopy (HREELS), Ormerod et al.
[94] have proposed that, at least at high coverage, the intact furan molecule
neither lies flat on the surface nor with its molecular plane perpendicular to the
surface, but a quantitative value of the molecular tilt angle cannot be obtained
from this technique. STM studies of this adsorption system have been shown to
yield images consistent with an essentially flat-lying geometry [98, 99], at least
at low coverages. Most recently, a combined NEXAFS and PhD investigation
[100] concluded that the molecule does lie flat on the surface to relatively high
coverages, and has also identified some preferred adsorption sites.

There is clear spectroscopic evidence for the dissociation of the furan, adsorbed
at low temperature, to create surface CO together with a second C-containing
species when heated to ∼230–270 K, from XPS, ultraviolet photoelectron spec-
troscopy (UPS) and HREELS [94]. Temperature-programmed desorption (TPD)
shows CO desorption occurs only at a higher temperature of ∼500 K. Also seen
in TPD is H2 desorption at a peak temperature of 350–360 K [94, 95]; this tem-
perature is similar to that of associative desorption of molecular hydrogen from
Pd(111) following adsorption of atomic H, so this H2 TPD peak is believed to
be desorption-, rather than dissociation-, limited. The implication is thus that
atomic H is lost from the furan in the deoxygenation reaction at the lower temper-
ature of ∼270 K, at which there is spectroscopic evidence of dissociation. There-
fore, if there is a single C3Hx hydrocarbon fragment resulting from the reaction,
it seems that x < 4. The strongest evidence to suggest that the hydrocarbon
fragment resulting from this deoxygenation is C3H3 comes from laser-induced
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thermal desorption (LITD), which shows small amounts of benzene desorption in
the surface temperature range ∼330–430 K [96]. Surface C6H6 is believed to arise
from a C3H3 coupling reaction, but its presence is not detected in conventional
TPD, because benzene dissociates on Pd(111) at low coverage before it desorbs
in a heating cycle. STM studies of the surface at ∼200 K (a temperature too high
to image the mobile CO species at low coverage), following this heat treatment,
have identified a molecular species on the surface that was attributed to C3H3

[101].
More recently, a PhD study of the furan dissociation products on Pd(111)

using soft XPS (SXPS) was conducted after slowly heating a furan dosed surface
to 340 K [102]. On the basis of the previously-published TPD data, the surface
studied is expected to have retained the CO and C3H3 coadsorbates, but most of
the atomic H produced in the initial dissociation reaction is likely to have been
desorbed. Two C 1s components, previously observed in XPS [94], were clearly
resolved. The higher binding energy state, previously identified with adsorbed
CO, yielded PhD data corresponding to occupation by the associated C atom
of three-fold coordinated fcc hollow sites (directly above third-layer Pd atoms);
this is one of the two hollow adsorption sites known to be occupied by CO on
this surface in the absence of coadsorbates. The lower binding energy component
was assigned to the C3H3 species but it was not possible to resolve the C 1s
component further. Weak PhD modulations resulted and, in order to render the
structural search viable, the C3H3 species was assumed to adopt a ‘half-benzene’
(CH–CH–CH) configuration (as had been previously suggested schematically [96],
and as reproduced in Figure 4.1), with the outer two C atoms in symmetrically
equivalent locations with respect to the outermost Pd atomic layer, such that the
molecule shares the mirror planes of this substrate layer. While a generally good
fit to the PhD data was achieved for two alternative but closely similar model
structures of this type (see Figure 4.2), the surprising conclusion was that the
molecular plane was found to lie almost parallel to the surface. By contrast, in an
analogue organometallic carbonyl cluster compound, in which a fully methylated
C3R3 species (i.e. (CCH3)3 rather than (C3H3)) is bonded to a triangular group
of three Ru atoms [103], the C3 plane is tilted by ∼63◦ out of the Ru3 plane (see
Figure 4.2).
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             ‘bridge’                                ‘hollow’ 
 
 

                       
                    Ru3(CCH3) 3 carbonyl core 

Figure 4.2: The upper part of the figure shows top views of the two alternative
adsorption geometries of the half-benzene conformer of C3H3 on Pd(111) derived
from the earlier experimental PhD investigation [102]. Only the C atoms are
shown, as the PhD technique is unable to determine the location of H atoms.
The full line shows a mirror plane of the substrate, the dashed line a mirror plane
of the outermost Pd atom layer alone. In the lower part of the figure is shown
the relative locations of the three Ru atoms (large blue spheres) and the three
C atoms of the CCH3 ligands in the organometallic complex (µ-H)Ru3(µ3-η3-
CMeCMeCMe)(CO)9 [103].

4.3 Computational details
The RPBE exchange–correlation functional [73] was used throughout this inves-
tigation. However, additional calculations using PW91 [68] were also performed
on the Pd(111)-furan system for comparison. Vanderbilt ultrasoft pseudopoten-
tials from the CASTEP pseudopotential library were employed for Pd(111)-furan
while CASTEP-generated ‘on the fly’ pseudopotentials were used for all calcu-
lations involving Pd(111)-C3H3, in order to be consistent with the core-ionised
potentials used in CLS calculations (see section 3.3.4). All other calculational
parameters were converged according to considerations discussed in chapter 3.
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Reference calculations for the clean surface slab yielded an outward relaxation
of the outermost layer of 0.010 Å. This very small value is consistent with the
general trend of almost bulk-like terminations of fcc (111) surfaces and such a
small value challenges the precision of any of the available experimental methods;
a detailed LEED investigation yielded a value for this parameter of 0.03 ± 0.03
Å [104].

 

α-C1 α-C2 

β-C1 β-C2 

O 

Figure 4.3: Schematic diagram of the furan molecule showing the labelling con-
vention for the constituent atoms used in the text.

In order to determine the adsorption energies associated with the optimised
structural models, calculations were first performed on isolated furan and C3H3

molecules in a large cell using the supercell approximation (see section 3.2.3).
However, as no experimental adsorption study is possible starting from a C3H3

species, in this case absolute values have no real meaning, so in section 4.5 the
focus is entirely on the relative adsorption energies for different molecular con-
formation and adsorption sites, using the most strongly bonded configuration as
a somewhat arbitrary reference.

As shown in Table 4.1, the resulting molecular conformation for gas-phase
furan is in excellent agreement with experimental determinations [105, 106] and
with the results of two earlier DFT studies [101, 107]. The labelling convention
for the atoms in the furan ring, used for defining the bondlengths and bond angles
in this table, is shown in Figure 4.3, and follows the labelling used in the previous
experimental structure determination for the molecule adsorbed on Pd(111) [100].
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All bondlengths from these new calculations agree with both of the experimental
values within better than 0.02 Å, while the largest discrepancy in bond angles
is 1.3◦. For the three DFT calculations, the agreement is even better with the
range being smaller than these values. Moreover, the results of the PW91 (not
shown) and RPBE calculations agree in the molecular geometrical parameters to
within 0.002 Å and 0.1◦.

 

off-hollow-h 
bridge-h 

bridge-f 

hollow-h 

hollow-f 
atop 

cross-bridge 

Figure 4.4: Starting models used in exploring the optimal structure of furan on
Pd(111).

Optimisation of the adsorption structures for furan and C3H3 on Pd(111)
was undertaken without the imposition of symmetry constraints, starting from a
range of geometries and, in the case of C3H3, molecular configurations. For the
Pd(111)-furan system, structural optimisation was generally less dramatic since
a good guess at intra-molecular bond angles could be made from the optimised
isolated furan molecule. Hence, for the stable adsorption sites, the starting ge-
ometries shown in Figure 4.4 closely resemble the optimised ones in most cases
and are essentially equivalent to the structures explored in the experimental PhD
investigation [100]. Note that these models all assume the molecular plane is
approximately parallel to the Pd(111) surface, consistent with the experimental
NEXAFS and PhD results, but the DFT optimisation procedure clearly allows
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the molecules to tilt if this proves to be energetically advantageous. Subsequently,
further calculations were undertaken to explore the role of intermolecular inter-
actions following furan decomposition. These calculations involved coadsorbed
C3H3, CO and atomic H, using not only (3×2), but also (3×3) and (4×2) unit
meshes, to explore the coverage dependency. Additional calculations of benzene
adsorption were performed using a (3×3) unit mesh.

4.4 Furan adsorption structure
In order to distinguish the alternative bonding structures of the Pd(111)-furan
system and remove their associated ambiguity, and to understand the nature of
the molecule–substrate bonding, reported here and in reference [8] are the results
of a DFT study of this adsorption system. In fact one previous DFT investigation
of this system has been undertaken [101], but unfortunately this earlier work is
only reported in a doctoral thesis. While many aspects of the results of this
earlier study are closely similar to this one, there are some important differences.
In particular, a new lowest-energy structure is revealed, of reduced symmetry,
that was not investigated in the earlier work. Moreover, these calculations provide
additional structural parameter values, not presented previously, that can provide
a more complete basis for comparison with the experimental results.

4.4.1 Preferred adsorption sites

Table 4.2 summarises the adsorption energies (equation 3.35) for the different
optimised structural models, including a comparison with comparable values for
the models tested in the earlier LDA calculations of Loui [101]. The numerical
labels (2a, 2b etc.) assigned to the starting models in the experimental PhD study
are also included in Table 4.2 to simplify comparison, but more descriptive names
for these structures have been preferred for the present discussion, shown in Figure
4.4. Note that no stable adsorption structure was obtained for either the atop
or the cross-bridge model using the RPBE functional; in both cases successive
iterations in the DFT calculations displaced the molecule further and further from
the surface, and led to it adopting the free-molecule conformation. There are four
lowest-energy structures with almost identical adsorption energies, all of which
correspond to adsorption at, or close to, the two ‘hollow’ sites with the molecule
approximately centred over either the hcp hollow (directly above a second-layer
Pd atom - hollow-h and off-hollow-h) or the fcc hollow (directly above a third-
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Table 4.2: Comparison of the adsorption energies for furan in the optimised
versions of the structural models illustrated in Figure 4.4. The bracketed labels
of the structural models (1a, 2b etc.) are the nomenclature used in the earlier
PhD experimental study [100].
Model Ea {this work, Ea {this work, Ea {Loui [101],

RPBE} (eV) PW91} (eV) LDA} (eV)

atop (1a) Not bonding Moves to cross-bridge site -
cross-bridge (1b) Not bonding 0.775 -
bridge–h (2a) 0.204 0.855 1.969
bridge-f (3a) 0.203 0.857 1.976
hollow-h (3b) 0.446 1.103 2.184
hollow-f (2b) 0.448 1.104 2.144
off-hollow-h (4a) 0.446 1.101 -
off-hollow-f (4b) 0.443 1.108 -

layer Pd atom - hollow-f and off-hollow-f). The adsorption energies are essentially
identical when located equivalently relative to either the fcc or hcp hollow. Notice
that the two ‘bridge’ geometries form a similar pair, having essentially the same
adsorption energy and the same geometry with respect to the outermost Pd atoms
layer, the difference only being related to their juxtaposition to the second and
third Pd layers. This insensitivity to the distinction between hcp and fcc hollow
sites is not surprising. Even for atomic adsorbates, that can typically bond closer
to the surface in hollow sites, the energetic distinction between fcc and hcp hollow
sites on fcc(111) surfaces is small, although in most (but not all) such cases the
fcc sites prove to be energetically preferred (as judged by experimental structure
determinations - e.g. O and S on Pt(111) [108, 109]). However, even for simple
molecules that bond to the surface through a single atom in hollow sites this is
no longer the case. For example, CO adsorption (bonding through the C atoms
with the molecular axis perpendicular to the surface) on Ni(111) leads to equal
occupation of the two inequivalent hollow sites. For molecules that bond to such
a surface through two or more atoms, typically in a ‘lying-down’ orientation,
the energetic difference between hcp-related and fcc-related sites appears to be
even smaller, as interaction with second-layer atoms is now negligible. Table 4.2
shows that the relative adsorption energies of the different optimised structures
are almost identical using the RPBE and PW91 functionals, although the absolute
energies differ considerably.

The energetic preference for the hollow, rather than bridge, geometries is
∼0.24 eV and is also reproduced by the earlier calculations of Loui (who did
not consider the off-hollow geometries), although the absolute magnitude of the
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adsorption energies in the these calculations is much larger, differing from the
present calculations by more than 1.7 eV. Qualitatively, at least, this difference
may be assigned to the established tendency for LDA calculations to over-bind,
and GGA calculations to under-bind (see section 3.1.4), although the size of the
difference is surprising. An experimental estimate of the furan desorption energy
at a coverage of 0.17 ML obtained using laser-induced thermal desorption is 1.03
± 0.26 eV, approximately a factor of two greater than the RPBE calculated value
and a factor of two less than that given by Loui’s LDA calculations. As a further
check, LDA calculations have been run for all of the structures of Table 4.2 and
even larger adsorption energies (by ∼0.25 eV) were found than those reported
by Loui. The difference between these new calculations and those of Loui may,
perhaps, be due to the use of different ultrasoft pseudopotentials or LDA param-
eterisation as he reports a slightly different value (3.859 Å) for the bulk lattice
parameter to the one calculated here (3.842 Å). The key conclusion, however, is
that LDA is strongly overbinding, while the RPBE calculations lead to strong
underbinding. This result, and the fact that PW91 gets the adsorption energy
approximately correct, is consistent with the results of a recent detailed study
of thiophene bonding on Cu(110), in which the choice of appropriate functionals
and associated approximations is discussed in detail [110]. This paper also con-
siders the role of dispersion forces that are not accounted for in standard DFT
calculations and concludes that, in effect, pure PW91 calculations get about the
right adsorption energy for the wrong reasons; a more correct description comes
from RPBE plus the non-local dispersion forces. Recent calculations exploring
ways of accounting for these effects have been undertaken not only for the adsorp-
tion of thiophene, but also for other cyclic aromatic molecules, namely benzene,
pyridine and pyrazine on Cu(110) [111]. In all of these cases adding the effects
of van der Waals interactions increases the adsorption energy (by up to ∼0.5
eV) although the consequences for the minimum energy structures differs. For
pyridine and pyrazine large (∼0.4 Å) changes in adsorbate–substrate bondlengths
accompany the inclusion of the dispersion forces, but for benzene and thiophene
(the species most similar to furan) this is not the case. As shown in section 4.4.3,
the results of the present calculations yield adsorbate–substrate bondlengths in
excellent agreement with experiment, reinforcing the view that furan appears to
behave more like thiophene. Specifically, while pure RPBE calculations may seri-
ously underestimate the adsorption energy, the resulting structure, the property
of interest here, is correct.
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4.4.2 Bonding nature

Figure 4.5 and Figure 4.6 show the exact geometry of the adsorbed furan in the
hollow and off-hollow sites, respectively. For each structure a top view shows the
lateral position of the molecule while a side view shows the tilt and out-of-plane
distortion of the molecule induced by the adsorption. In each case a perspective
view is also shown that identifies the Pd–C local bonds. It is these perspective
views that show most clearly the distinction between the hollow and off-hollow
geometries. In both structures, one of the three nearest-neighbour Pd atoms
lies at a bonding distance from two adjacent C atoms in the furan, while the
remaining two Pd neighbours are located at bonding distances from the other
two C atoms. In the more-symmetric hollow sites it is the two β-C atoms that
appear to bond to a single Pd atom, but in the off-hollow structures it is, instead,
one β-C atom and the adjacent α-C atom that are at a bonding distance from
a single Pd neighbour. The implication is that in all of these structures each
carbon is bonded to four other atoms, namely one Pd atom, one H atom and
either two C atoms or one C atom and one O atom. Moreover, a consequence
of the adsorption is that both the H and O atoms buckle out of the molecular
plane. The result is that the C atoms all achieve near-tetrahedral bonding angles,
consistent with essentially sp3 bonding character. On the basis of the optimal
geometries, therefore, it appears that this is driven by the change in C bonding
character.

4.4.3 Compatibility with PhD results

A primary objective in conducting these calculations was to supplement or test
the information obtained from the experimental PhD structure determination of
this system [100]. This study identified four possible adsorption geometries, but
two of these were distinguished from the other two only by their location relative
to fcc and hcp hollows. Evidently, this failure to distinguish the structures that
differed only in their location relative to the subsurface layers (fcc or hcp) is
also a feature of the DFT calculations; the DFT results show the energies to
be so similar that one must expect co-occupation of such sites to occur with
equal probability. In fact the four structures identified in the PhD investigation
correspond to the fcc and hcp versions of the hollow and bridge geometries of
Table 4.2. The calculations reported here are therefore qualitatively consistent
with the experiments in that both identify the hollow sites as possible solutions,
but the DFT results indicate that, in reality, it is only the hollow sites, and not

46



hollow-f 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 

hollow-h 
 
 
 
 
 
 
 
 
 

Figure 4.5: Schematic diagrams of the two optimised hollow-site models. For
each structure a top and side view is shown, together with a perspective view
showing the local C–Pd bonds to three nearest-neighbour Pd atoms. Note that
one Pd atom is bonded to both β–C atoms.
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Figure 4.6: Schematic diagrams of the two optimised off-hollow-site models. For
each structure a top and side view is shown, together with a perspective view
showing the local C–Pd bonds to three nearest-neighbour Pd atoms. Note that
one Pd atom is bonded to one β-C atom and one α-C atom.
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the bridge sites, that are occupied. The fact that the DFT calculations also
indicate that co-occupation of the off-hollow site must occur does not, as shown
below, conflict with the information obtained from the PhD experiments.

A more quantitative comparison of the new theoretical results and those of
the PhD experiments is also possible, and this is shown in Table 4.3. Structural
parameters for the optimised geometries are given only for the RPBE calcula-
tions, but the results for the PW91 calculations differ, at most, by 0.02 Å and
0.2◦. In making this comparison it is important to take account of exactly what
was determined, and what was inferred, in the experimental results. In partic-
ular, in the experiments it proved possible to analyse only PhD data from the
α-C component of the C 1 s photoemission [100]. The PhD modulations from the
β-C component proved too weak to be reliably distinguished from noise, while no
O 1 s PhD could be used due to the overlap of the O 1 s and Pd 3p3/2 photoe-
mission signals. In effect, therefore, the experiments were only able to determine
the location of the α-C atoms relative to the Pd(111) substrate. The influence
of intramolecular scattering in the α-C PhD also provided information of limited
precision on the molecular tilt relative to the surface plane, though inferred lo-
cations of the β-C and O atoms (shown in parentheses in Table 4.3) were based
on the assumption that the C and O atoms all remained coplanar. As the DFT
results clearly indicate that the O atom is significantly displaced out of the plane
defined by the four C atoms, even for the symmetric hollow sites, it is clear that
one may expect a large systematic error in the O atomic position determined by
the PhD study, and for this reason these values are placed in double parentheses
in Table 4.3. Additionally, in an attempt to narrow the range of possible adsorp-
tion structures, the experimental data analysis was conducted on the assumption
that the adsorbed molecule and the outermost Pd layer retained a common mir-
ror plane. As such, the off-hollow geometry of Table 4.2 was not considered in
the final optimisation of the experimentally-determined structure. In view of the
sparse experimental data set, and doubled number of local structural parameters
associated with the inequivalent locations of the two α-C atoms in the off-hollow
geometry, it is clear that relaxing the constraints of the experimental data anal-
ysis would be most unlikely to lead to a unique and reliable distinction of the
hollow and off-hollow geometries, or of any significant refinement of the best-fit
structure.

Bearing in mind these constraints, the most meaningful comparison of ex-
periment and theory in Table 4.3 are those relating to the location of the α-C
atoms relative to the Pd(111) substrate, namely the nearest-neighbour α-C-to-
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Pd distance, dPd−α−C, and the offset (parallel to the surface) of the α-C atoms
relative to this nearest-neighbour Pd atoms, shown in Table 4.3 as ‘α-C off-atop’.
For these parameters the agreement between the theoretical result for the hollow
site and experiment is generally good; particularly good is the agreement in the
Pd–C bondlength, the parameter to which the experiment is most sensitive. For
the off-hollow geometry, however, the DFT results lead to two different values of
dPd−α−C: the shorter one (2.10 Å) corresponds to the α-C that bonds to a Pd atom
that bonds only to this C atom, whereas the longer bondlength of 2.21 Å corre-
sponds to the α-C that bonds to a Pd neighbour that also bonds to the adjacent
β-C atom. Notice, though, that the shorter of these bonds in the DFT calcula-
tion is slightly shorter than the experimental value, and the average of these two
bondlengths (2.15 Å) is within the estimated precision of the experimental value.
Moreover, if one assumes, as indicated by the calculated adsorption energies, that
the hollow and off-hollow geometries are co-occupied with equal probability, there
are, in total, three short α-C–Pd bonds and just one longer one. The weighted
mean of the DFT bondlengths (the quantity measured in the PhD technique in
such a situation) is then 2.13 Å, exactly the value obtained in the experiments.
The agreement is somewhat less good between experiment and theory for the
off-atop displacement, but for this parameter, too, the co-occupation of the off-
hollow site is consistent with the experimental results, the off-atop displacement
for this geometry being closer to that measured in the experiment.

4.4.4 Comparison to thiophene adsorption

It is interesting to compare the situation for adsorbed furan with the bonding
of the closely-related thiophene molecule, C4H4S, on transition metal surfaces.
Although there appear to be no published DFT (or experimental structure deter-
mination) studies of thiophene adsorption on Pd(111), an investigation has been
published on Pd(100), also covering Ni(100) and Cu(100) [112]. On Pd(100), at
least, a stable molecular chemisorbed state of thiophene exists with the molecular
plane essentially parallel to the surface, and the calculations indicate a similar
out-of plane displacement of the H atoms. However, the upward shift of the S
atom is small and the S–Pd nearest-neighbour distance is small enough (2.32 Å)
that one may infer local bond formation. Consistent with this formation of a
S–Pd bond is a lengthening of the S–C bonds from 1.71 Å in the gas phase to
1.80 Å on the Pd(100) surface. By comparison, thiophene adsorbs only weakly
on Cu(100) and desorbs intact at 150–240 K [92], and the calculations show the

51



S–C bondlength to be only marginally longer than in the gas phase. On Ni(100)
the bonding is even stronger than on Pd(100), and dissociation occurs around
90–100 K [113], but below this temperature range a stable chemisorbed species is
found with an even shorter metal–S bond and a longer S–C bond than is found
on Pd(100) [112, 114]. These theoretically-computed bondlengths are generally
in good agreement with experimental measurements [114–116]. Of course, S is a
significantly larger atom than O, so the difference in terms of the interaction of
S and O with the underlying substrate may be, at least partially, steric in origin.
The rehybridisation of the C bonding in furan pushes the O atom sufficiently
far from the surface that the O–Pd interaction must be very small. A similar
distortion in thiophene fails to achieve the same large separation of the S atom
and the underlying substrate, and the resultant S–metal interaction therefore has
an impact on the molecular conformation. The rather modest increase in the
O–C nearest-neighbour distance in furan on adsorption of ∼0.04 Å (Table 4.3)
is also consistent with the absence of O–metal interaction; this small increase
is probably attributable mainly to the influence of the formation of the α-C–Pd
bond. As may be expected the increase in the bondlength between the α-C and
β-C atoms (∼0.09 Å) is significantly larger.

4.5 Decomposition products
The symmetry constraints of the original Pd(111)-C3H3 PhD analysis [102], dis-
cussed in section 4.2, were applied in the interests of expediency, to allow a
preferred structural model to be identified, rather than because there was prior
evidence that such symmetry was a necessary requirement for C3H3 adsorption.
It is therefore clearly of interest to explore a wider range of possible structures
using a method that can distinguish them more effectively. Total energy calcula-
tions using DFT offers a means to achieve this, and reported here are the results
of such a study. The initial objective was to determine the minimum energy con-
figuration and adsorption site of an isolated C3H3 species on Pd(111). However,
armed with this model, additional experimental evidence has been confronted.
Specifically, the variation in photoelectron binding energy (the core-level shifts -
CLS) of the C 1s state in the different C atoms on the surface, comprising coad-
sorbed C3H3 and CO. In the light of the DFT findings, the challenging analysis of
the C 1s PhD modulation spectra measured in the earlier study [102] was resumed
with new simulations being performed by David A. Duncan at the University of
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Warwick in order to establish whether the lowest-energy structures are consistent
with the published PhD data [9]. In the context of these results, the possible role
of kinetic constraints, and other surface species, in determining the structure of
the dissociation products on the surface is discussed.

4.5.1 C3H3 structural search

The DFT calculations first focussed on identifying the energetically-preferred
molecular conformations and adsorption sites of the C3H3 species on the Pd(111)
surface at a coverage (1/6 ML corresponding to one molecule per (3×2) unit
mesh) that ensured there was very little intermolecular interaction. Five distinct
conformers were considered, namely C-CH-CH2, propargyl (CH-C-CH2), half-
benzene (CH-CH-CH), 1-propynyl (C-C-CH3), and ‘triangle’ (a three-membered
ring form of CH-CH-CH). In all cases energy-minimisation calculations were
started from a range of different starting orientations and lateral registry sites
on the Pd(111) surface. As such, several different adsorption sites were found to
correspond to local minima in adsorption energy for each molecular conformation.
Figure 4.7 illustrates the different conformers and their lowest energy adsorption
geometries, together with some less-favoured structures corresponding to local
minima for some conformers. The lowest energy (most strongly bound) structure
found was the C-CH-CH2 species with the first C atom located in a fcc hollow
site directly above a third layer Pd atom. Relative to a gas-phase C3H3 species
(the lowest-energy propargyl structure as determined in these gas-phase calcula-
tions) the adsorption energy of this species was 2.72 eV. The adsorption energies
(per molecule) of all of the structures, relative to this lowest-energy adsorption
structure, are also shown in Figure 4.7; positive values indicate the amount by
which these molecules were more weakly bound. A general feature of adsorption
on fcc (111) surfaces is that there are usually rather small energy differences be-
tween adsorption geometries that are equivalent with respect to the outermost
substrate layer, but differ with respect to the second (and deeper) layer (as was
found for furan on Pd(111) discussed in section 4.4). This geometrical difference
is determined by their location relative to the nearest 3-fold coordinated hollow
site that is either ‘hcp’ or ‘fcc’. In the case of the C-CH-CH2 species however,
in which the first C atom occupies such a hollow site, the energy difference (as
shown in Figure 4.7) has a relatively large value of 69 meV. By contrast, the two
lowest-energy propargyl structures which correspond to the CH carbon atoms
being closest to fcc and hcp hollows, differ in energy by only 9 meV; for these
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Figure 4.7: Plan view of the Pd(111) surface showing the different optimised
molecular configurations and adsorption geometries found in the DFT calcula-
tions for C3H3, together with those of a C3H4 species, and of benzene. In addi-
tion to the lowest energy structures for each C3H3 conformer, some less-favoured
structures corresponding to local energy minima are shown, with their names
bracketed.

structures no C atom actually occupies a hollow site with 3-fold coordination. For
the less energetically favourable conformers, the fcc/hcp combinations are not in-
cluded in Figure 4.7, but the associated energy differences are small relative to
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their energetic disadvantage.
One striking feature of all the lowest energy structures of each conformer (with

the exception of 1-propynyl) is that they correspond to all C atoms having four
nearest-neighbour bonding atoms, as may be expected for sp3 bonding character;
the same effect was found in the DFT study of intact furan adsorbed on Pd(111),
as reported in section 4.4.2. In those structures in which this is not the case, such
as the propargyl-3 structure, in which the C atom of the CH species bonds only
to one C atom and one Pd atom in addition to the one H atom, there is a huge
energy disadvantage of ∼1 eV relative to the lowest-energy propargyl structure
in which the C atom bridges two Pd atoms in an off-hollow site. Of course, for a
propargyl radical, CH≡C-CH2, sp3 bonding implies substantial rehybridisation.

Also shown in Figure 4.7 are the lowest energy structures for an adsorbed
C3H4 species (CH-CH-CH2) and for adsorbed molecular benzene, investigated
to allow considerations of alternative interpretations of the surface reactions, as
discussed later in this chapter. In order to compare the adsorption energy of
the C3H4 species with that of the C3H3 species, the total energy is compared
with that of a C3H3 species plus an adsorbed H atom. In the case of adsorbed
benzene, the total energy per molecule is divided by 2 to compare with the C3H3

species. The large negative energy obtained in this way shows clearly that a C3H3

coupling reaction of the surface is highly favoured energetically.

4.5.2 Influence of coadsorption

All of the calculations presented in the previous section are for adsorbed C3H3

species at sufficiently low coverage that they are effectively isolated on the surface.
As such, they take no account of the fact that the molecule is coadsorbed with
CO and, perhaps, coadsorbed atomic H. The extent to which these coadsorbates
may influence the preferred adsorption geometry of C3H3 depends on their spatial
distribution and coverage. If the different molecular species separate into distinct
homo-molecular domains, there should be no effect from coadsorption. However,
if the species are intermixed, the intermolecular distances, and thus the coverage,
are an important issue. In the absence of any information regarding the presence
or absence of intermixing, the possible consequences of such intermixing needs
to be considered. To address this question, initial calculations were conducted
of coadsorbed C3H3, CO and H (one of each species per unit mesh), and also of
coadsorbed C3H3 and CO only, in the same (3×2) unit mesh. For each C3H3 con-
former different relative sites of the three coadsorbates were explored, to identify
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the lowest energy structures; in all cases the lowest energies were found when CO
and H occupied hollow sites, and the C3H3 species retained the same local site
as that found in the absence of coadsorbates. The effect of the coadsorbates on
the local structure of the C3H3 species was found to be minimal, with the short-
est C-Pd bond lengths changing by no more than ∼0.01-0.02 Å. Changes in the
relative C3H3 adsorption energies were found to be more significant, however. In
particular, the presence of the near-neighbour coadsorbates causes a significant
weakening of the adsorption energy. Perhaps unsurprisingly, the effect is largest
for the C3H3 conformers with the largest ‘footprint’ on the surface, as these lead
to more sites for CO and H adsorption being in close proximity to parts of the
C3H3 species. This effect disfavours the propargyl species, particularly relative to
the 1-propynyl species with an especially small footprint, by more than 300 meV.
However, this weakening of the chemisorption bonding is largely removed if the
unit mesh size, in which the coadsorbates are located, is increased to (4×2). The
implication of this result is that the surface coverage under which the experiments
were conducted may be very important in determining the relative adsorption en-
ergies of the different C3H3 conformers. In this regard it is notable that the PhD
data, that provide the only experimental information on the structure of the ad-
sorbed species in this system, were conducted at an estimated coverage of less
than 0.1 ML [100]. This is less than the 0.125 ML corresponding to the (4×2)
unit mesh used in the lower-coverage coadsorption calculations, strongly suggest-
ing that even if coadsorbed CO and H are intermixed with the adsorbed C3H3,
their effect on both the adsorption geometry and relative adsorption energy of
these species is minimal.

4.5.3 C 1s CLS: theory and experiment

One feature of the photoelectron spectra from the coadsorbed molecular frag-
ments on Pd(111), resulting from furan dissociation, is the presence in the C 1s
region of two clearly-resolved components with a relative CLS of approximately
1.7 eV [102]. The peak having the higher binding energy is attributable to emis-
sion from CO, that having the lower binding energy is associated with the C3H3

species. Measurement of the spectral widths of these two peaks has shown, how-
ever, that the peak associated with the hydrocarbon species is significantly wider
than that arising from the CO; at a kinetic energy of ∼60 eV the FWHM widths
of the hydrocarbon and CO peaks were found to be 1.02 eV and 0.58 eV, respec-
tively [102]. The most probable reason for this is that the C 1s peak from the
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Table 4.4: Comparison of the experimental and theoretically-computed values of
the C 1s photoelectron binding energy CLS values for the C atoms in the C3H3
(or C3H4) species adsorbed on Pd(111), relative to that from coadsorbed CO, in
the most energetically favoured structures of the various conformers (Figure 4.7)
Structure CLS values relative Mean CLS relative CLS range

to CO (eV) to CO (eV) (eV)

C-CH-CH2 (fcc) 1.45, 1.48, 1.82 1.58 0.37
propargyl2 1.72, 1.38, 1.68 1.59 0.34
half-benzene 1.86, 1.51, 1.86 1.74 0.35
propargyl 1.59, 1.24, 1.48 1.44 0.35
1-propynyl 1.92, 2.86, -0.39 1.46 3.25
triangle 1.66, 1.66, 1.66 1.66 0.00
C3H4 1.94, 1.55, 2.05 1.85 0.50
Experiment - 1.7 ∼0.5

hydrocarbon species actually comprises two or more components with slightly
different, unresolved, CLS values. The different structural solutions of Figure 4.7
show that this is to be expected; with the exception of the triangle conformation,
all of the C3H3 structures contain C atoms in either two or three inequivalent
locations (either within the molecule, or relative to the surface, or both) and so
should give rise to two or more different C 1s CLS values.

Calculations of the expected CLS values have therefore been performed using
DFT (according to the method outlined in section 3.3.4) to determine whether
the difference between calculated CO and C3H3 CLS values is consistent with the
experimentally-observed splitting, and whether the range of CLS values associ-
ated with the inequivalent C atoms in the C3H3 species is consistent with the
experimental spectral width of this component.

The results of these calculations are summarised in Table 4.4 and compared
with the experimental results. Clearly, within the expected precision of such
calculations (∼0.2 eV), the mean energy separation predicted between the CO
and hydrocarbon fragments is consistent with experiment for all the structural
models. However, the very large predicted range of energies from the 1-propynyl
conformer is not consistent with experiment, so this model can be rejected. In
addition it is noted that the triangle model predicts that all the (equivalent) C
atoms of the C3H3 should have the same CLS, leading to no broadening of the
associated spectral line. On this basis alone, however, it is not possible to exclude
this model, because the observed broadening in the experiment could also be due
to a reduced core-hole lifetime in this species relative to that in the adsorbed CO.
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4.5.4 Compatibility with PhD data

As discussed in section 4.2, an extensive C 1s PhD dataset was collected by
Knight et. al. [102] from the furan dissociation products on Pd(111) and formed
the basis of an initial structure determination of this system. However, the fact
that the C3H3 contains up to three inequivalent C emitter sites leads to very weak
PhD modulations, and also means that the structural parameter space defined
by the location of these different constituent atoms is huge. To try to render
the structural search more tractable, a set of plausible constraints were therefore
applied to the possible solutions in the original PhD analysis. Specifically, C3H3

was assumed to have the half-benzene conformation, with the molecule sharing
one of the mirror symmetry planes of the outermost Pd(111) layer, forcing the
two outer C atoms to occupy sites that are identical relative to this outermost
Pd layer. Applying these constraints provided two slightly different structural
solutions (see Figure 4.2) that led to rather good agreement between simulated
and experimental PhD data, but both solutions corresponded to structures in
which the molecular plane was almost parallel to the surface. This orientation is
clearly inconsistent with the results of the DFT calculations presented here. DFT
structural optimisations using these ‘lying-down’ configurations as the starting
structures led to strong tilting of the molecule, as well as lateral displacements to
locations that lack the previously imposed mirror symmetry, with a substantial
reduction in the total energy. The lowest-energy half-benzene configuration found
in the DFT study (half-benzene - see Figure 4.4) has the molecular plane tilted
only 32◦ from the surface normal, or 58◦ out of the surface plane. This tilt angle
is close to that in the analogue organometallic carbonyl cluster compound [103]
referred to in section 4.2 and also shown in Figure 4.2.

Armed with a series of lowest-energy structures obtained by DFT calculations
for the different C3H3 conformers, however, a new opportunity presented itself to
utilise the experimental PhD data. Specifically, one may ask if PhD simulations
based on any of the DFT-derived structures provide a good description of the
experimental data, and whether the conformer found to have the lowest energy
is the one that provides the best description of the PhD data. It is important
to consider however that, particularly for molecular adsorbates, experimentally
determined adsorption bond lengths, mainly obtained using the PhD technique,
can differ by up to ∼0.1 Å from the values obtained in DFT calculations (e.g. the
difference in theoretical and experimentally determined bondlengths for alanine
on Cu(110) [117]) and a bond length change of this magnitude can have a very
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significant effect on simulated PhD spectra. It is therefore essential to allow some
structural optimisation in the PhD simulations, aimed at improving the agree-
ment between experiment and simulations. A thorough re-analysis of this PhD
data was therefore carried out by David A. Duncan at the University of Warwick,
the details of which are described in [9]. The numerical results of these PhD sim-
ulations are summarised in Table 4.5 for DFT structures that correspond to the
lowest-energy solution for each of the conformers investigated. The table shows
the R-factor values obtained, and provides a comparison of the C-Pd nearest
neighbour bonding distances in the original DFT solution and a modified struc-
ture (optimised under constraints) found to give improved agreement with the
PhD data. The R-factor is defined such that a value of 0 corresponds to perfect
agreement, but for a complex structure, and weak PhD modulations, involving
multiple emitter atom geometries, such as the case under investigation here, it
sometimes proves difficult to achieve R-factor values less than ∼0.4 [118].

Bearing this in mind, it is noted that there are two of the C3H3 conformer
structures that yield potentially acceptable R-factor values, namely propargyl and
half-benzene. The C-CH-CH2 conformer, that corresponds to the lowest energy
structure in the DFT calculations, yields a significantly higher R-factor value of
0.52, strongly suggesting that this is not the structure that occurs in practice. In
assessing the compatibility of the DFT and PhD results, it is also important to
compare the C-Pd bond lengths, because the PhD optimisation conducted allows
these to change significantly from the DFT values, and large changes could mean
that the comparison is not of the same conformers. In this context it is noted that
PhD is insensitive to the location of the very weakly-scattering H atoms, so while
PhD identifies the preferred position of the C atoms, it does not distinguish C
atoms in C, CH, CH2, and CH3 species. In fact Table 4.5 indicates that the C-Pd
bond lengths of the DFT and PhD structures for each conformer are very similar.
Perhaps most notable is the C-Pd nearest-neighbour distance of the middle C
atom in the half-benzene conformer, with DFT and PhD values of 2.32 Å, and
2.13 Å, respectively. This results in rather different tilt angles of the C-C-C plane
relative to the surface normal, namely 32◦ and 41◦, respectively.

Note that the values of the R-factors for the re-optimised DFT C3H3 structures
listed in Table 4.5 are all significantly larger than the value of 0.23 found in
the original PhD analysis for the ‘lying-down’ half-benzene structures shown in
Figure 4.2. The results of the DFT calculations, however, indicate that these
structures do not correspond to stable molecule-surface bonding states, despite
having reasonable values of the C-C and C-Pd bond lengths. This highlights
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the fact that, particularly for a complex problem with multiple emitter sites,
such as in the present case, it is possible to find structural solutions that give a
good description of the PhD data, but do not correspond to physically reasonable
solutions. Nevertheless, through a series of calculations involving more reasonable
constraints, one plausible structural model was identified that did not correspond
to any of the DFT solutions. Consideration of the coordination of the three C
atoms to the surface Pd atoms led to the conclusion that this model could be
rationalised in terms of a C3H4 conformer. DFT calculations for such a species
confirmed this conclusion, and yielded a structure quite similar to the model first
identified though the PhD structure search. The results for this structure are
included in Table 4.5, together with the outcome of a similar procedure for the
lowest-energy configuration of the benzene molecule on Pd(111) obtained from
additional DFT calculations. Clearly, this C3H4 model does yield an R-factor
that is lower than any of the C3H3 conformers; whether it is reasonable to believe
that the hydrocarbon fragment resulting from the furan dissociation could be
C3H4, rather than C3H3, is discussed in section 4.5.6.

4.5.5 Discussion

The objective in undertaking this study (and the objective of the earlier PhD
study) was to try to identify the structure of the C3H3 species formed on the
Pd(111) surface as a result of the partial dissociation of furan. The original stud-
ies that characterised the associated surface chemistry led to the suggestion that
C3H3 may retain the CH-CH-CH half-benzene conformation that arises if one
simply removes O-CH from the furan ring. Figure 4.1 shows this simple idea
schematically, although it is noted that even this simple scheme requires three
bonds within the furan molecule to be broken (as illustrated by the dashed el-
lipses). Such a process is likely to involve transient intermediates, rather than a
single concerted action, but whatever the detailed pathway, the energy released as
a result of the fragmentation could allow rearrangement of the C3H3 fragments.
The fact that there is evidence for some (but probably only a small amount of)
benzene formation on the surface, in the temperature range ∼330-430 K [96],
does suggest that a stable half-benzene conformer may result from the disso-
ciation, because coupling of this conformer to produce benzene seems likely to
be more easily effected than for any of the alternative C3H3 conformers. On the
other hand, the DFT calculations show that there are significant energetic advan-
tages associated with the adsorbed species being in the C-CH-CH2 or CH-C-CH2
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(propargyl) conformations. Of course, these calculations provide no information
on the energy barriers associated with the required relocation of the H atoms,
although a shift of one H atom from the central C atom to one end seems less
challenging than a shift of a H atom from one end to the other. However, if the
H atom is transiently adsorbed on the surface, both mechanisms seem plausible.

The results of the new PhD simulations discussed in the previous section
provide rather strong evidence that the lowest-energy structure for a C3H3 species
adsorbed on Pd(111), as determined by the DFT calculations, namely C-CH-CH2,
is not present in significant amounts on the surface following dissociation. Much
the most likely reason for this is that, when the C3H3 fragment is created by the
partial dissociation of furan, there is too large an energy barrier for the fragment
to reconfigure to form this C-CH-CH2 conformer. Based on a combination of the
DFT energies, and R-factors found in the PhD simulations, the most likely surface
species is the propargyl conformer, although at least some fractional coverage of
the half-benzene configuration cannot be excluded.

4.5.6 Plausibility of other species

While this discussion has focussed on the possible conformations and bonding
sites of a surface C3H3 species, there are two alternative surface species that
may be considered, namely C3H4 and benzene. Removing CO from furan leaves
3 C atoms and 4 H atoms, so from the point of view of stoichiometry a C3H4

species is clearly reasonable. The local structure of the C3H4 species found in
the DFT calculations evidently leads to a particularly favourable set of PhD
modulation spectra, and the adsorption energy is only slightly larger than that of
the propargyl C3H3 species coadsorbed with atomic H. The alternative possibility
of benzene on the surface due to coupling of two C3H3 species is, on the basis
of the equilibrium total energy alone, strongly favoured. On the other hand, the
energy barrier to its formation by C3H3 coupling is not known, and the quality of
agreement of the PhD simulations for this structure with the experimental data
is rather marginal.

Key data relevant to the plausibility of the hydrocarbon intermediate in furan
dissociation being C3H4, rather than C3H3, are the previously-published thermal
desorption spectra. Molecular hydrogen is desorbed from the surface in a TPD
experiment at a peak temperature of 350-360 K, so above this temperature it
is clear that the average stoichiometry of the residual C3Hx fragment after CO
extraction from furan must have a value of x < 4. This does not exclude the
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possibility that some partial coverage of C3H4 is present on the surface even
above this temperature range, but if only a single hydrocarbon fragment remains
it must have x ≤ 3. The PhD experiments were performed on samples that
had been heated to 340 K, but as the time at, or close to, this temperature
would have been several minutes, one may expect that essentially all the available
hydrogen would be desorbed. Some error in the exact sample temperature cannot
be excluded, so it is possible that the PhD data were taken under conditions
that did not lead to hydrogen desorption. However, the fact the that hydrogen
desorption temperature is the same as, or very close to, that seen for hydrogen
desorption from a Pd(111) surface that has only adsorbed atomic hydrogen, has
been taken to imply that the rate limiting step in hydrogen desorption following
furan decomposition is associative desorption of adsorbed atomic hydrogen, and
not molecular dissociation. If this is the case, the initial furan dissociation at
the lower temperature of ∼230-270 K (as seen in spectroscopic data) must lead
to coadsorption of atomic H and a C3Hx fragment with a value of x < 4. On
the other hand, if the close similarity of the H2 desorption temperature of the
hydrogen-dosed and furan-dosed samples is regarded as coincidence, it is then
possible that its origin in the case of furan decomposition is loss of hydrogen
from a C3H4 species to C3Hx with x ≤ 3. However, in view of the need for both
a fortuitous coincidence in these temperatures, and a significant mis-calibration
of the thermocouple in the PhD study, it seems rather unlikely that the surface
species studied was C3H4.

Rather different arguments lead to the conclusion that it also unlikely that
the surface species investigated in the PhD study was benzene. The one piece of
evidence that surface benzene may result from furan decomposition on Pd(111) is
the LITD experiments, which showed small amounts of benzene desorption from
the surface during heating in the temperature range ∼330-430 K. The desorbed
yield of benzene in these experiments was very low, suggesting that surface ben-
zene that is formed in this temperature range is a minority species, although the
report of this work does suggest that the LITD cross-section for benzene desorp-
tion may be low. It is notable, though, that ultra-violet photoemission spectra
recorded in this temperature range [94] do not show peaks at the characteristic
energies of the molecular orbitals of adsorbed benzene (e.g. ref. [119]). Also ab-
sent in this temperature range are the γCH vibrational bands of the benzene ring
in HREELS around 800 cm-1 [94], that are dominant in spectra recorded from
benzene adsorbed on Pd(111) [120]. This seems to be a clear basis for excluding
adsorbed benzene as a major surface species in the PhD experiments.

63



4.6 Conclusions
In summary, the results of the DFT calculations presented in section 4.4 show a
rather clear picture of the local bonding and geometry of furan on Pd(111). The
preference for hollow-site occupation is consistent with the results of the earlier
theoretical calculations of Loui, but the identification of two slightly different
hollow and off-hollow geometries that differ in terms of which pair of adjacent C
atoms bond to a single Pd surface atom is new. The almost identical adsorption
energy of these two structures is slightly surprising, but the nature of the bonding
is so similar that one would certainly expect their energetic difference to be small.
These minimum energy structures resolve the ambiguity of the experimental PhD
investigation regarding the structure, and are clearly consistent with the key
findings of these experiments.

For the C3H3 decomposition product of furan on Pd(111) the situation is
less clear. On the basis of the DFT energies and the PhD R-factors, the most
probable structural outcome of this reaction is coadsorbed CO (in hollow sites, as
previously established by PhD [102]) atomic H (also found by the present DFT
calculations to occupy hollow sites) and C3H3 in the propargyl conformation,
straddling a bridging site as shown in Figure 4.7. On the same basis, the next
most probable form of C3H3 is the half-benzene conformer, with the two end
C atoms in local bridging sites (Figure 4.7) with the molecular plane tilted by
∼35◦ from the surface normal. The fact that this conformer leads to significantly
poorer agreement between theory and experiment for the PhD data, as well as
being energetically disfavoured by ∼180 meV per molecule, does suggest that this
is not the sole or dominant conformer on the surface, but partial co-occupation
of this species could help to account for the partial production of surface benzene
indicated by the LITD data.

Further experiments and theoretical studies could provide a more complete
resolution of this problem. Experimentally, new higher-resolution vibrational
spectroscopy could provide a clearer spectroscopic fingerprint of the adsorbed
species, though the clearest such information would come from single-molecule
vibrational spectroscopy using an STM tip [121]. Theoretically, a better un-
derstanding could be achieved through calculations of the pathways and energy
barriers to the formation of the different C3H3 conformers on the Pd(111) surface
following furan decomposition.
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Chapter 5

Long-range ordered adsorbate
structures on Cu(110)

Presented in this chapter are the results of two DFT studies of overlayers formed
by organic molecules on Cu(110), namely methoxy and cytosine. In both cases
the theoretical calculations have been conducted to complement the analysis of
experimental data from PhD.

5.1 (5x2) methoxy reconstruction

5.1.1 Introduction

A key objective of many modern surface-science studies of well-characterised sur-
faces in ultra-high vacuum has been to gain an understanding of the fundamental
processes in heterogeneous catalysis. In this regard, one of the most-studied
systems is the oxidation of methanol to formaldehyde over Cu(110). Initial (and
later) characterisation of the reaction was performed by temperature-programmed
reaction spectroscopy [122–126] and direct measurements of the reaction turnover
[127], while a range of electronic [123, 127–129], and vibrational spectroscopies
[128–130] provided direct identification of the surface reaction intermediates. A
general consensus in this work is that the key molecular surface intermediate
in this reaction is the deprotonated methanol or methoxy species (CH3O-), the
deprotonation being effected by surface oxygen, while further reaction produces
formaldehyde (CH2O) and hydrogen. The generally accepted scheme is:
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CH3OH(a) + O(a) → CH3O(a) + OH(a)
CH3OH(a) + OH(a) → CH3O(a) + H2O(g)

CH3O(a) → CH2O(g) + H(a)
2H(a) → H2(g)

The alternative combustion reaction (producing CO2 and H2O) occurs via the
formate (HCOO) surface intermediate which can be created from interaction of
the methoxy species with excess surface oxygen.

A series of STM investigations have cast light on the local character of the
interaction of methanol with adsorbed O atoms in the O-Cu-O added rows associ-
ated with the initial local (2×1)-O ‘added row’ structure on this surface, despite
some controversies in image interpretation [131–140]. Notice that the reaction
scheme outlined above implies that each O atom on the surface can, through
exposure to methanol, lead to two surface methoxy species. An XPS study of
the surface reaction at room temperature, however, led to the conclusion that
although this stoichiometry is observed on Cu(111), on the (110) surface the
stoichiometry is only 1:1, rather than 2:1 [129]. Specifically, although the O 1s
emission peak observed from the surface shifts in energy with increasing methanol
exposure (the atomic oxygen being consumed and surface methoxy species being
created), the area of this peak remained unchanged. It was suggested that this
may be due to loss of half of the surface methoxy as it is created, perhaps through
formaldehyde desorption, despite the temperature being lower than that at which
the steady-state catalytic reaction can proceed.

5.1.2 Previous structural work

Somewhat surprisingly, in view of the many experimental investigations of this
system, together with a number of theoretical studies seeking to elucidate the
detailed reaction mechanism [141–143], there had been no experimental determi-
nation of the adsorption site of the important methoxy species on Cu(110) prior
to this work. The only previous attempt to obtain some quantitative structural
information was an early investigation of the tilt of the intramolecular O-C axis
using high-energy forward-scattering XPD [144, 145]. This led to results indicat-
ing two distinct species, one tilted by 18 ± 3◦ in the [11̄0] azimuth, the other
tilted by 40 ± 5◦ in the [001] azimuth. This was suggested to imply that two dis-
tinct adsorption sites are co-occupied, possibly with low symmetry (specifically
off-long-bridge and three-fold-coordinated hollows - see Figure 5.1) to account
for the two tilt angles. In addition, some important experimental structural
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information comes from a STM study, complemented by recording qualitative
LEED patterns; both techniques identified a (5×2) ordered structural phase of
methoxy, while the LEED pattern showed systematic beam absences character-
istic of pg or pmg space groups [131]. A later STM study presented line-scan
data that led to the conclusion that no mirror symmetry was present, and thus
the space group could only be pg [137]. Additional evidence comes from STM
results [132] which indicate that most of the adatoms are incorporated into the
(5×2)pg structure from the original (2×1)-O surface reconstruction; Cu adatoms
do not diffuse to surface steps. Based on the XPD results, and the identification
of the surface periodicity and space group, together with an estimation of the
number of Cu adatoms incorporated into the structure from the original (2×1)-O
surface reconstruction, a number of structural models of the ordered phase were
proposed [132]; each of these included co-occupation of several different local
methoxy adsorption sites. These complex models of the (5×2) structure have
also been investigated using DFT calculations [142], leading to the identification
of a lowest-energy structure with methoxy species occupying long-bridge sites and
two different lower-symmetry sites.

In contrast to the implication of these experimental studies that the structure
of methoxy on Cu(110) is complex, with co-occupation of multiple sites, a num-
ber of theoretical (DFT) studies [141–143], aimed at understanding the surface
reaction mechanisms, conclude that the reaction involves only methoxy species
adsorbed at short bridge sites on an unreconstructed surface. While several such
studies all identify this adsorption geometry as the energetically-favoured one,
such calculations generally fail to consider the possible role of Cu adatoms present
in the (2 ×1)-O surface with which the methanol reacts.

Complementing the present work, a PhD investigation of the local methoxy
site has been conducted by Dagmar Kreikemeyer Lorenzo at the Fritz-Haber-
Institut der Max-Planck-Gesellschaft, Berlin [11]. Five locally-symmetric adsorp-
tion sites on an unreconstructed Cu(110) surface were trialled against the data,
namely short bridge, long bridge (midway between nearest-neighbour Cu atoms
in the [001] azimuth), atop, the most-symmetric (so-called ‘4-fold’) hollow (atop a
second layer Cu atom) and the 3-fold coordinated hollow in the side of the atomic
‘troughs’ (see Figure 5.1). In PhD investigations, the quality of the fit of a model
to experimental data is typically provided by an R-factor (R) which is defined
such that R = 0 is perfect agreement and R = 1 implies no correlation. After
allowing both the O atom and outermost layer Cu atoms to relax perpendicularly
to the surface, it was concluded that the short bridge site gave much the best
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Figure 5.1: Plan view of a Cu(110) surface showing the two principal azimuths
and the location of the principal adsorption sites. Four Cu adatoms are shown in
a different (yellow) shading for clarity. Note that the ‘4-fold hollow’ is a very open
site such that it would only involve 4-fold coordination for an adsorbate with a
large Cu-adsorbate bondlength. Adsorbates with shorter adsorption bondlengths
in this site would actually be singly-coordinated to the second-layer Cu atom
below.

fit to the data with R = 0.24. A further conclusion of this study was that the
3-fold hollow site, which has been favoured in some earlier discussion of possible
adsorption geometries for this adsorption system, cannot be the single occupied
site and is most unlikely to have significant fractional occupation in any possible
multi-site solution. It was discovered, however, that an improved fit (R = 0.15)
could be found for a model based on co-occupation of two slightly different short-
bridge sites, on and beside an extended Cu adatom row, with slightly different
heights of the O atoms above the short-bridging Cu atoms of 1.47 Å and 1.49 Å,
respectively, albeit with an unreasonably short Cu-O distance.
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5.1.3 Computational details and clean surface reconstruc-
tions

In order to gain a better understanding of the structure of methoxy on Cu(110)
the information acquired using the PhD technique has been complemented by the
new DFT calculations reported here. The RPBE exchange-correlation functional
[73] was used throughout, with ultrasoft pseudopotentials (see section 3.2.4). Ini-
tial calculations of the different local adsorption sites used five-layer slabs to
represent the Cu(110) substrate, with the positions of Cu atoms in the top three
substrate layers, as well as in any Cu adatom layers, being allowed to relax.
In later refinements of the optimum structures the calculations used seven-layer
slabs to represent the substrate, with the outermost five layers allowed to re-
lax. However, these calculations using the larger supercell led to molecular and
atomic adsorption energies that were almost identical; for consistency therefore
the discussion in the text considers the values obtained from the five-layer slab
calculations only, but a comparison of the values from the two sets of calculations
is provided in tabular form. All other computational parameters were determined
according to considerations of chapter 3.

The initial tests focussed on establishing the relative adsorption energies in
different single adsorption sites in the absence of any significant intermolecular
interactions; for this purpose a (2×2) unit mesh, containing one methoxy species
(thus corresponding to a coverage of 0.25 ML), was used. For an unreconstructed
surface the five-layer supercell in these calculations contained a total of 25 atoms
(20 Cu, 1 O, 1 C, 3 H). Calculations were also performed on (2×2) models in-
cluding 2 Cu adatoms (0.5 ML coverage), either as [001] or [11̄0] added rows, or
in a c(2×2) ‘chequer-board’ arrangement (occupying alternate bulk-continuation
sites); in each case this increased the number of atoms per supercell to 27. (In
the seven-layer slabs the supercells without, and with, Cu adatoms contained
33 and 35 atoms, respectively). The same (2×2) supercell was also used to
explore the effect of a higher (0.5 ML) adsorbate coverage by incorporating two
adsorbed methoxy radicals onto an unreconstructed surface. All calculations were
performed without symmetry constraints, allowing the O-C axis of the methoxy
species to tilt relative to the surface normal, with different azimuthal orientations
of the methyl species (and thus of the C-H bonds) being explored to identify the
lowest energy structures.

In order to compare the relative energies of structures with and without
adatom reconstructions, it is necessary to take account of the different number of
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Cu atoms within the supercell for reconstructed and non-reconstructed surfaces.
For this purpose, in preference to reporting surface energies (equation 3.37), a
second adsorption energy, Ea′ is introduced which can more easily be compared
to Ea (equation 3.35). As an example, one may consider the case of adsorption in
a (2×2) supercell containing a single added row of Cu atoms (i.e. 2 Cu adatoms).
In this case, Ea′ = Ea + E(Cu(110)non-recon) - (E(Cu(110) + added row) -
2Eb(Cu)) where the choice of Cu adatom reservoir is bulk crystalline Cu. This
takes account of the fact that, in general, the energy associated with an adatom
is greater than the energy associated with the same atom in the bulk, so Ea

′ is
expected to be smaller than Ea. Of course, there is little chemical significance in
an absolute adsorption energy defined relative to a gas-phase methoxy radical,
but the relative values do provide an appropriate basis for comparing the relative
stability of the different possible adsorption structures.

For the clean (2×2) surface calculations, the magnitude of the corrections
associated with the Cu adatom structures proves quite revealing. For the [11̄0]
added-row model, the energy cost is only 100 meV per (2×2) unit mesh (and
thus 50 meV per Cu adatom). By contrast, for the [001] added-row model this
energy cost is 600 meV per (2×2) unit mesh, while for the c(2×2) chequer board
adatom model the equivalent value is 710 meV. The implication that the energies
of an unreconstructed Cu(110) surface, and of a (1×2) added row reconstruction
of this surface, are closely similar, is not unreasonable; such a reconstruction
does occur on some clean fcc metal (110) surfaces (including Au(110) [146]), and
indeed Cu(110) itself does reconstruct in this way in the presence of adsorbed
alkali metals (e.g. [147]). One other conclusion that might be drawn from this
result is that adatom structures that involve atoms in local [11̄0] rows are likely
to be energetically favoured over those involving different arrangements of the
adatoms.

5.1.4 Single-site calculations

Table 5.1 shows the adsorption energy per methoxy species for adsorbed methoxy
in a range of geometry-optimised adsorption sites, and also lists the O-Cu nearest-
neighbour bondlengths and interlayer spacings. On the unreconstructed surface
the short-bridge site is clearly energetically favoured at coverages of both 0.25 ML
and 0.50 ML, with slightly stronger bonding (by 50 meV per methoxy species) at
the higher coverage. The favoured geometry at both coverages has the O-C bond
tilted by ∼35◦ in the [001] azimuth. The energetic preference for the short-bridge
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site on the unreconstructed surface, the small advantage at the higher coverage,
and the tilt angle, are all consistent with the results of previous DFT studies of
this system [141–143].

Of the other adsorption sites on the unreconstructed surface, it is notable
that the long-bridge site is not only less favourable by almost 0.5 eV, but also
that the optimal geometry places the O atom 1.22 Å above the outermost layer.
By contrast, the long-bridge site that gave a modest fit to the PhD data [11]
corresponded to a much smaller spacing (0.2 Å) above the outermost layer; this
structure can evidently be discounted on energetic grounds, consistent with the
earlier assertion that this leads to a Cu-O distance that is unreasonably short.
Indeed, the only way one might have rationalised this low-lying long-bridge geom-
etry would be to assume that the near-neighbour long-bridge atoms move further
apart with the insertion of the methoxy O atom. However, the DFT calculations
reveal that for adsorption in the long-bridge site, these nearest-neighbour Cu
atoms actually move closer together, causing the methoxy to move higher above
the surface for any specific value of the Cu-O bondlength.

On the chequer-board and [001]-added row adatom-reconstructed surfaces,
the adsorption energies in all sites, even before taking account of the relative
large energy cost of these reconstructions, are very substantially smaller than
that of the short-bridge site on the unreconstructed surface. The particularly
weak adsorption energies found on the chequer-board reconstruction reinforces the
idea that structural models involving isolated adatoms are strongly disfavoured.
Occupation of the short-bridge site on added [11̄0] rows, by contrast, is very
favourable. The adsorption energy of the methoxy species on such a surface is
actually 80 meV higher (i.e. more strongly bonded) than on the unreconstructed
surface, even after taking account of the energy cost of the reconstruction. This
is thus the lowest energy structure of all the models explored and reported in
Table 5.1.

Evidently the main conclusion of these calculations is that methoxy adsorption
at short-bridge sites is strongly favoured, both on the unreconstructed surface,
and on the [11̄0] adatom rows of a (1×2) added-row structure (see Figure 5.2).
This result is entirely consistent with the primary conclusion of the experimental
PhD study [11].
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Figure 5.2: The two lowest-energy optimised (2×2) 0.25 ML structures of
methoxy on Cu(110) obtained in the DFT calculations. The upper schematic
diagram shows methoxy in the short bridge sites on an unreconstructed surface,
whereas in the lower diagram adsorption is in similar sites on [11̄0]-added-rows
of Cu adatoms.

5.1.5 The Cu(110) (5×2)pg-methoxy structure

So far, the possibility of coadsorption of two different sites, as suggested in several
previous experimental studies, has not been addressed, nor the related issue of
the structure of the ordered (5×2) phase that has been reported in LEED and
STM experiments [132]. Notice that although the long-range order of the surface
investigated experimentally by PhD [11] was not known, it is known that methoxy
can form this ordered (5×2) phase on Cu(110), and even if the surface was not
well-ordered, the main local structural ingredients were likely to be closely similar
to those of the ordered phase.

5.1.5.1 Long range structural information

The reported LEED pattern of the (5×2) phase showed certain diffracted beams
to be missing at normal incidence [131], characteristic of the presence of glide
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Figure 5.3: Plan view of the structure of the Cu(110) (5×2)-methoxy adsorption
structure proposed on the basis of earlier DFT calculations [142]. The white
rectangle shows the (5×2) unit mesh. The Cu adatoms and substrate in this
structure, but not all atoms in the methoxy adsorbates, show the glide symmetry
of the pg space group; the white dashed lines show the locations of these glide
symmetry lines.

symmetry lines in the [001] direction [148]; this implies that the space group of
this ordered phase is either pg or 2 mg, and a later STM study narrowed this down
to pg [137]. One further important result obtained from STM [131] is that islands
of (2×1)-O, surrounded by the ordered (5×2)-methoxy phase, could be eroded
and converted into the (5×2)-methoxy phase by further exposure to methanol,
without the creation of large defect regions or of adatom islands. This strongly
suggests that most or all of the 0.5 ML of Cu adatoms in the (2×1)-O phase are
retained in the (5×2)-methoxy structure. Indeed, through the use of experiments
to monitor by STM step movements resulting from desorption or dissociation of
methoxy from the surface, Leibsle et al. [132] estimated the Cu adatom coverage
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in the (5×2)-methoxy phase to be not less than 0.4 ML. A coverage of 0.5 ML of
adatoms would imply 5 such Cu atoms per (5×2) unit mesh, but an odd number
is incompatible with the glide symmetry. As a result, Leibsle et al. [132] proposed
several possible structures that incorporated either 6 or 4 Cu adatoms in each
unit mesh. All these models assume 4 methoxy species per unit mesh (symmetry
similarly dictates that there must be an even number). More recently, Sakong and
Gross [142] have investigated these proposed structures, involving several different
local methoxy adsorption sites, using DFT calculations; they concluded that the
lowest-energy structure is that shown in Figure 5.3. This is a slight modification
of one of the structures originally proposed by Leibsle et al. in which the methoxy
species occupy long-bridge sites on pairs of adatoms, and three-fold hollow sites
in which bonding is to both one Cu adatom and two Cu atoms in the underlying
surface. The DFT-optimised structure shown in Figure 5.3 differs from this initial
proposal in that half of the methoxy species that originally occupied 3-fold hollow
sites have moved to two-fold coordinated edge-bridge sites. Notice that the shift
of some molecules from the 3-fold hollow to edge bridge sites formally breaks the
glide-line symmetry, as does the tilting of some of the molecules. However, it is
certainly possible that the associated LEED pattern would still show very weak
intensities in the otherwise symmetry-forbidden diffracted beams, because the
arrangement of the more strongly-scattering Cu adatoms does retain the required
symmetry. Sakong and Gross reported that the average adsorption energy per
methoxy species in this structure was only 40 meV lower than in the short-bridge
site on a non-reconstructed Cu(110) surface.

5.1.5.2 DFT results

A PhD simulation based on the (5×2) structure proposed by Sakong and Gross
[142] failed to achieve a R-factor value lower than 0.97 [11], even after searching
for minor changes to minimise this value. Nevertheless, as a starting point to
the DFT investigation of the (5×2) phase, a geometric optimisation of this struc-
ture was conducted. Figure 5.3 shows the exact geometry obtained from these
calculations. The average adsorption energy per methoxy species calculated for
this structure, including the energy cost of the Cu adatom structure, is 1.69 eV
(see also Table 5.2), a value that is 0.39 eV smaller than for methoxy adsorbed in
short-bridge sites on the non-reconstructed Cu(110) surface. This contrasts with
an energy difference quoted by Sakong and Gross for the same two structures
of only 40 meV. It seems likely, however, that these authors did not include the
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Table 5.2: Comparison of the results for the optimised structures found in DFT
calculations for different adsorption sites and reconstruction models of methoxy
adsorbed on Cu(110) in the (2×2) and (5×2) unit meshes using both five-layer
and seven-layer slabs to represent the substrate. Ea and Ea′ are as defined in
section 5.1.3 and in the caption to Table 5.1.

5-layer substrate slab 7-layer substrate slab
Model Ea (eV) Ea′ (eV) Ea (eV) Ea′ (eV)

Short bridge (0.25 ML - (2×2)) 2.08 2.08 2.11 2.11
Short bridge (0.50 ML - c(2×2)) 2.13 2.13 2.15 2.15
[11̄0] added-row short bridge 2.26 2.16 2.25 2.16
(5×2) - mixed sites 2.02 1.69 2.02 1.69
(5×2) - new model (Figure 5.4a) 2.15 1.98 2.16 1.99

energy cost of the Cu adatom structure; without this correction, the average ad-
sorption energy in the present calculations is 2.02 eV, a value that is only 60 meV
per methoxy species less than that of the unreconstructed short-bridge geometry.
Nevertheless, the key conclusion is that the energy cost of the Cu adatom distri-
bution in this structure is such that this (5×2) structure is clearly energetically
unfavourable.

In view of both the incompatibility of this model of the (5×2) phase with
the experimental PhD results [11], and the energetic considerations, alternative
models have been explored that are based on occupation of short-bridge sites only,
but involve half of the methoxy species occupying sites above sections of [11̄0]
adatoms rows. As in the originally-proposed models of Leibsle et al., a coverage
of 4 methoxy species per unit mesh has been assumed, and either 4 or 6 Cu
adatoms. The geometrically-optimised versions of the two proposed structures of
this type that have been considered are shown in Figure 5.4. Both structures are
fully consistent with the pg space group, and are energetically very significantly
more favourable than the structure of Figure 5.3. For the model incorporating 4
Cu adatoms per unit mesh (see Figure 5.4(a)), the average adsorption energy of
the methoxy species on the reconstructed surface is 2.15 eV, a value that falls to
1.98 eV after taking account of the energy cost of the Cu adatom distribution.
For the model incorporating 6 Cu adatoms per unit mesh (see Figure 5.4(b)),
the reconstruction-adjusted average adsorption energy, Ea′, is 110 meV lower; the
focus of the remainder of the discussion is therefore on the former model.
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Figure 5.4: Plan view of the two mixed-short-bridge models of the Cu(110) (5×2)-
methoxy adsorption structure proposed here on the basis of the new DFT calcu-
lations. The white rectangle shows the (5×2) unit mesh. The dashed white lines
show the glide symmetry lines of the pg space group.
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5.1.6 Compatibility with experimental data

The results presented demonstrate a clear consistency of the main findings of
the PhD and DFT investigations in that both sets of results clearly favour oc-
cupation of the methoxy species only in local short-bridge sites. Moreover, a
specific energetically-favoured adatom model has been proposed of the ordered
(5×2) phase based on substrate and adatom short-bridge sites, which has the pg
space group consistent with previously-reported LEED beam extinctions. One
may therefore ask if this proposed structure is consistent with the recent PhD
investigation as well as the previously-published experimental results that pro-
vide explicit structural information, namely from X-ray photoelectron diffraction
(XPD) and STM.

5.1.6.1 STM images

Figure 5.5 shows a comparison of a simulated STM image of the (5×2) phase,
obtained from the preferred DFT structure and based on the Tersoff-Hamann de-
scription of STM (see section 3.3.5), with an experimentally-obtained image [149].
Clearly the simulation reproduces the key features of the experimental images,
notably the ‘zig-zag’ row of bright protrusions (arising from the methoxy species
on the Cu adatoms) and the intervening zig-zag row of weaker protrusions. An-
other piece of information that can sometimes be extracted from STM images is
the registry of the imaged adsorbate-related protrusions with the underlying sub-
strate. This is possible if STM images can be obtained that contain both regions
of the unknown structure and other regions of a known structure and imaging
properties (ideally, regions of clean surface). In the case of the STM studies of
methoxy on Cu(110), many of the images obtained show coexisting regions of the
(2×1)-O phase, a rather well-known structure, although it is known that different
tip conditions can lead to the protrusions seen in STM corresponding either to
the adsorbed O atoms or to the intermediate Cu atoms in the [001] Cu-O-Cu-O
added rows. However, there is evidence [132] that in the published images the
tip condition is such as to favour imaging of the Cu adatoms in these rows.

Figure 5.6 shows a larger-area schematic of the short-bridge adatom (5×2)
structure derived from the current DFT calculations (see Figure 5.4(a)), one area
of which shows the (2×1)-O added-row structure instead of the (5×2)-methoxy
phase. Lines superimposed on the image in both the [11̄0] and [001] directions pass
through the centres of the methyl groups of the methoxy species that correspond
to the protrusions in the simulated STM image of Figure 5.5. In the [001] direction
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Figure 5.5: Comparison of a simulated STM image (left), taken at 8 Å from the
surface, of the Cu(110) (5×2) methoxy surface obtained from the DFT calcula-
tions based on the model of Figure 5.4(a), with an experimental image (right -
courtesy, M. Bowker). The experimental image was recorded at approximately
room temperature, using a bias of 3.0 V and constant current of 1.0 nA, subse-
quent to dosing 10 L methanol on a surface pre-dosed with 5 L O. The rectangle
superimposed on the simulated image shows a single (5×2) unit mesh.

the methoxy species bonded to the underlying surface bridge site are aligned
along Cu-O-added rows of the (2×1)-O phase, while the methoxy species bonded
to Cu adatoms form two lines that straddle the intermediate Cu-O-added row.
In the [11̄0] direction, all the methoxy methyl radicals form lines that lie half-
way between the Cu and O atoms of the Cu-O-added rows. Figure 5.7 shows a
corresponding STM image [131], again with superimposed lines passing through
the protrusions of the (5×2)-methoxy region that surrounds a (2×1)-O island.
In the centre of the image where most of the width is taken up by the (2×1)-O
island the horizontal ([001]) lines are drawn through the ordered (5×2) region
on the extreme right of the image, and not through the irregular protrusions in
the faulted region closest to the ordered (2×1) region. In the [001] direction the
alignment of the protrusions in the two regions is clearly exactly as predicted by
the model. In the [11̄0] direction, what is certain is that the lines of methoxy-
related protrusions do not pass through the protrusions of the (2×1)-O islands
that correspond to the positions of the Cu adatoms. A more precise statement of
their location is more difficult. Some of the lines seem to lie very close to exactly
midway between these Cu adatom (2×1)-O protrusions, and thus would appear to
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Figure 5.6: Schematic diagram showing a large-area plan view of the energetically
preferred double-short-bridge site model of the (5×2)-methoxy structure (as in
Figure 5.4(a)) coexisting with the (2×1)-O added-row structure. The blue and
green rectangles show the unit meshes of these two phases. The superimposed
black lines are centred on the methyl groups of the adsorbed methoxy species and
show the relative registry to the Cu adatoms of the (2×1)-O phase.
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Figure 5.7: STM image showing coexisting (2×1)-O and (5×2)-methoxy regions
on a Cu(110) surface (reprinted with permission from Figure 2c of ref [131];
copyright (1994) by the American Physical Society). The image was recorded at
approximately room temperature, using a bias of 1.0 V and constant current of
1.0 nA, subsequent to dosing 10 L methanol on a surface pre-dosed with 5 L O.
The superimposed red lines are centred on the protrusions on the methoxy phase
and show the relative registry of these features to the protrusions of the (2×1)-O
phase.

pass through the O atoms in the Cu-O-added rows. On the other hand, other lines
appear to be closer to these (2×1) protrusions, thus corresponding to a location
midway between the (imaged) Cu atoms and (non-imaged) O atoms, as predicted
by the model of Figure 5.6. In truth, the resolution and signal-to-noise ratio of
the experimental image is really not sufficient to distinguish these two alternative
alignments in a completely reliable fashion. It is, perhaps, also important to
recognise that there are limits to the precision with which such alignments of
different features in STM images can be related to the true lateral positions of the
underlying atoms and molecules, in part due to the intrinsically electronic (rather
than atomic) nature of the technique (e.g. [150, 151]), in part due to experimental
artifacts such as the influence of scan direction and instrumental time constants.
Nevertheless, one may conclude that the structure proposed here of the (5×2)-
methoxy phase is consistent with the appearance of the high-resolution STM
images of this phase. It is also consistent with the relative registry of the methoxy
and C-O-added rows in the [001] direction, but in the [11̄0] direction it is only
possible to conclude that the model may be consistent with the experimental
data.
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5.1.6.2 Further PhD and XPD analysis

As a further test of this DFT model of the (5×2) phase, additional PhD simu-
lations were performed for this structure by Dagmar Kreikemeyer Lorenzo [11],
and these were compared with the experimental data. It was found that, with a
little structural modification, a slightly better fit (R = 0.14) than that found for
the two site model cited in section 5.1.2 could be found which, in contrast to this
earlier two site model, does not contain any unreasonably short bondlengths.

Comparison of the optimised structural parameter values for the DFT and
PhD optimisations reveals some minor differences. Most notably, the Cu-O
bondlengths for the methoxy species in the adatom and substrate sites are both
1.98 Å in the DFT results, but have values of 1.98 ± 0.03 Å and 1.90 ± 0.03
Å, respectively in the PhD simulations. Less significantly, the optimum O-C
tilt angles are 36-37◦ in the DFT calculations, while the PhD simulations also
favour similar tilt angles (33 ± 14◦), although in this case the precision is poor
because of the very weak sensitivity of the PhD spectra to the location of the C
atoms. Nevertheless, the main conclusion is that the proposed (5×2) structure
does indeed provide significantly improved agreement with the PhD data relative
to a model based on occupation of only short-bridge sites on an unreconstructed
Cu(110) surface.

The originally suggested interpretation of the experimental XPD results for
the Cu(110)/methoxy system [144, 145], in which XPD peaks were observed at
both ∼40◦ in the [001] azimuth and ∼18◦ in the [11̄0] azimuth, was that there
were two different O-C bond orientations, and therefore two distinctly different
adsorption sites. However, a recent re-evaluation of these results [11] has revealed
that a simpler explanation, based on a single species tilted by ∼35◦ in the [11̄0]
azimuth, could also account for the observed results.

5.1.7 Discussion

While the lowest-energy structure identified in this study (see Figure 5.4a) for the
ordered (5×2)-CH3O phase is energetically preferred over the previously identi-
fied low energy structure (see Figure 5.3) by 280 meV per methoxy species, it is
not the lowest energy structure. On an unreconstructed surface a simple c(2×2)
arrangement of methoxy species in short-bridge sites is lower in energy than this
(5×2) phase by 150 meV per molecule, and one must conclude that the (5×2)
structure is thus not the true equilibrium phase, but is a metastable structure,
with transformation to the unreconstructed c(2×2) structure kinetically limited
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by the problem of redistributing the Cu adatoms released in the reaction that
creates the methoxy adsorbates. In this regard it is notable that some published
STM images [131, 132, 140] show coexistent (5×2) and c(2×2) regions, and also
(n×2) regions with n > 5; in these latter regions, the images show c(2×2) order-
ing between the bright zig-zag rows that one may attribute to methoxy species
in adatom short-bridge sites. The DFT calculations also show, however, that ex-
clusive occupation of short-bridge sites on continuous [11̄0] adatoms rows is also
highly favourable; indeed, the energy of this structure is calculated to be slightly
lower than that of the c(2×2) non-reconstructed structure (values of 30 meV and
10 meV per molecule are given by the 5-layer and 7-layer slab calculations, re-
spectively (Table 5.2)) albeit at a lower coverage of methoxy species of 0.25 ML.
One might then ask why this structure, that incorporates 0.5 ML of Cu adatoms,
is not the one that is seen experimentally. One possible reason is the well-known
anisotropy of surface diffusion on fcc (110) surfaces (e.g. Rh(110) [152], Ni(110)
[153] and Cu(110) [154]). As may be seen from Figure 5.6, rearranging the Cu
adatoms of the (2×1)-O phase into a (1×2) structure to produce alternate [11̄0]
rows requires half these atoms to diffuse in the ‘difficult’ [001] direction. By con-
trast, rearranging these atoms into zig-zag pairs along [11̄0] only requires single
jumps along the ‘easy’ direction. As such, the transition from (2×1)-O to (1×2)-
CH3O may well be even more strongly kinetically hindered than the transition
to the (5×2)-CH3O structure of Figure 5.4a.

5.2 Cytosine adsorption structure

5.2.1 Introduction

As part of the general trend in surface science to tackle problems of increasing
complexity and potential utility, there have been an increasing number of inves-
tigations of the adsorption of biologically related molecules. While some limited
characterization of the adsorption of large-scale biological molecules such as DNA
and proteins is possible, notably using scanning probe microscopy, these adsorp-
tion systems are far too complex to understand at an atomic scale. For this
reason most of the focus in surface science has been on the adsorption of smaller
component species, such as simple amino acids and the nucleobases. While sim-
ple on the biological scale, even these component molecules provide a significant
challenge for surface science and particularly for quantitative structural investi-
gations. As a result there have been very few structural determinations of these
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molecular species at surfaces, but using PhD (see section 2.2), it has been possi-
ble to obtain quite detailed quantitative information on the adsorption geometry
of the simplest amino acids, glycine (NH2CH2COOH) [155, 156] and alanine
(NH2CH3CHCOOH) [117], and of the nucleobases, thymine (C5H6N2O2) [157]
and, more recently, cytosine (C4H5N3O - see Figure 5.8), on Cu(110) [12].

Figure 5.8: Molecular structure of cytosine showing the labelling convention for
the different constituent atoms.

PhD is however a local structural probe only and, as such, it is incapable of
providing information regarding the long-range ordering. DFT calculations do
provide a means to explore this aspect of the structure though, and such calcu-
lations have provided possible structural models for the pseudo-(3×2) overlayer
formed by alanine on Cu(110) [158]. Similarly useful information was also ob-
tained for the (3×2) structure formed by glycine on the same surface using DFT
[159], in this case determining that heterochiral domains of the molecule are sig-
nificantly more stable than the alternative possibility, homochiral domains. In
the remainder of this chapter the results of a DFT investigation are presented in
which the ambitious task of exploring the role of intermolecular interaction in the
significantly larger, (6×6), overlayer formed by cytosine on Cu(110) was under-
taken. The calculations provide support for the local adsorption structure (see
Figure 5.9), determined by PhD and assist the rejection of an alternative model
found in the PhD study. Furthermore, based on a combination of the previous
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experimental and current DFT results it is considered how ordered structures
containing two orthogonal glide lines may arise from this local geometry, and
possible models are proposed for the (6×6) structure.

Figure 5.9: Schematic diagram of the local structure of adsorbed cytosine on
Cu(110) as determined by PhD [12]. The H atoms are not shown since it is
not possible to determine their location using PhD (due to their weak scattering
properties).

5.2.2 Previous work

The Cu(110) surface has been the preferred substrate for many of the previous
surface science studies of simple biomolecules, providing a valuable basis for com-
parisons, and there have been two early experimental investigations of cytosine
on this surface that have provided partial structural information. Specifically, an
investigation using SXPS of the O and N 1s photoemission peaks, and O and N
K-edge NEXAFS [160] has provided information on the initial reaction of cytosine
with Cu(110) and on the molecular orientation. For the surface species formed
at low coverage (∼ 0.2 ML) NEXAFS data indicate that the molecular plane is
essentially perpendicular to the surface, and aligned in the [11̄0] azimuth parallel
to the close-packed Cu atomic rows in the surface. The perpendicular orientation
of the molecular plane was also inferred from infrared spectroscopy of this system
[161]. The SXPS data were interpreted as indicating that chemisorption of cyto-
sine on Cu(110) leads to deprotonation of the N(1) atom (see Figure 5.8) within

85



the molecular ring, and it was proposed that the molecule bonds to the surface
through this N atom. A second study [162] also concluded, in this case on the
basis of HREELS, that the vibrational modes observed were consistent only with
the molecular plane being perpendicular to the surface. This later investigation
also identified two different long-range ordered phases, (6×6)pgg and (6×2)pgg,
formed after annealing to ∼ 370 and 480 K respectively, by both LEED and
STM. On the basis of this information, and particularly the presence of the two
orthogonal glide symmetry lines seen in LEED that identified the space group as
pgg, a structural model was proposed for the (6×2)pgg phase based on hydrogen
bridge-bonded cytosine dimers, bonded to the surface through the O atoms (see
Figure 5.10).

Figure 5.10: Two possible adsorption bonding configurations of cytosine-derived
species on Cu(110). The deprotonated monomer is the structural model arising
from the present study, and the hydrogen bridge-bonded dimer is the model
proposed in reference [161]

More recently, another SXPS characterisation of the Cu(110)/cytosine system
[12] revealed that heating the surface to 480 K leads to a significant change in the
molecular structure, probably associated with deprotonation of the amino N(4)
atom; as such, the conclusion was that it is likely that the previously identified
(6×6)pgg and (6×2)pgg phases are associated with different molecular species on
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the surface. In this same study PhD data was collected with the aim of determin-
ing the detailed adsorption geometry for the lower-temperature preparation [12].
It was shown that in this case cytosine bonds to the Cu(110) surface through
both the O atom and the N(1) atom (see Figure 5.10), and it was possible to
obtain quantitative information on the local adsorption geometry including the
associated adsorbate-substrate bondlengths.

5.2.3 Computational details

The RPBE exchange-correlation functional [73] was used throughout the investi-
gation along with ultrasoft pseudopotentials (see section 3.2.4). The plane wave
calculations used to investigate the cytosine adsorption and the effects of inter-
molecular interactions were based on 5-layer (3×1) and (4×2) supercells cells with
the bottom two layers of Cu atoms fixed to the bulk positions and 3-layer (6×2)
slabs with only the bottom layer similarly constrained. All other simulation pa-
rameters were optimised according to the considerations of chapter 3. While the
primary interest of these calculations is in the relative energies of different struc-
tures, an absolute cytosine adsorption energy for each structure was evaluated by
reference to the energy of a single N(1)-deprotonated species in isolation.

As indicated in section 5.2.1, the DFT calculations of the Cu(110)/cytosine
system were undertaken not only to provide a valuable comparison to the exper-
imentally determined structure, but also to allow some evaluation of the possible
influence of intermolecular interactions which may play a role in this system. It
should be acknowledged, however, that these DFT calculations take no account of
any possible role of van der Waals interactions, but do include ‘chemical’ through-
metal and through-space interactions including any possible influence of hydrogen
bonding. In all of these calculations it was assumed that the adsorbed species has
the N(1) atom deprotonated relative to the cytosine molecule, and that bonding
to the surface is through the O atoms and this N(1) atom, as illustrated schemat-
ically for the monomer in Figure 5.10.

5.2.4 Isolated cytosine

Calculations were first performed for a single molecule in a (4×2) unit mesh,
corresponding to a coverage of 0.125 ML; this large mesh was chosen to minimise
the effects of intermolecular interactions. The structural parameter values of
this optimised structure are listed in Table 5.3, along with the experimentally
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determined structure, as for an ‘isolated’ chemisorbed molecule. Tilting and
twisting of the molecule are characterized by a set of Euler angles, (Φ,Θ,Ψ),
as used in the PhD investigation of this system [12] and earlier PhD studies of
other planar molecular adsorbates [157, 163, 164]. The Euler angles relate the
Cartesian coordinate systems fixed relative to the surface (xI ,yI ,zI), and relative
to the molecule (xM ,yM ,zM). Here the ‘main convention’ is used to define the
order of application of the rotations. Φ defines an azimuthal rotation of the
molecular coordinate system relative to the surface about the common z axes.
Θ defines a rotation of the molecular axes about xM . Ψ defines the subsequent
rotation of the molecular frame about zM . Notice that a particularly simple
interpretation of these angles arises when Ψ = 0◦; in this case Θ and Φ are the
tilt and twist of the molecular plane relative to the idealised case of Φ = Θ = Ψ =
0◦, the highly symmetric situation in which the molecule is fully upright with its
molecular plane in the [11̄0] azimuth, as implied by the NEXAFS results (see
section 5.2.2).

The isolated DFT structure is essentially as found experimentally and illus-
trated in Figure 5.9, although there are small differences between experiment
and theory in some parameters. Somewhat characteristically for chemisorption of
larger molecules, the adsorbate-substrate bondlengths found in DFT are slightly
longer than those found in experiment, although in view of the experimental error
estimates, these differences are not formally significant. The adsorption energy of
the deprotonated cytosine molecule, relative to the same species in isolation, was
calculated to be 2.634 eV per molecule. While this absolute value is not testable
experimentally, and is susceptible to systematic errors associated with the choice
of DFT functional, the value relative to other structural models can be expected
to be rather reliable.

In the structure shown in Figure 5.9 the bonding N and O atoms of the
molecule, with an O-N distance shorter than the corresponding Cu-Cu distance
of the substrate, are located approximately symmetrically between these two
bonding Cu atoms. As alluded to in section 5.2.1, the PhD investigation of this
system also identified another structure, with a similarly low R factor (using
unreasonably small correlated vibrations for the N-Cu nearest-neighbor emitter-
scatterer pair of atoms), in which the whole molecule was displaced along [11̄0] (to
the right relative to Figure 5.9) such that the O and N atoms were on the same,
rather than opposite, sides of their bonding Cu atoms. One possible rationale for
such an asymmetric configuration could be intermolecular interactions. However,
as reported in section 5.2.5, the DFT calculations do not support this conclusion.
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Table 5.3: Optimised values of the structural parameters obtained from the PhD
analysis for chemisorbed cytosine on Cu(110) [12] and from some of the DFT
calculations. z values denote separations perpendicular to the surface and d
values are bondlengths. ∆x and ∆y values are the lateral offset parameters from
a top site in the [11̄0] and [001] azimuths, respectively while ∆z1 values are the
outward relaxation of the outermost Cu layer atoms, the O and N suffices relating
to the Cu atoms directly below the O and N(1) bonding atoms of the cytosine.
The set of Euler angles, (Φ,Θ,Ψ) is defined in section 5.2.4. For the DFT results,
no result is included for Ψ since its definition is ambiguous for a relaxed molecule
and it is not informative for small values of Θ (i.e. Ψ ≈ -Φ).
parameter PhD expt. [12] DFT isolated DFT oblique-2

zO-Cu (Å) 1.90 ± 0.03 1.94 1.93
zN-Cu (Å) 1.92 ± 0.03 1.98 1.99
Φ (◦) 12(+7/-12) 1.4 6.6
Θ (◦) 10(+10/-20) 0.0 4.0
Ψ (◦) 0(+7/-12)
∆x(O) (Å) 0.3(+0.2/-0.3) 0.23 0.16
∆y(O) (Å) -0.3(+0.6/?0.2) 0.00 -0.14
∆x(N(1)) (Å) -0.3(+0.2/-0.3) -0.08 -0.15
∆y(N(1)) (Å) 0.2(+0.2/-0.7) 0.04 0.03
dO-Cu (Å) 1.94(+0.06/-0.04) 1.96 1.94
dN-Cu (Å) 1.94(+0.07/-0.3) 1.98 1.99
∆z1 (Å) -0.16(+0.06/-0.08) -0.13 -0.20
∆z1O (Å) 0.12(±0.08) 0.03 0.01
∆z1N (Å) 0.15(±0.10) 0.01 0.06
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It is therefore clear that this model can be rejected as an alternative solution.
Table 5.3 also reveals an interesting trend in the values of the relaxations,

perpendicular to the surface, of the outermost Cu atom layer. In particular,
the relaxation of the atoms in this layer that are not bonded to the molecule,
∆z1, show a significant inward shift, characteristic of the clean Cu(110) surface,
but the Cu atoms directly below the O and N(1) bonding atoms of the cytosine
adopt an outermost layer spacing that is much closer to the ideally terminated
bulk. This same effect has also been seen in the results of the PhD experiments
although the precision is poor.

5.2.5 Intermolecular interactions

To gain some insight into the influence of intermolecular interactions a further
series of calculations were undertaken on structures with a coverage of 0.33 ML,
the value believed to be relevant to the PhD experiments on the basis of the
previous work of Frankel et al. [162]. Three such simple models were tested,
namely: (1) a (3×1) structure,

(
3 0
0 1

)
in the matrix notation, (2) a

(
3 0
−1 1

)
struc-

ture that is referred to as ‘oblique-1’, and (3) a
(

3 0
−2 1

)
structure that is referred

to as ‘oblique-2’. The optimized structures for these three models are shown in
Figure 5.11. All three structures have a 3× periodicity along [11̄0], and a 1×
periodicity along [001], but the unit meshes are skewed by different amounts,
leading to different relative locations of the cytosine molecules in adjacent [11̄0]
rows. These calculations showed that the adsorption energy in the (3×1) struc-
ture was 97 meV lower than in the ‘isolated’ molecule ((4×2) model); by contrast,
in the oblique-1 and oblique-2 models cytosine is more strongly bound than the
‘isolated’ molecule by 32 and 44 meV respectively. Clearly, the energetics favour
adsorption of cytosine at a coverage of 0.33 ML in the staggered configurations
associated with the oblique mesh models. Furthermore, optimisations starting
from structures in which the molecules were shifted along the [11̄0] direction by
approximately 0.5 Å, such that the local structures were similar to the alterna-
tive low R factor PhD model mentioned in section 5.2.4, resulted in the same
final structures. The structural parameter values found for the most favorable
oblique-2 model are included in Table 5.3. In general these values are very similar
to those found for the isolated model, but one key difference is a significant twist
of the molecular plane relative to the [11̄0] direction, similar to that favoured by
the solution determined by PhD.
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Figure 5.11: Three modified-(3×1) adsorption models for cytosine on Cu(110)
tested in the DFT calculations. The adsorption geometries shown in each case
are the results of the energy minimisation.

5.2.6 Long-Range ordering

So far only the local structure of cytosine on Cu(110) has been considered. From
the point of view of comparing with the experimental structural information from
PhD, this is appropriate. On the other hand, Frankel et al. [162] have clearly
identified long-range ordered phases of cytosine on Cu(110), so it is certainly of
interest to try to reconcile the local structure with possible models of the long-
range ordering. A particularly significant aspect is that, based on LEED patterns,
Frankel et al. have found that both the ordered structures seen (namely (6×6)
and (6×2)) have the pgg space group. The presence of the two perpendicular
glide symmetry lines places very significant constraints on the possible structural
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models. Of course, to construct meaningful structural models, it is also neces-
sary to know the nature of the molecular species in the two ordered phases. As
discussed in section 5.2.2, a comparison of the different annealing temperatures
used by Frankel et al. to produce these phases (370 and 480 K respectively) with
the N 1s SXPS data obtained for different heat treatments leads to the belief
that the dominant surface species present on the surface in the PhD experiment
(cytosine with only the N(1) atom deprotonated) is likely to be that associated
with the (6×6) phase. By contrast, these same data led Jackson et al. [12] to
suspect that the species leading to the (6×2) phase may also have the N(4) amino
atom at least partially deprotonated. The fact that long-range ordering was not
observed by LEED during the PhD experiment could, of course, mean that the
local structure found was not reconcilable with this long-range ordering. How-
ever, a more reasonable assumption is that the (6×6) long-range ordered phase is
composed of cytosine molecules in local geometries closely similar to that found
in the experiment.

5.2.6.1 Symmetry considerations

A key feature of any structure with the pgg space group is that it is pseudo-
centered, specifically, that the structural motif at the centre of the unit mesh is
not identical to those at the corners of the mesh, but rather is the mirror image
of these corner motifs. In the pgg structure, this central motif must be a mir-
ror image of the motif at the corners for reflection in both of the two principal
(orthogonal) [001] and [11̄0] azimuths of the surface. The low symmetry of the cy-
tosine molecule is such that this motif cannot comprise a single molecule; instead,
it must comprise an even number of molecules arranged such as to comprise pairs
whose component parts are related by the two mirror planes. In the (6×2) phase,
a coverage of 0.33 ML corresponds to 4 cytosine molecules per unit mesh, so to
achieve a pgg group the structural motif must comprise two molecules. Thus,
Frankel et al. [162] proposed that this phase comprises an ordered arrangement
of cytosine dimers, as shown in Figure 5.10. Note, though, that this dimer it-
self contains two perpendicular mirror planes, one in the plane of the molecule,
the other between the two constituent cytosine species. As a result, aligning the
dimer in the [11̄0] direction and placing these dimers at the corners and center
of a (6×2) mesh leads to a cmm (centered mirror-symmetric) rather than a pgg
space group. Twisting the molecular plane out of the [11̄0] azimuth in opposite
directions for the corner and centered species, however, generates the required
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pgg symmetry. This is the model proposed by Frankel et al., [162] that they
also suggest can account for the high-resolution STM image of this phase. In the
(6×6) phase the same cytosine coverage implies 12 molecules per unit mesh and
thus a repeated structural motif of 6 molecules. With this level of complexity it
is difficult to identify a single preferred structure on the basis of the space group
symmetry and local geometry alone, but with the aid of the DFT calculations it
is possible to significantly reduce the number of likely structures.

5.2.6.2 (6×6) cytosine structure

Unfortunately, calculations on a full (6×6) cytosine adsorption phase are beyond
the scope of available computational resources. For example, even a 3-layer Cu
slab with 12 cytosine molecules per (6×6) unit mesh leads to 252 atoms per
supercell. Some insight into the problem can, however, be gained by using a
(6×2) supercell with 3 Cu layers containing a more manageable number of 84
atoms. Note that these calculations are not intended to address the structure of
the (6×2)pgg phase, which is believed to comprise a different molecular species,
but rather to cast some light on possible preferred ordering within the (6×6)pgg
phase. The geometry-optimized structures of three different (6×2) models with
different cytosine packing arrangements are shown in Figure 5.12.

One initial question addressed was the relative orientation of adjacent molecules
in the [11̄0] rows. Looking at a single cytosine molecule bonded to the surface
(as in Figure 5.9, but see also Figures 5.11 and 5.12) one sees that one end of the
molecule has the O atom. If this end of the molecule is labelled as the ‘head’, then
one can refer to two possible ways of ordering the molecules along the rows as
either ‘head-to-tail’ or ‘head-to-head’, i.e., with the O atoms all at the same ends
of the molecules or with the O atoms of adjacent pairs of molecules facing one
another. In Figure 5.12, model (a) shows a ‘head-to-head’ arrangement, whereas
models (b) and (c) show ‘head-to-tail’ alignment. Within this nomenclature, the
dimer of Figure 5.10 is a special kind of ‘head-to-head’ arrangement, albeit with
different orientation and substrate bonding of the constituent cytosine molecules.
Notice that the head-to-head pair in model (a) of Figure 5.12 does not have the
two mirror planes of the dimer of Figure 5.10, because of the small twist and
amino tilt that characterizes the optimum cytosine adsorption geometry. The
resulting structure thus produces pgg symmetry without any need to rotate the
pair of molecules out of the [11̄0] azimuth, in contrast to the model of Frankel
et al. based on the cytosine dimer of Figure 5.10. The DFT calculations of
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Figure 5.12: Three of the (6×2) adsorption models for cytosine on Cu(110) tested
in the DFT calculations to explore the relative energies of different packing ar-
rangements in a (6×6) structure.
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these two different row ordering methods for the cytosine molecules (with the
N(1) atoms atop Cu atoms spaced by 3× the Cu-Cu periodicity along the [11̄0]
rows in a (6×2) mesh) show that ‘head-to-tail’ is always energetically favored over
the ‘head-to-head’ ordering; relative to the most favorable ‘head-to-tail’ structure
tested, namely that shown in Figure 5.12b, this energy difference is 100 meV per
molecule. Other results that emerged from comparison of the different adsorption
energies in several different ‘head-to-tail’ (6×2) structures is that models in which
the N(1) bonding atoms are aligned along [001] rows are less favorable (model
5.12c is 30 meV/molecule less favorable than model 5.12b) and models in which
the O atoms are aligned along [001] rows also show ∼20 meV lower adsorption
energies than similar structures in which the O atoms are laterally offset.

Figure 5.13: Two possible (6×6)pgg ordered structures of cytosine on Cu(110)
based on the local adsorption site of the molecule found in this study that may
be energetically favorable. The dashed black lines show the location of the glide
lines; the white rectangle shows the unit mesh.

Figure 5.13 shows two possible (6×6)pgg structures based on the established
local adsorption geometry of the cytosine. Notice that they differ only in the
displacement along [11̄0] of the two arrowed rows. In fact this pair of rows can
have 6 different positions (corresponding to the 6 Cu atoms in this direction
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within the unit mesh) while retaining the pgg symmetry, leading to 6 possible
structures. In addition, these rows can be moved with the two rows on either side
of them to 6 different positions, so there are a total of 36 structures that can be
constructed in this way that have the necessary pgg symmetry. The two structures
in Figure 5.13, however, avoid the juxtapositions and the relative amino tilts
angles of molecules in adjacent [11̄0] rows that are found to be energetically less
favorable in the DFT calculations of the simpler (6×2) models. It can therefore
be suggested that these two structures are likely to be the two most energetically
favoured models. Comparison of these structures with the ‘zigzag chain’ features
of the STM images of this phase presented by Frankel et al. would seem to favor
the model of Figure 5.13a.

5.3 Conclusions
In this chapter the results of two DFT investigations of the adsorption structure
of fundamental organic molecules on Cu(110) have been presented. Despite the
interest in the methoxy species on this surface as one of the classic surface-science
model systems for the study of heterogeneous catalysis, the recent PhD investi-
gation was the first attempt to determine the local adsorption structure experi-
mentally in a quantitative fashion, and the previously available fragmentary data
that had been available led to models involving co-adsorption of low-symmetry
adsorption sites. By contrast, the results from PhD suggested that methoxy occu-
pies local short bridge sites only. The evidence from DFT presented here clearly
supports this conclusion, showing a large energetic preference for adsorption at
short bridge sites. However, the present results show that an important addi-
tional factor in understanding the structure of the methoxy species on Cu(110) is
the role of Cu adatoms released from the surface in the reaction of methanol with
preadsorbed atomic oxygen, leading to methoxy species occupying short-bridge
sites on both the unreconstructed surface and on Cu adatom pairs. The resulting
(5×2) model has been shown to be reconcilable with the previously-published
experimental data.

The DFT results also provide strong theoretical support for the experimentally
determined local adsorption geometry of chemisorbed cytosine on Cu(110) from
PhD and help to reject the alternative model found in this recent study. In
particular, the molecule bonds to the surface through the O atom and the adjacent
deprotonated N atom that both occupy off-atop sites along the close-packed [11̄0]
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direction. The molecular plane is essentially perpendicular to the surface and lies
very close to the [11̄0] azimuth. The associated Cu-N and Cu-O bondlengths are
found to be 1.96 and 1.98 Å, respectively, in good agreement with PhD results
and are all closely similar to that found for thymine on this surface [157]. The
DFT calculations also support the presence of the reported slight twist and tilt
of parts of the molecule relative to the [11̄0] Cu atoms rows to which they are
bonded, and this helps to provide a rationale for the previously reported tendency
to form an ordered pgg phase. Using calculations of different arrangements of
molecules in model (3×1)-type structures and (6×2) phases, it has been possible
to propose models for the (6×6)pgg phase that are believed to be associated with
this adsorbed species.

It is interesting to note the marked difference between adsorption of the
methoxy and deprotonated cytosine species on the Cu(110) surface. In particu-
lar, while cytosine bonds directly to the clean surface, the clear implication that
kinetic factors concerning adatom rearrangement play an important role in deter-
mining the nature of the methoxy adsorption structure raises an interesting ques-
tion: do Cu adatoms play a significant role in the underlying methanol-oxygen
reaction mechanism? Currently, calculations exploring this reaction mechanism
at an atomic scale do not appear to have considered this possibly. Indeed, one
might ask whether metal adatoms may also be relevant to other surface reactions.
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Chapter 6

Surface stress changes in the
Ir(001)-H system

6.1 Introduction
Reconstruction of solid surfaces, in which atoms in the outermost layer(s) un-
dergo lateral movements, or even atomic density changes, relative to an ideal
bulk termination, occurs in many systems. Even at the surfaces of metals, in
which the bonding is predominantly non-directional, there are examples of both
clean surface and adsorbate-induced reconstructions. Of course, the equilibrium
structure of surfaces is determined by the minimisation of the surface free energy,
but the role of one contribution to the energy, the relief of surface stress, has of-
ten been invoked in trying to identify the driving force for these reconstructions.
Unfortunately, quantitative information about surface stress and surface stress
changes is sparse (see section 2.1.4).

The Ir(001) surface is a particularly interesting system in that not only does
the clean surface reconstruct to a (5×1)-hex structure, in which the outermost
layer has a 20% increase in atomic density (with one extra atomic row in ev-
ery five substrate spacings) to produce an approximately hexagonal close-packed
surface [165–167] (see Figure 6.1), but adsorption of hydrogen on this surface
leads to a new reconstruction, also having a (5×1) unit mesh. However, this
hydrogen induced surface has an added-row (AR) structure [168] (see Figure
6.1) in which single [110] rows of Ir atoms with a periodicity of 5× the nearest
neighbour distance, lie on an otherwise unreconstructed (001) surface layer. This
hydrogen-induced transformation from the (5×1)-hex structure to the (5×1)-AR
structure is one of the very few surface reconstructions for which there exists an
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Figure 6.1: Schematic diagram of the Ir(001) clean surface models discussed in
the text, showing the definition of azimuthal directions used in this chapter. The
Ir atoms in the outermost layer in the hex reconstruction, and in the adatoms of
the AR structure, are shown with a different colour for clarity.

experimental determination of the surface stress change, and indeed the measured
(compressive) stress change is consistent with a probable lowering of the absolute
value of the surface stress (which is believed to be invariably tensile for clean unre-
constructed metal surfaces) [5]. The primary objective of the work reported here
was to gain a description of these structures and the associated surface stress
change using DFT calculations and particularly to provide a comparison with
this experimental measurement. In addition, however, new DFT results are re-
ported of the computed surface stress changes associated with the reconstruction
of the ideal bulk-terminated Ir(001)(1×1) surface to the Ir(001)(5×1)-hex phase.
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Equilibrium structures in which the outermost surface of a clean metal surface
comprises a close-packed hexagonal layer are not only a feature of Ir(001), but also
of Au(001), Au(111), Pt(001), and Pt(111). In all cases, the reconstruction has
been attributed to relief of particularly high tensile stress in the ideal (1×1) bulk-
terminated surface due to relativistic effects in these 5d metals [33, 169]. In the
case of Ir(001), this interpretation was also arrived at from consideration of the
measured surface phonon bands at the surface [170]. More recent DFT calcula-
tions of the surface stress change between the Ir(001)(1×1) and Ir(001)(5×1)-hex
phases, however, have led to the conclusion that there is no significant change in
the average surface stress and that surface stress relief is therefore not the key
reason for the reconstruction [4, 171]. In fact the present calculations show that
this transition is associated with an increase in the average tensile surface stress,
although there is a reduction in the surface energy, consistent with the fact that
the surface does reconstruct. For the hydrogen induced transformation to the
Ir(001)(5×1)-AR structure, however, a significant reduction in the tensile surface
stress is found, consistent with the experimental result.

6.2 Computational details
The DFT calculations reported in this chapter were conducted using the RPBE
exchange-correlation functional [73] along with ultrasoft pseudopotentials (see
section 3.2.4). Calculations were performed on 7-, 9- and 11-layer slabs, the out-
ermost of these layers (on both sides) being either a (1×1) phase, a hexagonal
layer, or a relaxed (1×1)-type layer plus one extra added row. In all cases, the
middle three layers of these slabs were constrained to the calculated bulk fcc Ir
structure with a lattice parameter of 3.906 Å. All other calculational parameters
were converged according to considerations of chapter 3. Of note was the par-
ticularly dense Monkhorst-Pack k-point sampling mesh (see section 3.2.5) found
to be necessary in order to converge the calculation of surface stress; the sur-
face stress, calculated using the efficient method of Nielsen and Martin [172], is
very sensitive to calculated Hellmann-Feynman forces (see equation 3.14), thus
necessitating a high k-point density. Indeed, a 16×16 {4×16} k-point mesh was
used for the (1×1) {5×1} surface cell calculations. With this k-point mesh it
is estimated that errors in total stress values are less than 0.2 Nm−1 (see figure
6.2). However, errors in the relative stress of different reconstructions calculated
within the same unit cell are expected to be rather smaller than this. Therefore,
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in order to minimise errors, all surface calculations, including those for the unre-
constructed surface - Ir(001)(1×1), were conducted in the same (5×1) unit cell.
In order to compare the relative energies of different surface structures (with and
without adsorbed atomic hydrogen), surface energies of the double-sided slabs
are calculated according to equation 3.37 with the H reservoir being gaseous H2.
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Figure 6.2: Convergence of surface stress with respect to k-point mesh for an
unrelaxed Ir(001)(1×1) slab. ξ=q1=q2 is the number of k-points in each direction
of a 2-D uniform Monkhorst-Pack k-point mesh (see equation 3.29) in the plane
of the surface, i.e. q3=1.

6.3 Results

6.3.1 Clean surface reconstructions

Table 6.1 summarises the main results of the calculations for the clean surface
structures, namely the (1×1) bulk-termination, the (5×1)-hex structure, and
a (5x1)-AR structure with no H adsorbates. The results are shown for three
different slab thicknesses, and while the differences in surface energy for these
different slab thicknesses are modest, the changes in calculated surface stress are
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Table 6.1: Calculated surface energy and surface stress values for clean double
sided slabs of varying thickness for three different surface phases. The surface
energy is given in units of eV per (1×1) unit mesh. σx and σy are the surface
stress components in the long [110] and short [1̄10] directions (see Figure 6.1) of
the (5×1) unit mesh, respectively. σav is the mean of the two stress components.
Model Layers γ σx σy σav

(eV/(1×1)) (Nm−1) (Nm−1) (Nm−1)

Ir(001)(1×1) 7 1.369 3.38 3.34 3.36
Ir(001)(1×1) 9 1.359 3.45 3.43 3.44
Ir(001)(1×1) 11 1.364 3.51 3.52 3.51
Ir(001)(5×1)-hex 7 1.311 2.78 5.38 4.08
Ir(001)(5×1)-hex 9 1.308 3.23 5.70 4.47
Ir(001)(5×1)-hex 11 1.311 3.28 5.75 4.51
Ir(001)(5×1)-AR 7 1.398 2.22 3.46 2.84
Ir(001)(5×1)-AR 9 1.393 2.29 3.59 2.94
Ir(001)(5×1)-AR 11 1.392 2.31 3.58 2.94

more significant. In particular, there are quite significant differences (up to 16%)
between the results for the 7-layer and 9-layer slabs, but the additional change
in increasing the thickness to 11 layers is much smaller (<3%). This effect is
much larger for the (5×1)-hex structure than for the other two structures. The
clear need to take at least 9 layers (3 fixed at the centre, plus 3 relaxed on each
face) to achieve reasonable convergence for this (5×1)-hex phase is consistent
with previous findings of both LEED experiments [168] and DFT calculations
[173, 174] that this reconstruction leads to structural changes in up to three sub-
surface layers. In checking the convergence of surface stress with slab thickness, it
is noted that the calculated values are extremely sensitive to the lattice parameter
used to define the lateral periodicity of the supercell. Calculations on a clean
Ir100-(1×1) unit mesh of varying slab thickness showed that a lattice parameter
increase of just 0.001 Å produces an artificial increase in apparent surface stress
of 0.05 Nm−1 per additional pair of substrate layers. The reason is clear: if the
lattice parameter is wrong, the bulk material is stressed, so adding layers increases
the total stress in the slab, and this is interpreted in the calculations as being
due entirely to stress at the two surfaces. The fact that the calculated surface
stress values do converge with increasing thickness indicates that this has little
or no influence on the present results, though it is also noted that any residual
error due to this effect does not affect the calculation of relative stresses for slabs
containing the same number of layers but different surface structures.

Table 6.1 shows that the surface energy of the (5×1)-hex structure is lower
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than that of the unreconstructed (1×1) surface, consistent with the experimental
observation that this transformation occurs, although the energy difference is only
0.05 eV per (1×1) unit mesh. This value is similar to those reported in previous
DFT studies using the LDA and PW91 functionals that gave values of 0.14 eV
[171] and 0.05 eV [174] respectively. Table 6.1 also shows, however, that the
average tensile surface stress actually increases in this transformation to the hex
phase; this reinforces the more recently-held view that surface stress relaxation
cannot be the driving force for the reconstruction [33, 171]. The only previous
surface stress DFT calculation for this transformation reported that there was no
significant change [171], but this calculation was performed using only a 5-layer
slab, so the results presented here indicate that this was unlikely to be properly
converged. In fact the current calculations show that the surface stress in the
[110] (5×) direction of the surface unit mesh (σx) is reduced slightly, but that in
the [1̄10] (1×) direction (σy) is increased rather substantially.

While the calculations provide clear answers regarding the predicted changes
in surface stress, interpreting these changes in terms of physical processes is po-
tentially complex. For free-electron-like metals a particularly simple picture can
be derived from a jellium model, in which the tensile surface stress of a clean
unreconstructed surface is attributed to the electron charge spill-over into the
vacuum and a resulting depletion of such charge in the surface layer; within a
density-functional formalism this means attributing the effect to the change in
the kinetic energy contribution [175, 176]. For d-band metals the situation is
more complex, with the role of the localised d-electrons, in particular, making a
picture based on interatomic bonds and bond coordination more relevant [169].
However, a recent computational study of the surface stress of a wide range of
d-band metals indicates that for the late elements in the 5d series, and particu-
larly for Ir, the charge spill-over is the dominant contribution [177]. The present
results are therefore discussed within this simple picture, but it is noted that
an alternative interpretation in terms of local bonding can also be shown to be
qualitatively consistent with the results.

The small decrease in the stress associated with the transition from the (1×1)
to (5×1)hex phase in the [110] direction can then be seen to be qualitatively con-
sistent with the expectation that packing in an extra Ir atomic row and reducing
the atom spacing in this direction should increase the electron charge density
and reduce the tensile stress. By contrast, the much larger increase in the [1̄10]
direction, in which the atomic spacing is unchanged, is at first sight surprising.
However, it is noted that the pseudohexagonal surface layer is heavily rumpled
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Figure 6.3: Schematic side views of the Ir(001)(5×1) clean surface models shown
in Figure 6.1. The exact geometry is that corresponding to the minimum total
energy in 11-layer DFT calculations, as described in the text.

(see Figure 6.3), causing the average spacing of this layer to the underlying unre-
constructed layer to be significantly larger than in the (1×1) termination. This
average outward shift places the surface layer in a region of depleted valence
charge from the underlying surface, and this can be expected to increase the sur-
face stress. In view of this, the rather small decrease in tensile stress in the [110]
direction can be seen as due to a near-balance of two competing processes.

In order to provide further clarification of these underlying mechanisms, ad-
ditional surface stress calculations were performed for a number of fixed model
structures. In one of these the minimum-energy (5×1)-hex structure was changed
only by increasing the layer spacing of the reconstructed surface layer relative to
the underlying bulk. An increase in this spacing of only 0.1 Å led to new values for
σx and σy of 5.18 and 7.43 Nm−1, increases of 1.90 and 1.68 Nm−1, respectively,
providing clear confirmation of the influence of increasing the layer spacing. In
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a second model, the rumpling of the reconstructed hex layer was removed but
the average interlayer spacing of the minimum-energy structure retained. This
calculation yielded values for σx and σy of 0.54 and 5.42 Nm−1. The value of
σy in this unrumpled model structure is very similar to that of the equilibrium
rumpled structure, indicating that in this direction the stress is predominantly
determined by the average layer spacing. By contrast, the value of σx in this un-
rumpled model structure is much lower than in the rumpled structure; removing
the rumpling increases the linear packing density along [110] and thus relieves the
tensile stress in this direction more effectively. The results of further calculations
using different layer spacings confirm this pattern of behaviour, while calculations
for isolated surface layers (with the substrate removed) led to very large increases
in tensile stress due to the further depletion of valence surface charge within the
layer.

The results for the (5×1)-AR clean surface structure are also consistent with
this simple picture. Note that the surface energy of this structure is higher
than either the (1×1) or the (5×1)-hex phases, consistent with the fact that this
structure does not occur in the absence of adsorbed hydrogen. In this model
the outermost surface layer has a structure closely similar to that of the (1×1)
termination, with an almost ideal bulk-termination, but for the addition of a
single added row with a 5× periodicity (see Figure 6.3). A modest reduction
in σx may be attributed to an increase in the average valence charge density
within the outermost (1×1) layer due to electrons coming from the adatom row
after Smoluchowski smoothing. The value of σy is very similar to that of the
(1×1) phase, a result that may be attributed to a combination of the reduction
in the tensile stress in the outermost complete layer as for σx, but a contribution
of higher tensile stress from the atoms in the added row which have a greatly-
depleted valence charge density.

6.3.2 H-induced reconstruction

In order to calculate the surface stress changes associated with the hydrogen-
induced (5×1)-AR structure one needs to establish two things, namely the H
coverage and the H adsorption site(s). Within the (5×1)-AR surface unit mesh
there are a large number of possible individual sites, and as the H coverage is likely
to be greater than 0.2 ML (i.e. greater than one H atom per unit mesh) there is
an even larger number of possible combinations of different sites that might be
occupied. Nevertheless, calculations for 12 different singly-occupied sites showed
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that 3-fold and 4-fold coordinated sites were unstable, the H atoms moving to
atop or bridging sites. The properties of the 8 stable atop and bridging sites are
shown in Table 6.2. Establishing the relative energies of multiple occupation of
the many different combinations of sites (of up to 4 H atoms per unit mesh - a
coverage of 0.8 ML), however, is a formidable computational task, but a recent
publication [178] has reported the results of such an investigation using a novel
approach to reduce the computational demands. Several of these results have also
been reproduced more recently by Vukajlovic et al. [179]. The present results
for the single sites are fully consistent with the results of these papers, as are
the conclusions regarding the most favourable combinations of sites. Figure 6.4
shows the labelling convention used in this chapter for these bridge and top sites,
while Table 6.2 summarises the results of calculations for 7-layer double-sided
slabs. Shown in this table is not only the surface stress values and the surface
energy per (1×1) unit mesh, but also the adsorption energy per H atom, Ea, as
defined by equation 3.35.

 

Figure 6.4: Schematic diagram of the (5×1)-AR surface structure with a number
of sites for H adsorption labelled. Bridge sites are labelled ‘B’ followed by the
labels of the rows occupied by the nearest neighbour Ir atoms (ad (adatom), a, b
or c). Top sites are labelled ‘T’ followed by the label of the row occupied by the
underlying single nearest-neighbour Ir atom.

In addition to calculations for H adsorption on the (5×1)-AR structure re-
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ported in Table 6.2, a few results are included for adsorption on the (5×1)-hex
phase, using the (sequentially-filled) preferred 3-fold coordinated adsorption sites,
previously identified in DFT calculations by Lerch et al. [174], and in the earlier
combined LEED/DFT study of Poon et al. [180]. The associated adsorption en-
ergies provide a further check on the present results, and are found to be closely
similar to the earlier published values [174]. The current values are approximately
60 meV/atom smaller (before application of the small correction for the vibra-
tional ground-state energy included in this earlier work), a difference that may
be due to the different (PW91) functional used by Lerch et al.

Comparison of calculated H adsorption energies with those of the previous
study in the (5×1)-AR surface [178] shows the same behaviour, with the ordering
of the preferred single adsorption sites, namely Badad > Bcc > Bbc > Bbb >
Tad > Tc > Tb > Bab being identical to that of this earlier study. Comparison
of the surface energies given in Table 6.2 for H adsorption on the (5×1)-hex and
(5×1)-AR structures shows that even for the lowest coverage of 0.2 ML (one H
atom per (5×1) unit mesh), there is a small energetic advantage to reconstruction
to the (5×1)-AR phase with the H atoms adsorbed in the Badad site bridging
nearest-neighbour Ir atoms in the adatom rows. This energetic advantage for the
phase transition increases with increasing coverage.

Table 6.2 also shows that the combination of H adsorption and the associated
transformation from the clean surface (5×1)-hex phase to the hydrogen-covered
surface is accompanied by a significant reduction in the tensile surface stress.
In this case there is the possibility to compare this result with an experimental
measurement which showed a total surface stress change of -1.7 nm−1 for this
same transition [5]. Here it should be noted that, because the Ir(001) surface
has 4-fold rotational symmetry, the anisotropy associated with a single rotational
domain of any of the (5×1) surface phases cannot be measured. Instead, the
surface comprises domains of (5×1) and (1×5) structures that are expected, for
an ideally-oriented (001) surface, to be equally occupied. The experiment thus
measures the average of the two orthogonal orientations, and must be compared
with the computed values of σav. For the clean (5×1)-hex surface the value
calculated for an 11-layer slab, 4.51 Nm−1, is likely to be the most reliable. The
appropriate value for the hydrogen-covered (5×1)-AR phase depends on the H
coverage, but it has been reported that thermal desorption measurements indicate
a coverage of 0.8 ML [181].

In the present calculations for the surface stress of the clean surface structures
it was noted in section 6.3.1 that the need to include at least 9 layers in the
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computed slab was most acute for the (5×1)-hex surface, due to the significant
subsurface relaxations in this phase. On this basis, 7-layer slab calculations may
suffice for the (5×1)-AR-H phase, but to minimise any possible errors additional
11-layer slab calculations were performed for the energetically-favoured highest
H-coverage structures. These are included in square brackets in Table 6.2. The
surface stress value for the 11-layer slab at a H coverage of 0.8 ML given in Table
6.2 is 2.45 Nm−1, corresponding to a reduction from the clean surface of 2.06
Nm−1, quite close to the experimental value. In view of the uncertainty in the H
coverage however, it is also noted that for a coverage of 0.6 ML the calculations
predict a reduction in the tensile surface stress of 1.76 Nm−1, even closer to the
experimental value.

6.4 Conclusions
The results of the DFT calculations presented in this chapter for the Ir(001) sur-
face provide some further insight into the role of surface stress in the clean and
H-induced reconstructions. In the case of the clean surface (1×1) → (5×1)-hex
transition, the results reinforce the more recently-held view that this transition
does not reduce the surface tensile stress. Indeed, while the previous calculation
indicated almost no change in the surface stress associated with this transforma-
tion [171], the new calculations presented here show that if the thickness of the
slab used in the calculation is increased sufficiently to account fully for the sub-
surface relaxations of the (5×1)-hex phase, there is actually a significant increase
(of ∼1.0 Nm−1) in the tensile surface stress. Nevertheless, the surface energy
is reduced, consistent with the fact that the (5×1)-hex phase is found to be the
equilibrium structure. A previous experimental study of the H-induced transition
to the (5×1)-AR phase, however, has shown that this transformation is accompa-
nied by a reduction in the tensile surface stress of 1.7 Nm−1, an effect reproduced
in the present theoretical calculations that show a closely similar value for the
reduction of 1.76-2.06 Nm−1, depending on the H coverage in the range 0.6-0.8
ML.
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Chapter 7

Methanethiolate adsorption on
Cu(100) and Cu(111)

7.1 Introduction
Over the last couple of decades a significant amount of effort has been invested in
understanding the interaction of n-alkanethiols (CH3(CH2)n−1SH) with coinage
metal surfaces (Cu, Ag, Au) [182–185]. This work has been motivated by the cur-
rent and potential applications of the resulting self-assembled monolayers (SAMs)
of deprotonated thiols (CH3(CH2)n−1S - thiolates) in electronic materials and
chemical and biochemical sensors (e.g. [186–188]). Methanethiolate is the sim-
plest such species, with n = 1, and can be readily produced on many surfaces
either by deprotonation of methanethiol or by S-S bond scission of dimethyl disul-
phide ((CH3S)2 - DMDS).

On Cu(100) it has been found that, for various chain lengths, thiolates oc-
cupy four-fold hollow sites on the unreconstructed Cu surface [189–192] and, at a
thiolate coverage of 0.25 ML, a p(2×2) structure is observed. Such a phase is not
uncommon for small molecular adsorbates at low coverage on fcc(100) surfaces.
Indeed, S is also adsorbed in a p(2×2) phase on Cu(100) at low coverage and sim-
ilarly occupies four-fold hollow sites. Interestingly, however, the p(2×2) phases
of CH3S and S on Cu(100) are two of the few cases where experimental evidence
exists for adsorbate-induced lateral strain without major reconstruction. For the
Cu(100)(2×2)-S system, several independent investigations have indicated that
the four surface Cu atoms surrounding the S atoms are displaced radially out-
wards from the S atom (see the p(2×2) structure of Figure 7.1) by approximately
0.03 Å [193–196], while there is evidence of a significantly larger radial strain,
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0.12 Å, in the Cu(100)(2×2)-CH3S system [197]. Such outward relaxations are
typically expected to be a signature of adsorbate-induced compressive surface
stress.

Figure 7.1: Schematic diagrams of p(2×2) and c(2×2) atomic adsorbate struc-
tures on the fcc(100) surface with adsorbates (yellow) occupying 4-fold coordi-
nated hollow sites. Enclosed within the dashed lines are (2×2) unit cells while
the blue arrows in the p(2×2) structure show the direction of surface Cu atom
relaxation in the case that adsorption induces compressive surface stress. In the
c(2×2) structure the surface layer Cu atoms are pinned by the adsorbates and
are therefore unable to relax laterally.

For the methanethiolate/Cu(100) system, greater exposure results in a faulted
c(2×2) phase, which has been attributed either to a rumpling of the surface [198]
or a periodic adsorbate vacancy array [192]. A commonly observed high coverage
adsorbate arrangement, particularly for atomic adsorbates, on the coinage metals
is that of a c(2×2) structure (e.g. S on Ni(100) [199]), which corresponds to an
adsorbate coverage of 0.5 ML. A possible reason why such a structure may not
be realised for some adsorbate systems, however, is that, contrary to a p(2×2) or
a faulted c(2×2) structure, the symmetry of a pure c(2×2) phase does not allow
any lateral relaxation of the Cu-Cu spacing, thus denying an important stress
relief mechanism (see Figure 7.1). In this regard, it is noteworthy that S also
does not form a c(2×2) phase on Cu(100), instead realising a (

√
17 ×

√
17)R14◦

phase incorporating 0.47 ML of S [200]. Although no quantitative structure
determination exists for this structure, one suggested model [199] comprises a
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rotated (100)-type c(2×2) reconstructed outer layer that has Cu-Cu distances
3 % larger than those of the underlying Cu(100) substrate. Of course, while
Cu and Ni are both fcc solids with lattice parameters that differ by only 2 %,
their electronic and chemical properties differ considerably. Nevertheless, the
observed local surface strain in the Cu(100)(2×2)-S phase, and the fact that the
high-coverage phase may involve a strained reconstructed layer, does suggest that
adsorbate-induced compressive surface stress may be an important factor in the
structure of this surface.

On the (111) surface of coinage metals, adsorption of alkane thiols induces a
substantial surface reconstruction [201]. For methanethiol (n = 1) [202, 203] and
octanethiol (n = 8) [204, 205] on Cu(111) this reconstruction is believed to take
the form of a restructuring of the outermost Cu layer to a rotated pseudo square
arrangement with the S headgroups occupying four-fold coordinated hollow sites,
as found on the Cu(100) surface. In this case, however, the surface periodicity, de-
termined by STM [202], suggests that the Cu-Cu separation of the surface layer,
which is incorporated in a

(
4 3
3 −1

)
surface mesh (see Figure 7.2), is approximately

15% larger than that of the Cu(100) surface. Although no quantitative structure
determination has been carried out for this system, this model has been supported
by MEIS data which were found to be consistent with the surface containing just
one reconstructed Cu layer incorporating 2/3 ML of Cu adatoms. Since a square
mesh is incommensurate with the (111) surface, it is clear that there is consid-
erable scope for the Cu-Cu spacing of the overlayer construction to find a value
which provides effective stress relief in the surface layer. Therefore, the fact that
there is a large increase in the Cu-Cu spacing relative to (100) surface, and that
significant strain has been measured in the Cu(100)(2×2)-CH3S system, raises
an interesting question: Does methanethiolate adsorption on Cu(100), where the
surface layer periodicity is fixed by the underlying bulk, indeed induce significant
compressive surface stress? If so, does this impact detrimentally on the sur-
face energy of a c(2×2) adsorbate structure, making one of the proposed faulted
phases more favourable? Answering these questions is the focus of section 7.3.
In addition, DFT calculations provide a means to find low-energy solutions for
the quantitative structure of the high coverage Cu(111)-CH3S system, and can
thus provide evidence regarding the physical plausability of the proposed pseudo
square reconstruction. The results of such calculations are presented in section 7.4
and are analysed in conjunction with new multiple scattering MEIS simulations
performed by Daniel Sheppard at the University of Warwick.
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Figure 7.2: Schematic diagram of the pseudo square overlayer found to satisfy
MEIS data for methanethiolate on Cu(111) [203]. Only the S atoms (yellow) of the
thiolates are shown because the scattering cross section of the other constituent
atoms is too small for them to be observed in the MEIS experiment. The lateral
registry of the outermost Cu layer (shaded more darkly for clarity) with the
underlying substrate is arbitrary.

7.2 Computational details
The DFT calculations presented in this chapter have been performed with the
RPBE exchange-correlation functional [73] and ultrasoft pseudopotentials (see
section 3.2.4). On Cu(100) 9-layer double-sided Cu slabs with the middle three
layers fixed to the bulk lattice parameter have been used to simulate the (2×2)
adsorbate structures while the c(6×2) models, required to simulate the proposed
faulted c(2×2) models, have been constructed using a 5-layer double-sided Cu slab
with only the centre layer constrained. A c(2×2) structure generated using both
5- and 9- layer slabs was found to give an adsorption energy 26 meV larger using
the 5 layer slab as well as a slightly smaller value, by 0.1 Nm−1, for the surface
stress. For the Cu(111) surface, the (2×2) and (3×2) structural optimisations
were conducted using 5-layer single-sided Cu slabs while adatom-reconstructed
surfaces have been simulated using 3-layer slabs. In all 5-layer Cu(111) slab
calculations the bottom 2 layers were constrained to bulk positions while the
bottom layer only was constrained in the 3-layer slabs. All other calculation
parameters were converged according to the considerations of chapter 3.

In order to compare the relative energies of surface structures involving differ-
ent numbers of adsorbates and Cu adatoms, the surface energy, γ, is calculated
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using equation 3.37 where the adsorbate reservoir for the thiolates is chosen to
be gas phase dimethyl disulfide ((CH3S)2 - DMDS), such that Er is equal to half
the energy of a DMDS molecule calculated in the gas phase. To allow additional
comparison, the same energy is also substituted into the normal definition of
adsorption energy, Ea (see equation 3.35), in place of Eads, to give the energy
released upon adsorption per thiolate (reaction energy),

E∗a = Ecr+ads − (Ecr +NadsEr)
Nads

. (7.1)

Similarly, owing to the fact that a surface is usually exposed to gaseous S2

if one wishes to create S adsorption phases experimentally, the energy of S2 has
been calculated in the gas phase and used as the S reservoir for the calculation of
γ and E∗a. In most cases, and especially so for the c(6×2) missing row structure of
methanethiolate on Cu(100), it was necessary to conduct multiple optimisations,
incorporating a range of molecular twists and azimuthal orientations, to ensure
that the lowest energy structure had been found. Simulated STM images of the
surface structures were generated using the Tersoff-Hamann approximation (see
section 3.3.5).

7.3 Adsorption on Cu(100)

7.3.1 Previous work

On the Cu(100) surface it is well known that thiolates form a p(2×2) phase at
low coverage and, for the case of methanethiolate adsorption, a surface extended
X-ray absorption fine structure (SEXAFS) study, conducted by Kariapper et al.
[191], has determined that the S-C bond is orientated normal to the surface with
a bond length of 1.83±0.05 Å. Furthermore, a MEIS experiment by Sheppard
et al. [197] has determined an estimated shift in the radial lateral displacement
of the Cu atoms from bulk continuation sites of 0.12±0.04 Å upon adsorption,
with an accompanying outward relaxation of the surface layer of 0.08±0.04 Å.
These conclusions provided support for an earlier theoretical study by Ferral et
al. that also revealed this effect, reporting values of 0.04-0.09 Å and 0.05-0.08
Å for the outward radial and perpendicular relaxations, respectively [206]. At
higher coverage, STM studies by Driver et al. [198] and Kondoh et al. [192] have
shown that there is a propensity for thiolates to form a c(6×2) phase. It should be
noted, however, that no LEED investigation of this surface has been possible since
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methanethiolate is extremely sensitive to electron beam decomposition [198].

7.3.2 (2×2) models

The aim of this investigation was to determine the structure of the high cov-
erage c(6×2) phase and explore the role of surface stress in the methanethio-
late/Cu(100) system. An important first step in doing this, however, is to under-
stand the role of surface stress in the known p(2×2) structure. Included in Table
7.1 are the results of the energetically preferred optimisations of the various mod-
els explored. In all cases occupation of 4-fold hollow sites only has been assumed
for the thiolate species. For methanethiolate adsorbed in both the p(2×2) and
c(2×2) structural phases there are two local minimum energy geometries above
the 4-fold hollows that have similar adsorption energy, namely an erect and tilted
species. An interesting observation, however, is that the energetic hierarchy of
the erect and tilted adsorption geometries differs at low and high coverage. At
the lower coverage of 0.25 ML the S-C bond of the thiolate is erect (0.2◦ to the
normal), in agreement with the previous SEXAFS study [191], but in the pre-
ferred geometry at 0.5 ML the S-C bond is tilted at an angle of 23.7◦ to the
normal (see Figure 7.3). Both values are in good agreement with the DFT study
of Ferral et al. [206] who found 0.0◦ and 24.8-26.8◦, depending on the starting
structure, for the tilt angles of the S-C bond in lowest energy p(2×2) and c(2×2)
phases, respectively. A further comparison that can be made between the present
study and previous structural investigations is the S-C bondlength in the p(2×2)
phase, the value determined in the present DFT investigation of 1.853 Å (not
included in the Table 7.1) being in excellent agreement with the SEXAFS result
(1.83±0.05 Å [191]) and the value reported in the previous DFT study of this
system (1.852 Å [206]).

The outward radial expansion of the Cu atoms bonded to methanethiolate
in the p(2×2) phase (see Figure 7.1) relative to the clean surface can also be
compared to experiment. The value of 2.0% calculated here, corresponding to
a lateral shift of 0.04 Å away from bulk continuation sites, is qualitatively con-
sistent with the MEIS results of Parkinson et al. [203], although the reported
lateral atomic shift of 0.12±0.04 Å is somewhat larger than that found in the
present study. Nevertheless, these values can be compared to the p(2x2) phase
of S on Cu(100). In this case the radial expansion of the Cu atoms bonded to
S is calculated to be 0.9%, corresponding to a smaller lateral shift of 0.02 Å.
Once again, this smaller shift in the Cu(100)(2×2)-S system compared to that of
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Figure 7.3: Schematic diagrams of lowest energy p(2×2) and c(2×2) adsorbate
structures of methanethiolate on Cu(100). Enclosed within the dashed lines are
(2×2) unit cells while the blue arrows in the p(2×2) structure show the direction
of surface Cu atom relaxation. In the c(2×2) structure the surface layer Cu atoms
are pinned by the adsorbates and are therefore unable to relax laterally.

Cu(100)(2×2)-CH3S is consistent with experimental results, with reported values
being around 0.03 Å [193–196]. A possible explanation for this difference between
the magnitude of the radial expansion for these two systems is that atomic S is
bound more strongly to the Cu(100) surface than CH3S (Ea = 4.783 eV for S as
opposed to Ea = 2.196 eV for CH3S). This is a accompanied by a shorter equilib-
rium bondlength to the surface Cu atoms for S (2.29 Å as opposed to 2.35 Å for
CH3S) and may be expected to lead to a correspondingly smaller radial expansion
of the underlying Cu. However, the calculation of surface stress presented here
allows further insight. The tensile surface stress of the clean Cu(100) surface, a
feature which is universally present at clean metal surfaces (see section 2.1.4), is
reduced only slightly by adsorption of methanethiolate in the p(2×2) phase, from
1.2 Nm−1 to 0.7 Nm−1. Furthermore, this surface stress differs by less than 0.1
Nm−1 for the species adsorbed in its erect and tilted form, the erect species being
favoured by 30 meV per adsorbate. In contrast, the adsorbate-induced compres-
sive surface stress is much greater in the c(2×2) phase, leading to a large overall
compressive surface stress of 3.0 and 2.6 Nm−1 in the two principle directions for
the tilted species. Significantly though, the surface stress is considerably larger,
by approximately 1.1 Nm−1, when the adsorbates are erect. This surface stress
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difference is reflected in the relative surface energy of the high coverage system
with methanethiolate adsorbed in its erect and tilted forms, the tilted species be-
ing energetically preferred by 32 meV per thiolate in the higher coverage c(2×2)
phase.

7.3.3 c(6×2) phase

7.3.3.1 Buckled c(6×2) model

As discussed in section 7.1, two plausible interpretations of the structure of the
c(6×2) structure have been suggested, namely a periodic rumpling of a c(2×2)
structure and a periodic adsorbate vacancy array, both of which have the poten-
tial to provide a surface stress relaxation mechanism not afforded by a c(2×2)
structure.

[011]

[010]

[100]

[011]

Figure 7.4: Top and side views of one of the starting models considered when
searching for a stable rumpled c(2×2) structure for thiolate adsorption on
Cu(100). A c(6×2) unit cell is enclosed by the dashed line while the mirror
plane of the unit cell is indicated by the dot-dash line.

All attempts to find a stable buckled c(2×2) structure, one of the starting
models for which is shown in figure 7.4, failed however; in all cases optimisation
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of starting structures of this type led to a c(2×2) structure, identical to one
of those reported in Table 7.1. Thus it is concluded that the buckled c(2×2)
structure can be discounted as a possible model for the experimentally observed
c(6×2) phase.

7.3.3.2 Missing row model

Although it was shown in section 7.3.3.1 that a buckled c(2×2) model cannot
account for the observed c(6×2) phase of methanethiolate adsorption on Cu(100),
there is another plausible model for this phase, proposed by Kondoh et al. [192]
and introduced in section 7.1, in which every third thiolate row of a c(2×2)
structure is vacant. Shown in Figure 7.5 is the energetically preferred solution
of this type, with a reaction energy, as defined in section 7.2, of 860 meV per
thiolate. Indeed, this relatively large reaction energy corresponds to a lower
surface energy for the system than both the p(2×2) and c(2×2) lowest energy
models by 8 meVÅ−2. Although all models were initialised without the imposition
of surface symmetry, as shown in Figure 7.5, this particular optimised model does
contain a mirror plane in the [011] direction. The vacant 4-fold hollows in this
missing row structure clearly allow good relief of the surface stress, the two Cu-
Cu diagonals under the adsorbed methanethiolate increasing by 1.7% and 1.8%.
In contrast to the large compressive stress of the c(2×2) model, the resulting
structure exhibits only a very small compressive surface stress of about 0.15 Nm−1

in the principle directions. Another interesting feature of this lowest energy model
is that consecutive rows of thiolates are tilted in opposite directions, an effect
which maximises the physical separation of the methyl head groups. Furthermore,
the azimuthal orientation of the methyl head groups, which are rotated by 60◦

relative to those of the tilted species in the c(2×2) model (see Figure 7.3), also
maximises this separation. Indeed, the smallest distance between atomic locations
of atoms associated with different thiolates is 2.84 Å for the c(6×2) structure,
significantly larger than that found for the c(2×2) structure, 2.17 Å.

A test of the validity of this model can be made by comparing its total energy
with that of the lowest energy (3×2) structure with the same adsorbate coverage.
As shown in Table 7.1, the surface energy is indeed lower for the c(6×2) structure,
by 1.2 meVÅ−2. A likely reason for this is that the surface layer Cu atoms, which
in the c(2×2) reconstruction would be bonded to the ‘missing’ thiolates, can
accommodate strain without azimuthally skewing the relative locations of Cu
atoms in the two rows under these ‘missing’ adsorbates.
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[011]

[010]

[011]

[010]

[011]

[010]

[011]

[010]

Figure 7.5: The preferred optimised missing row model for the c(6×2) phase of
thiolate adsorption on Cu(100), structural parameters for which are presented
in Table 7.1. A c(6×2) unit cell is enclosed by the dashed line while the mirror
plane of the unit cell is indicated by the dot-dash line.

7.3.3.3 STM images

Since STM images of the thiolate covered surface are available in the open litera-
ture, a comparison can be made between these and theoretical STM images of the
proposed c(6×2) missing row structure. Figure 7.6 shows three simulated STM
images of the missing row structure (upper row of panels), generated using the
Tersoff-Hamann approximation (see section 3.3.5), along with two published STM
images of the c(6×2) phase (lower row of panels). The simulated images, which
are recorded at distances from the outer Cu layer of the surface in the range 5-9
Å, vary substantially in appearance. In the right panel, which shows the image
taken closest to the surface, features that have the distinctive triangular shape
of the methyl headgroups are clearly displayed. As the distance from the surface
increases, however, the bright STM features become circular (centre panel). At
even greater distance from the surface, pairs of features begin to merge, creating
the appearance of just two larger elliptical features per (6×2) unit cell.

Attempting to describe the real STM images in Figure 7.6 is a much more
formidable task, in part due to limited spacial resolution, in part due to the
inhomogeneity of the surface. The c(6×2) regions in both images do clearly
contain a regular array of two bright features per (6×2) unit cell, which, in itself,
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Figure 7.6: Displayed in the upper row of panels are three simulated images of the
c(6×2) missing row structure, recorded at decreasing distance from the surface
from left to right, at 9 Å, 7 Å and 5 Å. The bias is -0.33 V. The lower row of
panels contains two experimental room temperature STM images, published by
Driver et al. in reference [198]. Both images show regions of c(6×2) periodicity,
one subsequent to adsorption of DMDS (left panel) using a bias voltage of -0.33
V and tunnel current of 1.1 nA, the other following adsorption of methanethiol
(right panel) using a bias of -0.25 V and tunnel current of 1.4 nA. In each image
a c(6×2) unit cell is enclosed by a solid white line. The lower left image also
contains a region of c(2×2) periodicity running down the image, slightly right of
centre. A unit cell of this phase is also highlighted in this image.
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is consistent with the large-distance simulated image in the upper left panel of the
figure. In the lower left panel of Figure 7.6 however, which contains an STM image
of the surface recorded during exposure of a clean Cu(100) surface to DMDS, these
strong features are approximately circular, in contrast to the elliptical features
of the simulated image. In addition, these features are accompanied by the same
number of less prominent, elongated features aligned approximately in the [010]
direction. Conversely, in the image in the lower right panel of Figure 7.6, recorded
following exposure of the clean surface to methanethiolate, the bright features
themselves appear to be elongated in the direction of the diagonal of the (6×2)
unit cell, and no weaker accompanying features are visible.

What is clear is that the same reconstruction can produce rather varied STM
images depending on the conditions, both in the experimental and simulated
cases. A further complication in making a direct comparison between the simu-
lated and experimental images comes from the fact that the simulated images are
for the optimised ground state structure, whereas the experimental ones consist
of a time-averaged representation of the surface at approximately room temper-
ature. In this regard, by observing the number of similar structures found in
relatively close proximity to the lowest energy structure and by monitoring the
slow convergence of the models, the DFT simulations performed in this work have
shown that there is a rather flat energy minima in which the orientation of the
thiolates lie. Hence, there will certainly have been significant movement of the
methanethiolate species at the temperature at which the experimental images
were recorded. Almost freely rotating methyl head groups are likely to lead to
rounding and smearing of features in the experimental images, while a changing
angle of the S-C bond relative to the Cu surface is likely to result in elongation
and further smearing of these features.

An additional feature of sequential STM images of this reaction is the emer-
gence of metastable regions of c(2×2) periodicity, an example of which can be seen
in the centre of the lower left image of Figure 7.6, which are subsequently replaced
by the c(6×2) phase. In fact, while the adsorption energy per adsorbate is great-
est in the p(2×2) reconstruction, and is thus observed at low coverage, as shown
in Table 7.1, the c(2×2) reconstruction incorporating the tilted methanethiolate
species has a lower surface energy, albeit by just 0.03 eVÅ−2. In order to transform
the surface from the p(2×2) to the c(6×2) reconstruction, it is necessary to relo-
cate 1/3 of the adsorbed methanethiolate species and adsorb an additional 1/3.
In contrast, creating the c(2×2) reconstruction from the p(2×2) reconstruction
only requires the adsorption of additional methanethiolate species in the four-fold
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hollows not already occupied. It appears, therefore, that the energy barrier to
restructure the surface is sufficient to prevent the immediate emergence of the
c(6×2) phase. Interestingly, since the 0.33 ML c(6×2) phase contains a lower
adsorbate coverage than the metastable 0.5 ML c(2×2) phase, the local coverage
is lowered by the restructuring to the c(6×2) phase. This is rather unusual since
one normally associates the saturated surface with the phase of highest coverage.
In order for this restructuring to occur, c(2×2) regions must either engulf regions
of the surface that still exhibit the lower coverage p(2×2) phase or desorption of
thiolates must occur, probably as DMDS.

7.3.3.4 Adatom models

Although a c(6×2) model has been found that has significantly lower surface
energy than other proposed models of the surface, the agreement between the
simulated and experimental STM images is not perfect. While there are plausi-
ble reasons why this may be the case (discussed in section 7.3.3.3), it is certainly
prudent to explore alternative models. One consideration in this regard is that,
rather than adsorbing directly on the clean surface, it is not uncommon for ad-
sorbing species to induce a more complex reconstruction of the surface, whereby
the adsorbing species is incorporated within an overlayer structure that also in-
cludes substrate adatoms. Indeed, several examples of such reconstructions on
Cu are discussed within this thesis (e.g. methoxy on Cu(110) - section 5.1 and
methanethiolate on Cu(111) - section 7.4), including the (

√
17 ×

√
17)R14◦ re-

construction of atomic sulphur on Cu(100) alluded to in section 7.1. There is
no prior evidence to suggest that the c(6×2) phase is not another example of
this kind of reconstruction. Therefore, in an attempt to discover a model with
a lower surface energy than that of the c(6×2) missing row model (39.0 eVÅ−2),
that may provide an improved fit to the STM images, additional optimisations
have been carried out for structures containing Cu adatoms at various values of
the coverage.

In the case of a c(6×2) phase, the adatom coverage can take values in incre-
ments of 1/6 ML so optimisations were carried out at adatom coverages of 1/6,
1/3, 1/2, 2/3 and 5/6 ML. Additionally the thiolate coverage has been varied
between 1/3 ML and 1/2 ML. An attempt was made to start the optimisations
in plausible geometries, with all bonding distances at reasonable values. In all
cases, however, there was substantial optimisation from these guessed geometries,
in general leaving the Cu adatoms close to bulk continuation sites of the substrate.
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Figure 7.7: Cu adatom adsorption models for the c(6×2) reconstruction of
methanethiolate adsorption on Cu(100). The Cu adatom and methanethiolate
coverages are given below each model. In each image a c(6×2) unit cell is enclosed
with the dashed line.
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Table 7.2: Surface energies of the most energetically favourable Cu adatom model
found for each value of the Cu adatom and thiolate coverage explored for the
c(6×2) phase of methanethiolate adsorption on Cu(100).
Cu adatom coverage (ML) Adsorbate coverage (ML) γ (meVÅ−2)

0.5 0.33 59.9
0.67 0.33 51.3
0.83 0.33 52.7
0.17 0.5 58.2
0.33 0.5 49.0
0.5 0.5 63.2
0.67 0.5 59.5

The surface energies of the most energetically favourable resulting structure for
each value of the adatom coverage is presented in Table 7.2. None of these struc-
tures have a lower surface energy than the c(6×2) missing row structure. In fact,
even the most favourable adatom structure found has an associated surface en-
ergy that is 10.0 eVÅ−2 greater than this model. Therefore, it is unlikely that
adsorption of methane thiolate in any Cu adatom structure will reduce the surface
energy of Cu(100) by more than the c(6×2) missing row model.

7.4 Adsorption structure on Cu(111)

7.4.1 Previous work

For methanethiolate adsorption on Cu(111), early NEXAFS [207], SEXAFS [208]
and NIXSW [209] results have been used to deduce that a major reconstruction
of the surface occurs. By aligning an STM image with the sample orientation
(determined by LEED), and with regions of clean surface, Driver et al. concluded
that the stable surface comprises a 4.06Å×4.18Å pseudo square overlayer mesh
with an included angle of 88.7◦ [202]. This corresponds to a formal relationsip
with the substrate of

(
4 3
3 −1

)
.

The proposed one-layer overlayer reconstruction (see Figure 7.2), which in-
corporates a Cu adatom coverage of 2/3 ML and a thiolate coverage of 1/3 ML,
has been shown to be consistent with the increased ion yield detected in a MEIS
experiment conducted by Parkinson et al. [203], compared with that of the clean
Cu(111) surface prior to depositing DMDS. However, the ion yield in such an
experiment comprises a sum of scattering contributions from all surface atoms
and the contribution of an individual atom to this yield is affected mainly by
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the degree of shadowing it experiences from atoms in the vicinity of the path
between the atom and the incident ion beam. Since the majority of overlayer
atoms comprising the pseudo square mesh are necessarily located far away from
continuation sites of the surface (fcc three-fold hollow sites) and thus do not sig-
nificantly shadow lower substrate atoms, the choice of lateral registry with the
substrate was, as expected, found to make no significant difference to the overall
yield, and was dependent only on the number of atoms/layers included in the
overlayer structure. Therefore, the precise registry of the overlayer Cu atoms
with the underlying substrate remained unknown.

More recently, two DFT studies of this system have been undertaken. Ferral
et al. considered adsorption of methanethiolate on the clean unreconstructed sur-
face only [206], the saturated phase for which is metastable and is only observed
below 173 K [210]. It was concluded that on this surface there is little energetic
preference for either hollow site or bridge site adsorption, the exact ordering de-
pending on coverage. In the study of Grönbeck [211], however, it was found that
an ordered overlayer reconstruction incorporating 2/3 ML Cu had a lower surface
energy than both the most energetically favourable model on the unreconstructed
surface, the (

√
3 ×
√

3)R30◦ reconstruction, and another Cu adatom model in-
spired by the thiolate - Au - thiolate complexes that are believed to exist on the
surface following deposition of thiols on Au(111) [212].

7.4.2 Adsorption on clean Cu(111)

While the focus of this investigation was to explore the structure of the over-
layer reconstruction formed by methanethiolate on Cu(111), in order to compare
with previous DFT studies of this system and to consider the functional depen-
dency of the results, initial calculations were performed for adsorption on the
unreconstructed Cu(111) surface. Table 7.3 provides a comparison of the results
of the present DFT calculations with those of previous DFT studies for adsorp-
tion for this system, both in the low coverage p(2×2) phase and higher coverage
(
√

3 ×
√

3)R30◦ phase (see Figure 7.8). In both cases, the adsorption energy
value found in the present study is significantly smaller than those of the other
studies. These differences can be ascribed to the different choice of functional
used; the RPBE functional typically underbinds relative to the PBE functional
(see section 3.1.4). Nevertheless, the adsorption structures compare favourably
with those found in previous DFT studies, all bond lengths at variance with one
or both previous studies by less than 0.01 Å. Furthermore, the surface energy of
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Table 7.3: Adsorption energy, surface energy change due to adsorption - ∆γ, and
selected structural parameters for methanethiolate adsorbed in the p(2×2) and
(
√

3×
√

3)R30◦ phases on the unreconstructed Cu(111) surface.
Phase p(2×2) (

√
3×
√

3)R30◦
Study present Ferral et al. [206] present Ferral et al. [206] Grönbeck [211]
Functional RPBE PBE RPBE PBE PBE

Ea (eV) 1.932 2.838 1.833 2.433 not reported
∆γ (meVÅ−2) -25.3 not reported -28.1 not reported -44
S-Cu (Å) 2.297 2.298 2.301 2.298 2.27
[S-Cu]z (Å) 1.960 not reported 1.813 not reported 1.86
S-C (Å) 1.845 1.850 1.846 1.847 1.85
S-C tilt (◦) 47.2 45.05 29.5 36.12 42

the (
√

3×
√

3)R30◦ reconstruction is 2.8 meVÅ−2 lower than that of the p(2×2)
phase, in agreement with the experimental observation of the (

√
3 ×
√

3)R30◦

phase at saturation coverage at low temperature [210].

Figure 7.8: Schematic diagrams of lowest energy p(2×2) and (
√

3×
√

3)R30◦ ad-
sorbate structures for methanethiolate adsorption on Cu(111). For each structure
a primitive unit cell is enclosed within the dashed line.

7.4.3 Overlayer models

Although the (
√

3 ×
√

3)R30◦ phase shown in Figure 7.8 is stable on the clean
surface at low temperature, this phase is, in fact, only metastable. As discussed
in section 7.4.1, at temperatures greater than 173 K a reconstruction occurs to a
larger mesh, believed to have a formal relationship with the substrate of

(
4 3
3 −1

)
(see Figure 7.2). STM images of this phase (an example is shown in Figure 7.10)
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display five bright features per unit cell that are arranged in a pseudo square
array, suggesting that the surface reconstruction includes five methanethiolate
species per unit cell. Based upon these images, it has also been inferred [202]
that the outer layer of the Cu surface has reconstructed likewise to form a pseudo
square array, incorporating 10 Cu atoms per unit cell, such that all S head groups
are four-fold coordinated to Cu adatoms in a pseudo c(2x2) overlayer mesh. This
assumption has been supported by a MEIS investigation of this system as dis-
cussed in section 7.4.1. However, recent DFT calculations performed by Grön-
beck [211] have shown that, while this phase is preferred energetically over the
(
√

3 ×
√

3)R30◦ phase, the Cu adatoms of the reconstructed outer layer do not,
in fact, form a simple pseudo square mesh as anticipated. Optimisation of such a
structure resulted in these atoms being displaced far from their starting locations,
rendering some of the thiolates undercoordinated to the surface relative to the
four-fold coordination in the pseudo square model of Figure 7.2. Such a structure
can no longer be guaranteed to provide a regular pseudo square array of features
in an STM image, nor can it be guaranteed to provide the same ion yield as the
previously proposed pseudo square mesh in a MEIS experiment. Thus it is no
longer valid to assume that the

(
4 3
3 −1

)
overlayer should contain 10 Cu atoms per

unit cell.

7.4.3.1 Structural optimisations

In order to explore the possible structures that could comprise the overlayer recon-
struction of methanethiolate on Cu(111), three independent optimisations were
carried out initially, starting from a pseudo-square Cu adatom / methanethio-
late overlayer (10 Cu + 5 CH3S) with differing lateral registry to the underlying
Cu(111) substrate. In all cases, the same optimised structure resulted, albeit
with small alterations due to methyl group rotations and, in some cases, with
180◦ rotation of the overlayer relative to the substrate (thereby exchanging fcc
and hcp sites). The total energy of each of these structures was within 11 meV of
the most energetically favourable structure incorporating 10 Cu adatoms, model
Ad10 in Figure 7.9. An additional optimisation was carried out starting from a
modified version of Ad10 where the 5 thiolate species had been moved laterally by
approximately 4 Å. Once again, starting from this incredibly unfavourable initial
configuration, the structure returned to the same model, Ad10. It is quite likely,
therefore, that the most favourable configuration for an overlayer containing 10
Cu adatoms and 5 thiolates has been found. This is the same qualitative struc-
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Figure 7.9: Schematic diagrams of the lowest surface energy Cu adatom overlayer
adsorbate structures found for methanethiolate on Cu(111) incorporating 8 - 12
Cu adatoms. In each image a unit cell is enclosed within the dashed line.
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ture as that found by Grönbeck [211]. In the present study the surface energy
for this model is calculated to be 2.5 meVÅ−2 smaller than that found for the
(
√

3×
√

3)R30◦ reconstruction on the clean surface. This is in perfect agreement
with Grönbeck who published a corresponding value of 3 meVÅ−2.

While the low surface energy calculated for model Ad10 does suggest that
reconstruction to this overlayer structure is physically plausible, it does not rule
out the existence of more favourable overlayer structures, incorporating a different
number of Cu adatoms. In order to explore this possibility, many additional
models have been optimised that incorporate between 8 and 12 Cu adatoms and
5 methanethiolate adsorbates. The surface energy change due to adsorption of
DMDS of the most favourable structure for each value of the adatom coverage
is included in Table 7.4, the corresponding structures for which are represented
schematically in Figure 7.9. In most cases there is a strong preference for Cu
adatom adsorption close to 3-fold hollow sites, but neither this tendency nor the
differing number of Cu atoms included induces a significant disturbance to the
relative locations of the thiolate species. This suggests that there may be a strong
repulsive interaction between the methyl groups inhibiting them from residing
closer together. In fact, all of the models shown in Figure 7.9 apart from Ad12
are energetically preferable to the (

√
3×
√

3)R30◦ reconstruction (see Table 7.4).
Moreover, the energetic similarity of these models suggests that the surface is
likely to be comprised of a combination of these, and other low energy structures,
depending on the local availability of Cu adatoms. Additional optimised models
incorporating between 5 and 7 Cu adatoms (not shown) were found to have a
significantly larger associated surface energy however, suggesting that 8/15 ML
Cu adatoms may be a lower bound for the Cu adatom coverage.

Since the low energy models shown in Figure 7.9 vary in the number of oc-
cupied three- and four- fold coordinated adsorption sites, the energetic similarity
of the models also suggests that there is little energetic difference between three-
fold and four-fold coordinated thiolate adsorption. However, in all cases the
interatomic spacing between the overlayer Cu adatoms bonded to thiolates is sig-
nificantly larger than on the unreconstructed Cu(111) surface. Indeed, thiolate
adsorption on the unreconstructed Cu(111) surface in the (

√
3×
√

3)R30◦ phase
induces an average increase of 2.2 % for the separation of Cu atoms bonded to
the same thiolate, corresponding to a lateral atomic strain of 0.03 Å away from
bulk continuation sites.
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Table 7.4: Surface energy change due to adsorption, ∆γ, and the difference in
height of the C atoms above the surface, ∆hC , for the low energy structures
shown in Figure 7.9 for the methanethiolate adsorption induced reconstruction
on Cu(111).
Model Cu adatom coverage ML ∆γ (meV) ∆hC (Å)

Ad8 0.53 -30.9 0.16
Ad9 0.6 -29.5 0.25
Ad10 0.67 -30.6 0.11
Ad11 0.73 -29.8 0.08
Ad12 0.8 -24.1 0.14

7.4.3.2 STM images

An interesting feature of the various overlayer models is the small variation, ∆hC
in Table 7.4, of the height above the surface of the C atoms of the thiol groups.
At most this variation is 0.25 Å, in model Ad9, but in most cases is significantly
smaller. Features associated with the thiol groups in STM images can thus be
expected to be of similar intensity. As is the case for methanethiol adsorption
on Cu(100), discussed in Section 7.3, published images of the thiolate covered
Cu(111) surface have been made available in the open literature. Therefore, a
direct comparison can be made between these and simulated STM images of the
most energetically favourable overlayer structures found in this investigation. The
simulations have been performed for the two most favourable overlayer structures,
Ad8 and Ad10. These simulated images are presented in Figure 7.10 alongside a
real STM image published by Driver et al. [202].

The main aspect of the real image, the pseudo square arrangement of bright
features, is well replicated in the simulated images of both models. However,
while there are certainly differences in the intensity of the features in the exper-
imental image, the periodic variations in intensity and shape of the features in
the simulated images do not appear to be present in the real image. As reported
in section 7.4.3.1, several models were optimised with 10 Cu adatoms included.
Each of these returned the same qualitative optimised structure, but with dif-
fering methyl group rotations. Since all of these structures returned an energy
within 11 meV of the most favourable structure, the DFT calculations suggest
that there is only a small energetic cost of rotating at least some of the methyl
head groups. Therefore, the STM images of Driver et al. are likely to consist
of a time averaged representation of rapidly rotating methyl groups. This effect
is not replicated in the simulated STM images of Figure 7.10. Therefore, some
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Figure 7.10: Simulated STM images of the two lowest surface energy overlayer
models, Ad8 and Ad10, taken approximately 7.5 Å from the surface, and a real
room temperature STM image, recorded by Driver et al. [202], of adsorbed
methanethiolate on Cu(111). The experimental image was recorded using a bias
of -0.27 V and tunnel curent of 1.2 nA. In each image a

(
4 3
3 −1

)
unit cell is enclosed

by a solid black line.
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smearing / rounding of the simulated STM features is to be expected and could
be accountable for these variations in feature intensity.

The fact that there are multiple overlayer models with similar surface energy
allows a further plausible interpretation of the image. If the surface is indeed
comprised of a variety of overlayer models with a high phase boundary density,
the apparent pseudo square periodic array of bright features may arise because
of strong repulsive interactions between thiolates, similar to those believed to
account for the thiolate tilting in the c(6×2) reconstruction of methanethiolate
on Cu(100) (see section 7.3.3.2), keeping the thiolates rigidly spaced and not,
as previously proposed, due to the entire structure being periodic. In this case,
the Cu overlayer can be thought of as providing a sea of atoms above which
the thiolates can find the best possible separation, the competing factors being
energy reduction through increased density of thiolates and energy increase due
to electrostatic repulsion between them.

7.4.3.3 MEIS reevaluation

Using scattering simulations, Parkinson et al. have determined that a pseudo
square overlayer mesh such as that shown in Figure 7.2 is compatible with the
MEIS data collected for methanethiolate adsorption on Cu(111) [203]. However,
the DFT calculations presented here demonstrate that, in reality, a regular pseudo
square Cu adatom arrangement is not plausible on energetic grounds. Rather,
the Cu adatoms are strongly drawn towards hollow sites during geometry optimi-
sation, most of these atoms ending up very close to these high symmetry sites in
the final structures. The histogram in Figure 7.11 provides a visual comparison
of the lateral atomic displacements from hollow/ bulk continuation sites of the
Cu adatoms contained within the unit cell for the low energy structures shown
in Figure 7.9. In all cases a significant proportion of the overlayer Cu atoms lie
within 0.24 Å of hollow sites. Moreover, for models Ad10 and Ad11, over half
of the overlayer Cu atoms reside within this distance. This can be expected to
significantly increase shadowing of lower atomic layers, thus reducing the overall
ion yield.

To determine the magnitude of this effect, additional multiple scattering sim-
ulations have been conducted by Daniel Sheppard at the University of Warwick
for both incident beam direction in which data has been recorded (see Figure
7.11). All of the models shown in Figure 7.9 result in a smaller associated ion
yield than that of the originally proposed pseudo square reconstruction shown in
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Figure 7.11: Histograms of the lateral shifts of Cu adatoms in the overlayer {first
substrate} layer from 3-fold hollow {bulk continuation} sites for the low energy
overlayer structures shown in Figure 7.9.

Figure 7.2. Nevertheless, there is still a significant increase in yield relative to
that from the clean surface and the shadowing dip positions, which result from
blocking of the outgoing beam, remain largely unchanged.

A demonstration of the sensitivity of the MEIS technique to atomic displace-
ments of the overlayer atoms can be seen by noticing that models Ad8 and Ad11
have very similar MEIS yields, even though Ad11 contains 3 additional atoms in
the overlayer. The reason for this can be seen clearly in Figure 7.11 which shows
that Cu atoms are typically displaced further from hollow / bulk continuation
sites, particularly those in the first substrate layer. Bearing in mind this sensitiv-
ity, several attempts have been made to determine the source of the discrepancy
between the real and simulated MEIS yields. These include adding more un-
constrained substrate layers in the DFT calculations and optimising the models
using a very small maximum force tolerance (see equation 3.14) of 0.005 eVA−1.
However, neither of these attempts resulted in a significant change to the yield.

Another plausible reason for the difference in overall yield could be the choice
of vibrational amplitude enhancement, which is typically in the range 30-40 %
[213], of the overlayer Cu atoms. However, it was found that this enhancement
would need to be greater than 100 % in order to account fully for the discrepency,
a value which is thought to be unrealistic [213]. Since there are a number of
structures with similar corresponding surface energies, one further possible reason
for this discrepency is that the surface, as suggested in section 7.4.3.1, is likely
to comprise many different structures and have a high phase boundary density.
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Figure 7.12: Comparison of experimental MEIS spectra with spectra obtained
from multiple scattering simulations, performed by Daniel Sheppard, for the
energetically favourable overlayer models of the structure of the methanethio-
late/Cu(111) system. The 1 and 2 layer illuminations correspond to the two
different incident ion beam directions for which data has been recorded. Note the
y-axis has a different scale in the two plots.
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This may mean that many more Cu adatoms lie further from hollow sites, leading
to increased ion yield.

7.5 Conclusions
In this chapter the results from DFT calculations have been presented that have
been used to explore the adsorption structure of methane thiolate on Cu(100)
and Cu(111). On Cu(100), while the agreement between simulated and real
STM images is not perfect, energetic considerations suggest that thiolates are
incorporated in a c(6×2) reconstruction with an adsorbate coverage of 2/3 ML.
In contrast, for methanethiolate adsorbed on Cu(111), several overlayer models
have been found with lower surface energy than is possible for adsorption on the
unreconstructed surface. One may expect several of these phases, and others, to
be present on the surface, the local structure depending on the availability of Cu
adatoms.

Surface stress plays a clear role in the Cu(100)/methanethiolate system. The
c(2×2) reconstruction has a large associated compressive surface stress of -3
Nm−1, a tilted species being realised that reduces the surface stress by 1 Nm−1.
In contrast, the compressive surface stress is much smaller for the c(6×2) missing
row structure (0.15 Nm−1), the missing rows allowing good relief of surface stress.
A common theme throughout this study, however, is the large energetic penalty
for adsorbates being close together. Indeed, this is apparent in the c(6×2) miss-
ing row model on Cu(100) (see Figure 7.5), thiolates in adjacent rows having
opposite tilt angle, and also in the overlayer models for adsorption on Cu(111)
where adsorbates maintain a pseudo square array even though the underlying
Cu adatoms are far from the simple pseudo square arrangement predicted on the
basis of STM and MEIS results.

The surface energy change upon adsorption also provides a comparison be-
tween the relative stability of adsorption of DMDS on the two adsorption systems
studied in this chapter. On the Cu(100) surface, this energy change is -44.4 eVÅ−1

as opposed to -30.9 eVÅ−1 for adsorption on Cu(111). As discussed in section
2.1.1, it is common for the (100) of metal surfaces to be more reactive than the
(111) surface of fcc metals. In this case, the particularly small surface energy
change due to adsorption of -28.1 eVÅ−1 for the unreconstructed Cu(111) sur-
face, compared to that for the unreconstructed Cu(100) surface, has proved to be
a driving force for reconstruction to a more (100) type overlayer structure.
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Chapter 8

Concluding remarks

Contained within this thesis are several demonstrations of the power of DFT,
and its implementation in CASTEP, as a tool for studies of surface structure
and surface stress. It is interesting to compare the variety of adsorbate systems
explored within this thesis. It was long thought that metal surfaces maintained a
rigid chequerboard during heterogeneous catalytic reactions. This is qualitatively
the case for the adsorption and decomposition of furan discussed in chapter 4.1
and also for cytosine adsorption on Cu(110) in section 5.2 and methanethiolate
adsorption on Cu(100) in section 7.3. However, it is now accepted that this sim-
ple picture is not always correct. Indeed, there are multiple examples contained
within this thesis where metal adatoms are involved in the surface structure and
thus play a major role in related surface reactions. While the steady-state reaction
rate of formaldehyde synthesis from methanol is very slow on the clean Cu(110)
surface, it is much faster in the presence of oxygen. In this case, methanol inter-
acts with areas of O(2×1) reconstruction to induce a substantial reconstruction
of the surface, with 4 methoxy species and 4 Cu adatoms being incorporated
within the (5×2) unit mesh. In the case of methanethiol adsorption on Cu(111),
a complex overlayer reconstruction exists which is likely to comprise domains of
varying structure, depending on the local availability of Cu adatoms. Moreover,
the Ir(100) surface reconstructs in the absence of external species, and can be
further reconstructed by exposure to H.

The success of the joint experimental / theoretical investigations reported
within this thesis has been impressive. For both cytosine adsorption on Cu(110)
and methoxy adsorption on Cu(110), the combined results from PhD and DFT
were necessary to derive full solutions for the long range ordered structures, the re-
sulting bondlengths found by the two approaches agreeing within 0.1 Å. Similarly,
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it was this combined analysis that allowed an informed prediction to be made for
the structure of the C3H3 species thought to result from furan decomposition
on Pd(111). The complementary MEIS and DFT results presented in chapter 7
have allowed a good understanding of the surface strain and stress induced by
methanethiol adsorption on Cu(100) and also of the possible reconstruction mod-
els for methanethiol adsorption on Cu(111). Furthermore, excellent agreement
has been found between surface stress change measurements for H adsorption on
Ir(001) and those obtained using DFT calculations.

In several studies contained within this thesis, and others completed dur-
ing my PhD, multiple common functionals have been used in order to provide
a comparison between results obtained by them and the accuracy of these re-
sults with respect to those obtained using experimental techniques. A common
theme throughout many of these studies has been an underestimation of bond
strength and bond length when using the RPBE functional, in spite of the fact
that this functional has been claimed to provide accurate results for adsorption of
small molecules on metals [73]. A further accompanying drawback of the RPBE
functional, which is particularly apparent in systems where adsorbate-substrate
bonding is weak, is that the functional also underbinds, thus having a detrimental
effect on the calculation of adsorption and surface energies. While calculations
performed using the LDA functional typically result in overbinding, thus suffering
from the opposite problem, it does appear that the PW91 and PBE functionals
are more appropriate for structural studies involving small organic molecules on
metal surfaces. It should be noted, however, that van der Waals interactions
are not explicitly included in GGA functionals and inclusion of this interaction
within the RPBE functional may improve the bonding characteristics to metal
surfaces.

The emergence of DFT as a framework for conducting computationally fea-
sible first-principles simulations has revolutionised the way in which not only
surface science but condensed matter studies in many fields are conducted. Most
experimentally measurable properties of condensed matter can now be calculated
with good accuracy using DFT, but there is still much work to do to improve the
theory. For example, most studies still consider the ground state of a system only
and temperature dependent DFT theory is still lagging behind. The search for a
universally applicable exchange-correlation functional is also unresolved. Indeed,
there is a plethora of available functionals contained within the literature, all
of which claim to be useful in one or several classes of calculations. Unfortu-
nately, this makes it difficult in many cases to compare directly between results
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reported in different studies. Furthermore, much work is still to be done to find
a computationally efficient way to describe van der Waals interactions. Some
advancements have recently been made in this area however, the emergence of
DFT-D corrections being a good example.
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