
http://go.warwick.ac.uk/lib-publications 

 
 

 
 
 
 
 
 
 
 
Original citation: 
LHCb Collaboration (Including: Back, J. J., Dossett, D., Gershon, T. J., Harrison, P. F., 
Kreps, Michal, Pilar, T., Poluektov, Anton, Reid, M. M., Coutinho, R. S., Whitehead, M. 
(Mark) and Williams, M. P.). (2012) Opposite-side flavour tagging of B mesons at the 
LHCb experiment. European Physical Journal C, Volume 72 (Issue 6). ISSN 1434-6044 
 
Permanent WRAP url: 
http://wrap.warwick.ac.uk/54868        
       
Copyright and reuse: 
The Warwick Research Archive Portal (WRAP) makes the work of researchers of the 
University of Warwick available open access under the following conditions. 
 
This article is made available under the Attribution 3.0 Unported (CC BY 3.0) license and 
may be reused according to the conditions of the license.  For more details see: 
http://creativecommons.org/licenses/by/3.0/  
 
A note on versions: 
The version presented in WRAP is the published version, or, version of record, and may 
be cited as it appears here. 
 
For more information, please contact the WRAP Team at: wrap@warwick.ac.uk  

http://wrap.warwick.ac.uk/54868
http://creativecommons.org/licenses/by/3.0/
mailto:wrap@warwick.ac.uk


Eur. Phys. J. C (2012) 72:2022
DOI 10.1140/epjc/s10052-012-2022-1

Regular Article - Experimental Physics

Opposite-side flavour tagging of B mesons at the LHCb
experiment

The LHCb Collaboration�

CERN, 1211 Geneva 23, Switzerland

Received: 23 February 2012 / Revised: 26 April 2012 / Published online: 7 June 2012
© CERN for the benefit of the LHCb collaboration 2012. This article is published with open access at Springerlink.com

Abstract The calibration and performance of the opposite-
side flavour tagging algorithms used for the measurements
of time-dependent asymmetries at the LHCb experiment
are described. The algorithms have been developed us-
ing simulated events and optimized and calibrated with
B+ → J/ψK+, B0 → J/ψK∗0 and B0 → D∗−μ+νμ de-
cay modes with 0.37 fb−1 of data collected in pp collisions
at

√
s = 7 TeV during the 2011 physics run. The opposite-

side tagging power is determined in the B+ → J/ψK+
channel to be (2.10 ± 0.08 ± 0.24) %, where the first un-
certainty is statistical and the second is systematic.

1 Introduction

The identification of the flavour of reconstructed B0 and
B0

s mesons at production is necessary for the measurements
of oscillations and time-dependent CP asymmetries. This
procedure is known as flavour tagging and is performed at
LHCb by means of several algorithms.

Opposite-side (OS) tagging algorithms rely on the pair
production of b and b̄ quarks and infer the flavour of a given
B meson (signal B) from the identification of the flavour
of the other b hadron (tagging B).1,2 The algorithms use
the charge of the lepton (μ, e) from semileptonic b decays,
the charge of the kaon from the b → c → s decay chain or
the charge of the inclusive secondary vertex reconstructed
from b-hadron decay products. All these methods have an
intrinsic dilution on the tagging decision, for example due
to the possibility of flavour oscillations of the tagging B .
This paper describes the optimization and calibration of the

� e-mail: marta.calvi@mib.infn.it
1Unless explicitly stated, charge conjugate modes are always included
throughout this paper.
2In the simulation the fraction of produced B0, B+, B0

s and baryon
from the hadronization of the tagging B are the same as the inclusive
fractions.

OS tagging algorithms which are performed with the data
used for the first measurements performed by LHCb on B0

s

mixing and time-dependent CP violation [1–3].
Additional tagging power can be derived from same-side

tagging algorithms which determine the flavour of the signal
B by exploiting its correlation with particles produced in the
hadronization process. The use of these algorithms at LHCb
will be described in a forthcoming publication. The use of
flavour tagging in previous experiments at hadron colliders
is described in Refs. [4, 5].

The sensitivity of a measured CP asymmetry is directly
related to the effective tagging efficiency εeff, or tagging
power. The tagging power represents the effective statistical
reduction of the sample size, and is defined as

εeff = εtag D2 = εtag(1 − 2ω)2, (1)

where εtag is the tagging efficiency, ω is the mistag fraction
and D is the dilution. The tagging efficiency and the mistag
fraction are defined as

εtag = R + W

R + W + U
and ω = W

R + W
, (2)

where R, W , U are the number of correctly tagged, incor-
rectly tagged and untagged events, respectively.

The mistag fraction can be measured in data using
flavour-specific decay channels, i.e. those decays where
the final state particles uniquely define the quark/antiquark
content of the signal B . In this paper, the decay channels
B+ → J/ψK+, B0 → J/ψK∗0 and B0 → D∗−μ+νμ are
used. For charged mesons, the mistag fraction is obtained
by directly comparing the tagging decision with the flavour
of the signal B , while for neutral mesons it is obtained by
fitting the B0 flavour oscillation as a function of the decay
time.

The probability of a given tag decision to be correct
is estimated from the kinematic properties of the tagging
particle and the event itself by means of a neural network
trained on Monte Carlo (MC) simulated events to identify
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the correct flavour of the signal B . When more than one tag-
ging algorithm gives a response for an event, the probabil-
ities provided by each algorithm are combined into a sin-
gle probability and the decisions are combined into a sin-
gle decision. The combined probability can be exploited on
an event-by-event basis to assign larger weights to events
with low mistag probability and thus to increase the over-
all significance of an asymmetry measurement. In order
to get the best combination and a reliable estimate of the
event weight, the calculated probabilities are calibrated on
data. The default calibration parameters are extracted from
the B+ → J/ψK+ channel. The other two flavour-specific
channels are used to perform independent checks of the cal-
ibration procedure.

2 The LHCb detector and the data sample

The LHCb detector [6] is a single-arm forward spectrome-
ter which measures CP violation and rare decays of hadrons
containing b and c quarks. A vertex detector (VELO) de-
termines with high precision the positions of the primary
and secondary vertices as well as the impact parameter (IP)
of the reconstructed tracks with respect to the primary ver-
tex. The tracking system also includes a silicon strip detec-
tor located in front of a dipole magnet with integrated field
about 4 Tm, and a combination of silicon strip detectors
and straw drift chambers placed behind the magnet. Charged
hadron identification is achieved through two ring-imaging
Cherenkov (RICH) detectors. The calorimeter system con-
sists of a preshower detector, a scintillator pad detector, an
electromagnetic calorimeter and a hadronic calorimeter. It
identifies high transverse energy hadron, electron and pho-
ton candidates and provides information for the trigger. Five
muon stations composed of multi-wire proportional cham-
bers and triple-GEMs (gas electron multipliers) provide fast
information for the trigger and muon identification capabil-
ity.

The LHCb trigger consists of two levels. The first,
hardware-based, level selects leptons and hadrons with high
transverse momentum, using the calorimeters and the muon
detectors. The hardware trigger is followed by a software
High Level Trigger (HLT), subdivided into two stages that
use the information from all parts of the detector. The first
stage performs a partial reconstruction of the event, reducing
the rate further and allowing the next stage to fully recon-
struct and to select the events for storage up to a rate of
3 kHz.

The majority of the events considered in this paper were
triggered by a single hadron or muon track with large mo-
mentum, transverse momentum and IP. In the HLT, the chan-
nels with a J/ψ meson in the final state were selected by a
dedicated di-muon decision that does not apply any require-
ment on the IP of the muons.

The data used in this paper were taken between March
and June 2011 and correspond to an integrated luminosity
of 0.37 fb−1. The polarity of the LHCb magnet was reversed
several times during the data taking period in order to min-
imize systematic biases due to possible detector asymme-
tries.

3 Flavour tagging algorithms

Opposite-side tagging uses the identification of electrons,
muons or kaons that are attributed to the other b hadron
in the event. It also uses the charge of tracks consistent
with coming from a secondary vertex not associated with
either the primary or the signal B vertex. These taggers
are called electron, muon, kaon and vertex charge taggers,
respectively. The tagging algorithms were developed and
studied using simulated events. Subsequently, the criteria
to select the tagging particles and to reconstruct the ver-
tex charge are re-tuned, using the B+ → J/ψK+ and the
B0 → D∗−μ+νμ control channels. An iterative procedure
is used to find the selection criteria which maximize the tag-
ging power εeff.

Only charged particles reconstructed with a good qual-
ity of the track fit are used. In order to reject poorly recon-
structed tracks, the track is required to have a polar angle
with respect to the beamline larger than 12 mrad and a mo-
mentum larger than 2 GeV/c. Moreover, in order to avoid
possible duplications of the signal tracks, the selected par-
ticles are required to be outside a cone of 5 mrad formed
around any daughter of the signal B . To reject tracks com-
ing from other primary interactions in the same bunch cross-
ing, the impact parameter significance with respect to these
pile-up (PU) vertices, IPPU/σIPPU > 3, is required.

3.1 Single-particle taggers

The tagging particles are selected exploiting the properties
of the b-hadron decay. A large impact parameter signifi-
cance with respect to the primary vertex (IP/σIP) and a large
transverse momentum pT are required. Furthermore, parti-
cle identification cuts are used to define each tagger based
on the information from the RICH, calorimeter and muon
systems. For this purpose, the differences between the loga-
rithm of the likelihood for the muon, electron, kaon or pro-
ton and the pion hypotheses (referred as DLLμ−π , DLLe−π ,
DLLK−π and DLLp−π ) are used. The detailed list of selec-
tion criteria is reported in Table 1. Additional criteria are
used to identify the leptons. Muons are required not to share
hits in the muon chambers with other tracks, in order to
avoid mis-identification of tracks which are close to the real
muon. Electrons are required to be below a certain threshold
in the ionization charge deposited in the silicon layers of the
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Table 1 Selection criteria for
the OS muon, electron and kaon
taggers

Tagger min pT [GeV/c] min p [GeV/c] min (IP/σIP) Particle identification cuts min (IPPU/σIPPU )

μ 1.2 2.0 – DLLμ−π > 2.5 3.0

e 1.0 2.0 2.0 DLLe−π > 4.0 3.0

K 0.8 5.9 4.0 DLLK−π > 6.5 4.7

DLLK−p > −3.5

VELO, in order to reduce the number of candidates coming
from photon conversions close to the interaction point. An
additional cut on the ratio of the particle energy E as mea-
sured in the electromagnetic calorimeter and the momentum
p of the candidate electron measured with the tracking sys-
tem, E/p > 0.6, is applied.

In the case of multiple candidates from the same tagging
algorithm, the single-particle tagger with the highest pT is
chosen and its charge is used to define the flavour of the
signal B .

3.2 Vertex charge tagger

The vertex charge tagger is based on the inclusive recon-
struction of a secondary vertex corresponding to the decay
of the tagging B . The vertex reconstruction consists of build-
ing a composite candidate from two tracks with a transverse
momentum pT > 0.15 GeV/c and IP/σIP > 2.5. The pion
mass is attributed to the tracks. Moreover, good quality of
the vertex reconstruction is required and track pairs with an
invariant mass compatible with a K0

S meson are excluded.
For each reconstructed candidate the probability that it orig-
inates from a b-hadron decay is estimated from the quality
of the vertex fit as well as from the geometric and kine-
matic properties. Among the possible candidates the one
with the highest probability is used. Tracks that are com-
patible with coming from the two track vertex but do not
originate from the primary vertex are added to form the final
candidate. Additional requirements are applied to the tracks
associated to the reconstructed secondary vertex: total mo-
mentum > 10 GeV/c, total pT > 1.5 GeV/c, total invariant
mass > 0.5 GeV/c2 and the sum of IP/σIP of all tracks > 10.

Finally, the charge of the tagging B is calculated as the
sum of the charges Qi of all the tracks associated to the
vertex, weighted with their transverse momentum to the
power κ

Qvtx =
∑

i Qip
κ
Ti∑

i p
κ
Ti

, (3)

where the value κ = 0.4 optimizes the tagging power. Events
with |Qvtx| < 0.275 are rejected as untagged.

3.3 Mistag probabilities and combination of taggers

For each tagger i, the probability ηi of the tag decision
to be wrong is estimated by using properties of the tag-

ger and of the event itself. This mistag probability is eval-
uated by means of a neural network trained on simulated
B+ → J/ψK+ events to identify the correct flavour of the
signal B and subsequently calibrated on data as explained in
Sect. 5.

The inputs to each of the neural networks are the sig-
nal B transverse momentum, the number of pile-up vertices,
the number of tracks preselected as tagging candidates and
various geometrical and kinematic properties of the tagging
particle (p, pT and IP/σIP of the particle), or of the tracks
associated to the secondary vertex (the average values of pT,
of IP, the reconstructed invariant mass and the absolute value
of the vertex charge).

If there is more than one tagger available per event, the
decisions provided by all available taggers are combined
into a final decision on the initial flavour of the signal B .
The combined probability P(b) that the meson contains a
b-quark is calculated as

P(b) = p(b)

p(b) + p(b̄)
, P (b̄) = 1 − P(b), (4)

where

p(b) =
∏

i

(
1 + di

2
− di(1 − ηi)

)

,

p(b̄) =
∏

i

(
1 − di

2
+ di(1 − ηi)

)

.

(5)

Here, di is the decision taken by the i-th tagger based on the
charge of the particle with the convention di = 1(−1) for
the signal B containing a b̄(b) quark and ηi the correspond-
ing predicted mistag probability. The combined tagging de-
cision and the corresponding mistag probability are d = −1
and η = 1 − P(b) if P(b) > P (b̄), otherwise d = +1 and
η = 1 − P(b̄).

The contribution of taggers with a poor tagging power is
limited by requiring the mistag probabilities of the kaon and
the vertex charge to be less than 0.46.

Due to the correlation among taggers, which is neglected
in (5), the combined probability is slightly overestimated.
The largest correlation occurs between the vertex charge tag-
ger and the other OS taggers, since the secondary vertex may
include one of these particles. To correct for this overestima-
tion, the combined OS probability is calibrated on data, as
described in Sect. 5.
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4 Control channels

The flavour-specific B decay modes B+ → J/ψK+, B0 →
J/ψK∗0 and B0 → D∗−μ+νμ are used for the tagging
analysis. All three channels are useful to optimize the per-
formance of the OS tagging algorithm and to calibrate the
mistag probability. The first two channels are chosen as rep-
resentative control channels for the decays B0

s → J/ψφ and
B0

s → J/ψf0, which are used for the measurement of the
B0

s mixing phase φs [2, 3], and the last channel allows de-
tailed studies given the high event yield of the semileptonic
decay mode. All B decay modes with a J/ψ meson in the
final state share the same trigger selection and common of-
fline selection criteria, which ensures a similar performance
of the tagging algorithms. Two trigger selections are consid-
ered, with or without requirements on the IP of the tracks.
They are labeled “lifetime biased” and “lifetime unbiased”,
respectively.

4.1 Analysis of the B+ → J/ψK+ channel

The B+ → J/ψK+ candidates are selected by combining
J/ψ → μ+μ− and K+ candidates. The J/ψ mesons are
selected by combining two muons with transverse momenta
pT > 0.5 GeV/c that form a common vertex of good quality
and have an invariant mass in the range 3030–3150 MeV/c2.
The K+ candidates are required to have transverse momenta
pT > 1 GeV/c and momenta p > 10 GeV/c and to form a
common vertex of good quality with the J/ψ candidate with
a resulting invariant mass in a window ±90 MeV/c2 around
the B+ mass. Additional requirements on the particle iden-
tification of muons and kaons are applied to suppress the
background contamination. To enhance the sample of signal
events and reduce the dominant background contamination
from prompt J/ψ mesons combined with random kaons,
only the events with a reconstructed decay time of the B+
candidate t > 0.3 ps are selected. The decay time t and the
invariant mass m of the B+ meson are extracted from a ver-
tex fit that includes a constraint on the associated primary
vertex, and a constraint on the J/ψ mass for the evaluation
of the J/ψK invariant mass. In case of multiple B candi-
dates per event, only the one with the smallest vertex fit χ2

is considered.
The signal events are statistically disentangled from the

background, which is dominated by partially reconstructed
b-hadron decays to J/ψK+X (where X represents any
other particle in the decay), by means of an unbinned maxi-
mum likelihood fit to the reconstructed B+ mass and decay
time. In total ∼85 000 signal events are selected with a back-
ground to signal ratio B/S ∼ 0.035, calculated in a window
of ±40 MeV/c2 centered around the B+ mass. The mass fit
model is based on a double Gaussian distribution peaking
at the B+ mass for the signal and an exponential distribu-
tion for the background. The time distributions of both the

Fig. 1 Mass distribution of OS tagged B+ → J/ψK+ events. Black
points are data, the solid blue line, red dotted line and green area are
the overall fit, the signal and the background components, respectively
(Color figure online)

signal and the background are assumed to be exponential,
with separate decay constants. The fraction of right, wrong
or untagged events in the sample is determined according to
a probability density function (PDF), P (r), that depends on
the tagging response r , defined by

P (r) =
⎧
⎨

⎩

εtag(1 − ω) r = “right tag decision”
εtagω r = “wrong tag decision”
1 − εtag r = “no tag decision”.

(6)

The parameters ω and εtag (defined in (2)) are different for
signal and background. Figure 1 shows the mass distribution
of the selected and tagged events, together with the superim-
posed fit.

4.2 Analysis of the B0 → D∗−μ+νμ channel

The B0 → D∗−μ+νμ channel is selected by requiring that

a muon and the decay D∗− → D
0
(→ K+π−)π− originate

from a common vertex, displaced with respect to the pp in-

teraction point. The muon and D
0

transverse momenta are
required to be larger than 0.8 GeV/c and 1.8 GeV/c re-

spectively. The selection criteria exploit the long B0 and D
0

lifetimes by applying cuts on the impact parameters of the
daughter tracks, on the pointing of the reconstructed B0 mo-
mentum to the primary vertex, on the difference between

the z coordinate of the B0 and D
0

vertices, and on the D
0

flight distance. Additional cuts are applied on the muon and
kaon particle identification and on the quality of the fits of
all tracks and vertices. In case of multiple B candidates per
event the one with the smallest impact parameter signifi-
cance with respect to the primary vertex is considered. Only
events triggered in the HLT by a single particle with large
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momentum, large transverse momentum and large IP are
used. In total, the sample consists of ∼482 000 signal events.

Even though the final state is only partially reconstructed
due to the missing neutrino, the contamination of back-
ground is small and the background to signal ratio B/S is
measured to be ∼0.14 in the signal mass region. The main

sources of background are events containing a D
0

origi-

nating from a b-hadron decay (referred to as D
0
-from-B),

events with a D∗− not from a b-hadron decay, decays of B+
mesons to the same particles as the signal together with an
additional pion (referred to as B+) and combinatorial back-
ground. The different background sources can be disentan-
gled from the signal by exploiting the different distributions
of the observables m = mKπ , 
m = mKππ − mKπ , the re-
constructed B0 decay time t and the mixing state q . The
mixing state is determined by comparing the flavour of the
reconstructed signal B0 at decay time with the flavour indi-
cated by the tagging decision (flavour at production time).

For unmixed (mixed) events q = +1(−1) while for un-
tagged events q = 0. The decay time is calculated using the
measured B0 decay length, the reconstructed B0 momen-
tum and a correction for the missing neutrino determined
from simulation. It is parametrized as a function of the re-
constructed B0 invariant mass.

An extended unbinned maximum likelihood fit is per-
formed by defining a PDF for the observables (m,
m, t, q)
as a product of one PDF for the masses and one for the

t and q observables. For the D
0

and D∗− mass peaks
two double Gaussian distributions with common mean are
used, while a parametric function motivated by available
phase space is used to describe the 
m distributions of

the D
0
-from-B , and combinatorial background compo-

nents. The decay time distribution of the signal consists
of mixed, unmixed and untagged events, and is given by

P s(t, q) ∝
{

εtaga(t){e−t/τ
B0 [1 + q(1 − 2ω) cos(
mdt)] ⊗ R(t − t ′)} if q = ±1

(1 − εtag)a(t){e−t/τ
B0 ⊗ R(t − t ′)} if q = 0,

(7)

where 
md and τB0 are the B0–B
0

mixing frequency and
B0 lifetime. The decay time acceptance function is denoted
by a(t) and R(t − t ′) is the resolution model, both extracted
from simulation. A double Gaussian distribution with com-
mon mean is used for the decay time resolution model. In
(7) the tagging parameters are assumed to be the same for B

and B̄-mesons.
The decay time distributions for the B+ and D

0
-from-

B background components are taken as exponentials con-
volved by the resolution model and multiplied by the same
acceptance function as used for the signal. For the prompt
D∗ and combinatorial background, Landau distributions
with independent parameters are used. The dependence on
the mixing observable q is the same as for the signal. The
tagging parameters εtag and ω of the signal and of each back-
ground component are varied independently in the fit, except
for the B+ background where they are assumed to be equal
to the parameters in the signal decay. Figure 2 shows the
distributions of the mass and decay time observables used
in the maximum likelihood fit. The raw asymmetry is de-
fined as

Araw(t) = Nunmix(t) − Nmix(t)

Nunmix(t) + Nmix(t)
(8)

where Nmix (Nunmix) is the number of tagged events which
have (not) oscillated at decay time t . From (7) it follows that
the asymmetry for signal is given by

A(t) = (1 − 2ω) cos(
mdt). (9)

Figure 3 shows the raw asymmetry for the subset of events
in the signal mass region that are tagged with the OS tag-
ger combination. At small decay times the asymmetry de-
creases due to the contribution of background events, A 	 0.
The value of 
md was fixed to 
md = 0.507 ps−1 [7]. Let-
ting the 
md parameter vary in the fit gives consistent re-
sults.

4.3 Analysis of the B0 → J/ψK∗0 channel

The B0 → J/ψK∗0 channel is used to extract the mistag
rate through a fit of the flavour oscillation of the B0 mesons
as a function of the decay time. The flavour of the B0 me-
son at production time is determined from the tagging al-
gorithms, while the flavour at the decay time is determined
from the K∗0 flavour, which is in turn defined by the kaon
charge.

The B0 → J/ψK∗0 candidates are selected from J/ψ →
μ+μ− and K∗0 → K+π− decays. The J/ψ mesons are se-
lected by the same selection as used for the B+ → J/ψK+
channel, described in Sect. 4.1. The K∗0 candidates are re-
constructed from two good quality charged tracks identified
as K+ and π−. The reconstructed K∗0 meson is required to
have a transverse momentum higher than 1 GeV/c, a good
quality vertex and an invariant mass within ±70 MeV/c2 of
the nominal K∗0 mass. Combinations of J/ψ and K∗0 can-
didates are accepted as B0 candidates if they form a com-
mon vertex with good quality and an invariant mass in the
range 5100–5450 MeV/c2. The B0 transverse momentum is
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Fig. 2 Distributions of (a) K+π− invariant mass, (b) mass differ-
ence m(Kππ) − m(Kπ) and (c) decay time of the B0 → D∗−μ+νμ

events. Black points with errors are data, the blue curve is the fit result.

The other lines represent signal (red dot-dashed), D
0
-from-B decay

background (gray dashed), B+ background (green short dashed), D∗
prompt background (magenta solid). The combinatorial background is
the magenta filled area (Color figure online)

required to be higher than 2 GeV/c. The decay time and the
invariant mass of the B0 are extracted from a vertex fit with
an identical procedure as for the B+ → J/ψK+ channel,
by applying a constraint to the associated primary vertex,
and a constraint to the J/ψ mass. In case of multiple B can-
didates per event, only the candidate with the smallest χ2 of
the vertex is kept.

Only events that were triggered by the “lifetime unbi-
ased” selection are kept. The B0 candidates are required to
have a decay time higher than 0.3 ps to remove the large
combinatorial background due to prompt J/ψ production.
The sample contains ∼33 000 signal events.

The decay time distribution of signal events is parame-
trized as in (7), without the acceptance correction. The

background contribution, with a background to signal ra-
tio B/S ∼ 0.29, is due to misreconstructed b-hadron de-
cays, where a dependence on the decay time is expected (la-
beled “long-lived” background). We distinguish two long-
lived components. The first corresponds to events where
one or more of the four tracks originate from a long-
lived particle decay, but where the flavour of the recon-
structed K∗0 is not correlated with a true b-hadron. Its de-
cay time distribution is therefore modeled by a decreas-
ing exponential. In the second long-lived background com-
ponent, one of the tracks used to build the K∗0 origi-
nated from the primary vertex, hence the correlation be-
tween the K∗0 and the B flavour is partially lost. Its de-
cay time distribution is more “signal-like”, i.e. it is a de-
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Fig. 3 Raw mixing asymmetry of B0 → D∗−μ+νμ events in the sig-
nal mass region when using the combination of all OS taggers. Black
points are data and the red solid line is the result of the fit. The lower
plot shows the pulls of the residuals with respect to the fit (Color figure
online)

Fig. 4 Mass distribution of OS tagged B0 → J/ψK∗0 events. Black
points are data, the solid blue line, red dotted line and green area are
the overall fit, the signal and the background components, respectively
(Color figure online)

creasing exponential with an oscillation term, but with dif-
ferent mistag fraction and lifetime, left as free parameters in
the fit.

The signal and background decay time distributions are
convolved with the same resolution function, extracted from
data. The mass distributions, shown in Fig. 4, are described
by a double Gaussian distribution peaking at the B0 mass for
the signal component, and by an exponential with the same
exponent for both long-lived backgrounds.

Fig. 5 Raw mixing asymmetry of the B0 → J/ψK∗0 events in the
signal mass region, for all OS tagged events. Black points are data and
the red solid line is the result of the fit. The lower plot shows the pulls
of the residuals with respect to the fit (Color figure online)

The OS mistag fraction is extracted from a fit to all tagged
data, with the values for the B0 lifetime and 
md fixed to
the world average [7]. Figure 5 shows the time-dependent
mixing asymmetry in the signal mass region, obtained us-
ing the information of the OS tag decision. Letting the 
md

parameter vary in the fit gives consistent results.

5 Calibration of the mistag probability on data

For each individual tagger and for the combination of tag-
gers, the calculated mistag probability (η) is obtained on an
event-by-event basis from the neural network output. The
values are calibrated in a fit using the measured mistag
fraction (ω) from the self-tagged control channel B+ →
J/ψK+. A linear dependence between the measured and
the calculated mistag probability for signal events is used,
as suggested by the data distribution,

ω(η) = p0 + p1
(
η − 〈η〉), (10)

where p0 and p1 are parameters of the fit and 〈η〉 is the
mean calculated mistag probability. This parametrization is
chosen to minimize the correlation between the two param-
eters. Deviations from p0 = 〈η〉 and p1 = 1 would indicate
that the calculated mistag probability should be corrected.

In order to extract the p0 and p1 calibration parameters,
an unbinned maximum likelihood fit to the mass, tagging
decision and mistag probability η observable is performed.
The fit parametrization takes into account the probability
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Fig. 6 Distribution of the calibrated mistag probability for the single
OS taggers and their combination for B+ → J/ψK+ events selected
in a ±24 MeV/c2 mass window around the B+ mass

density function of η, P (η), that is extracted from data for
signal and background separately, using events in different
mass regions. For example, the PDF for signal events from
(6) then becomes

P s(r, η) =
{

εtag(1 − ω(η))P s(η) r = “right tag decision”
εtagω(η)P s(η) r = “wrong tag decision”
1 − εtag r = “no tag decision”.

(11)

The measured mistag fraction of the background is assumed
to be independent from the calculated mistag probability, as
confirmed by the distribution of background events.

The calibration is performed on part of the data sam-
ple in a two-step procedure. Each tagger is first calibrated
individually. The results show that, for each single tagger,
only a minor adjustment of p0 with respect to the starting
calibration of the neural network, performed on simulated
events, is required. In particular, the largest correction is
p0 − 〈η〉 = 0.033 ± 0.005 in the case of the vertex charge
tagger, while the deviations from unity of the p1 parameter
are about 10 %, similar to the size of the corresponding sta-
tistical errors. In a second step the calibrated mistag proba-
bilities are combined and finally the combined mistag prob-
ability is calibrated. This last step is necessary to correct for
the small underestimation (p0 −〈η〉 = 0.022 ± 0.003) of the
combined mistag probability due to the correlation among
taggers neglected in the combination procedure. The cali-
brated mistag is referred to as ηc in the following.

Figure 6 shows the distribution of the mistag probabil-
ity for each tagger and for their combination, as obtained
for B+ → J/ψK+ events selected in a ±24 MeV/c2 mass
window around the B+ mass.

6 Tagging performance

The tagging performances of the single taggers and of the
OS combination measured after the calibration of the mistag
probability are shown in Tables 2, 3 and 4 for the B+ →
J/ψK+, B0 → J/ψK∗0 and B0 → D∗−μ+νμ channels,
respectively.

The performance of the OS combination is evaluated in
different ways. First the average performance of the OS
combination is calculated, giving the same weight to each
event. In this case, the best tagging power is obtained by
rejecting the events with a poor predicted mistag probabil-
ity ηc (larger than 0.42), despite a lower εtag. Additionally,
to better exploit the tagging information, the tagging perfor-

Table 2 Tagging performance in the B+ → J/ψK+ channel. Uncer-
tainties are statistical only

Taggers εtag [%] ω [%] εtag(1 − 2ω)2 [%]

μ 4.8 ± 0.1 29.9 ± 0.7 0.77 ± 0.07

e 2.2 ± 0.1 33.2 ± 1.1 0.25 ± 0.04

K 11.6 ± 0.1 38.3 ± 0.5 0.63 ± 0.06

Qvtx 15.1 ± 0.1 40.0 ± 0.4 0.60 ± 0.06

OS average (ηc < 0.42) 17.8 ± 0.1 34.6 ± 0.4 1.69 ± 0.10

OS sum of ηc bins 27.3 ± 0.2 36.2 ± 0.5 2.07 ± 0.11

Table 3 Tagging performance in the B0 → J/ψK∗0 channel. Uncer-
tainties are statistical only

Taggers εtag [%] ω [%] εtag(1 − 2ω)2 [%]

μ 4.8 ± 0.1 34.3 ± 1.9 0.48 ± 0.12

e 2.2 ± 0.1 32.4 ± 2.8 0.27 ± 0.10

K 11.4 ± 0.2 39.6 ± 1.2 0.49 ± 0.13

Qvtx 14.9 ± 0.2 41.7 ± 1.1 0.41 ± 0.11

OS average (ηc < 0.42) 17.9 ± 0.2 36.8 ± 1.0 1.24 ± 0.20

OS sum of ηc bins 27.1 ± 0.3 38.0 ± 0.9 1.57 ± 0.22

Table 4 Tagging performance in the B0 → D∗−μ+νμ channel. Un-
certainties are statistical only

Taggers εtag [%] ω [%] εtag(1 − 2ω)2 [%]

μ 6.08 ± 0.04 33.3 ± 0.4 0.68 ± 0.04

e 2.49 ± 0.02 34.3 ± 0.7 0.25 ± 0.02

K 13.36 ± 0.05 38.3 ± 0.3 0.74 ± 0.04

Qvtx 16.53 ± 0.06 41.5 ± 0.3 0.48 ± 0.03

OS average
(ηc < 0.42)

20.56 ± 0.06 36.1 ± 0.3 1.58 ± 0.06

OS sum of ηc bins 30.48 ± 0.08 37.0 ± 0.3 2.06 ± 0.06
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Table 5 Fit values and correlations of the OS combined mistag calibration parameters measured in the B+ → J/ψK+, B0 → J/ψK∗0 and
B0 → D∗−μ+νμ channels. The uncertainties are statistical only

Channel p0 p1 〈ηc〉 p0 − p1〈ηc〉 ρ(p0,p1)

B+ → J/ψK+ 0.384 ± 0.003 1.037 ± 0.038 0.379 −0.009 ± 0.014 0.14

B0 → J/ψK∗0 0.399 ± 0.008 1.016 ± 0.102 0.378 0.015 ± 0.039 0.05

B0 → D∗−μ+νμ 0.395 ± 0.002 1.022 ± 0.026 0.375 0.008 ± 0.010 0.14

mance is determined on independent samples obtained by
binning the data in bins of ηc. The fits described in the pre-
vious sections are repeated for each sub-sample, after which
the tagging performances are determined. As the samples
are independent, the tagging efficiencies and the tagging
powers are summed and subsequently the effective mistag is
extracted. The total tagging power increases by about 30 %
with respect to the average value, as shown in the last line of
Tables 2–4.

The measured tagging performance is similar among the
three channels. The differences between the B+ → J/ψK+
and B0 → J/ψK∗0 results are large in absolute values, but
still compatible given the large statistical uncertainties of the
B0 → J/ψK∗0 results. There are two reasons for the dif-
ference in the tagging efficiency for the B0 → D∗−μ+νμ

and the B → J/ψX channels. Firstly, their selections lead
to different B momentum spectra which through production
correlations give different momentum spectra of the tag-
ging B . Secondly, the fraction of events passing the hard-
ware trigger due to high transverse momentum leptons or
hadrons produced in the opposite B decay differs.

7 Systematic uncertainties

The systematic uncertainties on the calibration parameters
p0 and p1 are studied by repeating the calibration procedure
on B+ → J/ψK+ events for different conditions. The dif-
ference is evaluated between the value of the fitted param-
eter and the reference value, and is reported in the first row
of Table 5. Several checks are performed of which the most
relevant are reported in Table 6 and are described below:

– The data sample is split according to the run periods and
to the magnet polarity, in order to check whether possible
asymmetries of the detector efficiency, or of the alignment
accuracy, or variations in the data-taking conditions intro-
duce a difference in the tagging calibration.

– The data sample is split according to the signal flavour,
as determined by the reconstructed final state. In fact,
the calibration of the mistag probability for different B

flavours might be different due to the different parti-
cle/antiparticle interaction with matter or possible detec-
tor asymmetries. In this case a systematic uncertainty has

Table 6 Systematic uncertainties on the calibration parameters p0 and
p1 obtained with B+ → J/ψK+ events

Systematic effect δp0 δp1 δ(p0 − p1〈ηc〉)

Run period ±0.005 ±0.003 ±0.004

B-flavour ±0.008 ±0.067 ±0.020

Fit model assumptions P(η) <±0.001 ±0.005 ±0.002

Total ±0.009 ±0.07 ±0.02

to be considered, unless the difference is explicitly taken
into account when fitting for CP asymmetries.

– The distribution of the mistag probability in the fit model,
P (η), is varied either by assuming the signal and back-
ground distributions to be equal or by swapping them. In
this way possible uncertainties related to the fit model are
considered.

In addition, the stability of the calibration parameters is ver-
ified for different bins of transverse momentum of the sig-
nal B .

The largest systematic uncertainty in Table 6 originates
from the dependence on the signal flavour. As a cross check
this dependence is also measured with B0 → D∗−μ+νμ

events, repeating the calibration after splitting the sample
according to the signal decay flavour. The differences in this
case are δp0 = ±0.009 and δp1 = ±0.009, where the latter
is smaller than in the B+ → J/ψK+ channel. Both for the
run period dependence and for the signal flavour the varia-
tions of δp0 and δp1 are not statistically significant. How-
ever, as a conservative estimate of the total systematic un-
certainty on the calibration parameters, all the contributions
in Table 6 are summed in quadrature.

The tagging efficiencies do not depend on the initial
flavour of the signal B . In the case of the B+ → J/ψK+
channel the values are (27.4 ± 0.2) % for the B+ and
(27.1 ± 0.2) % for the B−.

8 Comparison of decay channels

The dependence of the calibration of the OS mistag proba-
bility on the decay channel is studied. The values of p0, p1

and 〈ηc〉 measured on the whole data sample for all the three
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Fig. 7 Raw mixing asymmetry as a function of B decay time in B0 → D∗−μ+νμ events, in the signal mass region, using the OS tagger. Events
are split into seven samples of decreasing mistag probability ηc
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Table 7 Tagging efficiency, mistag probability and tagging power cal-
culated from event-by-event probabilities for B+ → J/ψK+, B0 →
J/ψK∗0, B0 → D∗−μ+νμ and B0

s → J/ψφ signal events. The

quoted uncertainties are obtained propagating the statistical (first) and
systematic (second) uncertainties on the calibration parameters deter-
mined from the B+ → J/ψK+ events

Channel εtag [%] ω [%] εtag D2 [%]

B+ → J/ψK+ 27.3 ± 0.1 36.1 ± 0.3 ± 0.8 2.10 ± 0.08 ± 0.24

B0 → J/ψK∗0 27.3 ± 0.3 36.2 ± 0.3 ± 0.8 2.09 ± 0.09 ± 0.24

B0 → D∗−μ+νμ 30.1 ± 0.1 35.5 ± 0.3 ± 0.8 2.53 ± 0.10 ± 0.27

B0
s → J/ψφ 24.9 ± 0.5 36.1 ± 0.3 ± 0.8 1.91 ± 0.08 ± 0.22

channels separately, are shown in Table 5. The parameters
p1 are compatible with 1, within the statistical uncertainty.
The differences p0 − p1〈ηc〉, shown in the fifth column, are
compatible with zero, as expected. In the last column the
correlation coefficients are shown.

To extract the calibration parameters in the B0 →
J/ψK∗0 channel an unbinned maximum likelihood fit to
mass, time and ηc is performed. In analogy to the B+ →
J/ψK+ channel, the fit uses the probability density func-
tions of ηc, extracted from data for signal and background
separately by using the sPlot [8] technique. The results
confirm the calibration performed in the B+ → J/ψK+
channel, albeit with large uncertainties. The results for the
B0 → D∗−μ+νμ channel are obtained from a fit to inde-
pendent samples corresponding to different ranges of the
calculated mistag probability as shown in Fig. 7. The trig-
ger and offline selections, as well as signal spectra, differ
for this decay channel with respect to the channels contain-
ing a J/ψ meson. Therefore the agreement in the resulting
parameters is a validation of the calibration and its applica-
bility to B decays with different topologies. In Fig. 8 the de-
pendency of the measured OS mistag fraction as a function
of the mistag probability is shown for the B+ → J/ψK+
and B0 → D∗−μ+νμ signal events. The superimposed lin-
ear fit corresponds to the parametrization of (10) and the
parameters of Table 5.

The output of the calibrated flavour tagging algorithms
will be used in a large variety of time-dependent asym-
metry measurements, involving different B decay channels.
Figure 9 shows the calculated mistag distributions in the
B+ → J/ψK+, B0 → J/ψK∗0 and B0

s → J/ψφ chan-
nels. These events are tagged, triggered by the “lifetime un-
biased” lines and have an imposed cut of t > 0.3 ps. The
event selection for the decay B0

s → J/ψφ is described else-
where [3]. The distributions of the calculated OS mistag
fractions are similar among the channels and the average
does not depend on the pT of the B . It has been also checked
that the mistag probability does not depend on the signal B

pseudorapidity.

Fig. 8 Measured mistag fraction (ω) versus calculated mistag proba-
bility (ηc) calibrated on B+ → J/ψK+ signal events for the OS tag-
ger, in background subtracted events. Left and right plots correspond
to B+ → J/ψK+ and B0 → D∗−μ+νμ signal events. Points with er-
rors are data, the red lines represent the result of the mistag calibration,
corresponding to the parameters of Table 5

9 Event-by-event results

In order to fully exploit the tagging information in the CP
asymmetry measurements, the event-by-event mistag proba-
bility is used to weight the events accordingly. The effective
efficiency is calculated by summing the mistag probabili-
ties on all signal events

∑
i (1 − 2ω(ηi

c)
2)/N . We underline

that the use of the per-event mistag probability allows the
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effective efficiency to be calculated on any set of selected
events, also for non flavour-specific channels. Table 7 re-
ports the event-by-event tagging power obtained using the
calibration parameters determined with the B+ → J/ψK+
events as reported in Table 5. The uncertainties are obtained
by propagating the statistical and systematic uncertainties of
the calibration parameters. In addition to the values for the
three control channels the result obtained for B0

s → J/ψφ

events is shown. For all channels the signal is extracted us-
ing the sPlot technique. The results for the tagging power
are compatible among the channels containing a J/ψ me-
son. The higher value for B0 → D∗−μ+νμ is related to the
higher tagging efficiency.

10 Summary

Flavour tagging algorithms were developed for the measure-
ment of time-dependent asymmetries at the LHCb exper-
iment. The opposite-side algorithms rely on the pair pro-
duction of b and b̄ quarks and infer the flavour of the sig-
nal B meson from the identification of the flavour of the
other b hadron. They use the charge of the lepton (μ, e)
from semileptonic B decays, the charge of the kaon from
the b → c → s decay chain or the charge of the inclusive
secondary vertex reconstructed from b-hadron decay prod-
ucts. The decision of each tagger and the probability of the
decision to be incorrect are combined into a single opposite
side decision and mistag probability. The use of the event-
by-event mistag probability fully exploits the tagging infor-
mation and estimates the tagging power also in non flavour-
specific decay channels.

The performance of the flavour tagging algorithms were
measured on data using three flavour-specific decay modes
B+ → J/ψK+, B0 → J/ψK∗0 and B0 → D∗−μ+νμ. The
B+ → J/ψK+ channel was used to optimize the tagging
power and to calibrate the mistag probability. The calibra-
tion parameters measured in the three channels are compat-
ible within two standard deviations.

By using the calibration parameters determined from
B+ → J/ψK+ events the OS tagging power was deter-
mined to be εtag(1 − 2ω)2 = (2.10 ± 0.08 ± 0.24) % in
the B+ → J/ψK+ channel, (2.09 ± 0.09 ± 0.24) % in the

B0 → J/ψK∗0 channel and (2.53 ± 0.10 ± 0.27) % in the
B0 → D∗−μ+νμ channel, where the first uncertainty is sta-
tistical and the second is systematic. The evaluation of the
systematic uncertainty is currently limited by the size of the
available data sample.

Acknowledgements We express our gratitude to our colleagues in
the CERN accelerator departments for the excellent performance of
the LHC. We thank the technical and administrative staff at CERN
and at the LHCb institutes, and acknowledge support from the Na-
tional Agencies: CAPES, CNPq, FAPERJ and FINEP (Brazil); CERN;
NSFC (China); CNRS/IN2P3 (France); BMBF, DFG, HGF and MPG
(Germany); SFI (Ireland); INFN (Italy); FOM and NWO (The Nether-
lands); SCSR (Poland); ANCS (Romania); MinES of Russia and
Rosatom (Russia); MICINN, XuntaGal and GENCAT (Spain); SNSF
and SER (Switzerland); NAS Ukraine (Ukraine); STFC (United King-
dom); NSF (USA). We also acknowledge the support received from the
ERC under FP7 and the Region Auvergne.

Open Access This article is distributed under the terms of the Cre-
ative Commons Attribution License which permits any use, distribu-
tion, and reproduction in any medium, provided the original author(s)
and the source are credited.

References

1. R. Aaij et al. (LHCb collaboration), Measurement of the B0
s − B̄0

s

oscillation frequency 
ms in B0
s → D−

s (3)π decays. arXiv:1112.
4311. Submitted to Phys. Lett. B. doi:10.1016/j.physletb.2012.02.
031

2. R. Aaij et al. (LHCb collaboration), Measurement of φs in B0
s →

J/ψf0(980). Phys. Lett. B 707, 497 (2012). arXiv:1112.3056.
doi:10.1016/j.physletb.2012.01.017

3. R. Aaij et al. (LHCb collaboration), Measurement of the CP violat-
ing phase φs in the decay B0

s → J/ψφ. arXiv:1112.3183. Submit-
ted to Phys. Rev. Lett. doi:10.1103/PhysRevLett.108.101803

4. V.M. Abazov et al. (DØ collaboration), Measurement of Bd mixing
using opposite-side flavor tagging. Phys. Rev. D 74, 112002 (2006).
arXiv:hep-ex/0609034v1

5. T. Aaltonen et al. (CDF collaboration), Measurement of B0 oscil-
lations and calibration of flavor tagging in semileptonic decays.
http://www-cdf.fnal.gov/physics/new/bottom/060406.blessed-
semi_B0mix/. CDF Note 8235

6. A.A. Alves Jr. et al. (LHCb collaboration), The LHCb detector at
the LHC. J. Instrum. 3, S08005 (2008)

7. K. Nakamura et al. (Particle Data Group), Review of particle
physics. J. Phys. G 37, 075021 (2010)

8. M. Pivk, F.R. Le Diberder, sPlot: a statistical tool to unfold data
distributions. Nucl. Instrum. Methods A 555, 356 (2005). arXiv:
physics/0402083

The LHCb Collaboration

R. Aaij38, C. Abellan Beteta33,n, B. Adeva34, M. Adinolfi43, C. Adrover6, A. Affolder49, Z. Ajaltouni5, J. Albrecht35,
F. Alessio35, M. Alexander48, G. Alkhazov27, P. Alvarez Cartelle34, A.A. Alves Jr22, S. Amato2, Y. Amhis36, J. Anderson37,
R.B. Appleby51, O. Aquines Gutierrez10, F. Archilli18,35, L. Arrabito55,q, A. Artamonov32, M. Artuso53,35, E. Aslanides6,

http://arxiv.org/abs/arXiv:1112.4311
http://arxiv.org/abs/arXiv:1112.4311
http://dx.doi.org/10.1016/j.physletb.2012.02.031
http://dx.doi.org/10.1016/j.physletb.2012.02.031
http://arxiv.org/abs/arXiv:1112.3056
http://dx.doi.org/10.1016/j.physletb.2012.01.017
http://arxiv.org/abs/arXiv:1112.3183
http://dx.doi.org/10.1103/PhysRevLett.108.101803
http://arxiv.org/abs/arXiv:hep-ex/0609034v1
http://www-cdf.fnal.gov/physics/new/bottom/060406.blessed-semi_B0mix/
http://www-cdf.fnal.gov/physics/new/bottom/060406.blessed-semi_B0mix/
http://arxiv.org/abs/arXiv:physics/0402083
http://arxiv.org/abs/arXiv:physics/0402083


Page 14 of 16 Eur. Phys. J. C (2012) 72:2022

G. Auriemma22,m, S. Bachmann11, J.J. Back45, D.S. Bailey51, V. Balagura28,35, W. Baldini16, R.J. Barlow51, C. Barschel35,
S. Barsuk7, W. Barter44, A. Bates48, C. Bauer10, Th. Bauer38, A. Bay36, I. Bediaga1, S. Belogurov28, K. Belous32,
I. Belyaev28, E. Ben-Haim8, M. Benayoun8, G. Bencivenni18, S. Benson47, J. Benton43, R. Bernet37, M.-O. Bettler17,
M. van Beuzekom38, A. Bien11, S. Bifani12, T. Bird51, A. Bizzeti17,h, P.M. Bjørnstad51, T. Blake35, F. Blanc36, C. Blanks50,
J. Blouw11, S. Blusk53, A. Bobrov31, V. Bocci22, A. Bondar31, N. Bondar27, W. Bonivento15, S. Borghi48,51, A. Borgia53,
T.J.V. Bowcock49, C. Bozzi16, T. Brambach9, J. van den Brand39, J. Bressieux36, D. Brett51, M. Britsch10, T. Britton53,
N.H. Brook43, H. Brown49, K. de Bruyn38, A. Büchler-Germann37, I. Burducea26, A. Bursche37, J. Buytaert35, S. Cadeddu15,
O. Callot7, M. Calvi20,j, M. Calvo Gomez33,n, A. Camboni33, P. Campana18,35, A. Carbone14, G. Carboni21,k, R. Cardi-
nale19,35,i, A. Cardini15, L. Carson50, K. Carvalho Akiba2, G. Casse49, M. Cattaneo35, Ch. Cauet9, M. Charles52, Ph. Char-
pentier35, N. Chiapolini37, K. Ciba35, X. Cid Vidal34, G. Ciezarek50, P.E.L. Clarke47,35, M. Clemencic35, H.V. Cliff44,
J. Closier35, C. Coca26, V. Coco38, J. Cogan6, P. Collins35, A. Comerma-Montells33, F. Constantin26, A. Contu52, A. Cook43,
M. Coombes43, G. Corti35, B. Couturier35, G.A. Cowan36, R. Currie47, C. D’Ambrosio35, P. David8, P.N.Y. David38,
I. De Bonis4, S. De Capua21,k, M. De Cian37, F. De Lorenzi12, J.M. De Miranda1, L. De Paula2, P. De Simone18, D. De-
camp4, M. Deckenhoff9, H. Degaudenzi36,35, L. Del Buono8, C. Deplano15, D. Derkach14,35, O. Deschamps5, F. Dettori39,
J. Dickens44, H. Dijkstra35, P. Diniz Batista1, F. Domingo Bonal33,n, S. Donleavy49, F. Dordei11, A. Dosil Suárez34, D. Dos-
sett45, A. Dovbnya40, F. Dupertuis36, R. Dzhelyadin32, A. Dziurda23, S. Easo46, U. Egede50, V. Egorychev28, S. Eidelman31,
D. van Eijk38, F. Eisele11, S. Eisenhardt47, R. Ekelhof9, L. Eklund48, Ch. Elsasser37, D. Elsby42, D. Esperante Pereira34,
A. Falabella16,14,e, E. Fanchini20,j, C. Färber11, G. Fardell47, C. Farinelli38, S. Farry12, V. Fave36, V. Fernandez Albor34,
M. Ferro-Luzzi35, S. Filippov30, C. Fitzpatrick47, M. Fontana10, F. Fontanelli19,i, R. Forty35, O. Francisco2, M. Frank35,
C. Frei35, M. Frosini17,f, S. Furcas20, A. Gallas Torreira34, D. Galli14,c, M. Gandelman2, P. Gandini52, Y. Gao3, J-C. Gar-
nier35, J. Garofoli53, J. Garra Tico44, L. Garrido33, D. Gascon33, C. Gaspar35, R. Gauld52, N. Gauvin36, M. Gersabeck35,
T. Gershon45,35, Ph. Ghez4, V. Gibson44, V.V. Gligorov35, C. Göbel54,p, D. Golubkov28, A. Golutvin50,28,35, A. Gomes2,
H. Gordon52, M. Grabalosa Gándara33, R. Graciani Diaz33, L.A. Granado Cardoso35, E. Graugés33, G. Graziani17,
A. Grecu26, E. Greening52, S. Gregson44, B. Gui53, E. Gushchin30, Yu. Guz32, T. Gys35, C. Hadjivasiliou53, G. Haefeli36,
C. Haen35, S.C. Haines44, T. Hampson43, S. Hansmann-Menzemer11, R. Harji50, N. Harnew52, J. Harrison51, P.F. Harri-
son45, T. Hartmann56,r, J. He7, V. Heijne38, K. Hennessy49, P. Henrard5, J.A. Hernando Morata34, E. van Herwijnen35,
E. Hicks49, K. Holubyev11, P. Hopchev4, W. Hulsbergen38, P. Hunt52, T. Huse49, R.S. Huston12, D. Hutchcroft49, D. Hynds48,
V. Iakovenko41, P. Ilten12, J. Imong43, R. Jacobsson35, A. Jaeger11, M. Jahjah Hussein5, E. Jans38, F. Jansen38, P. Jaton36,
B. Jean-Marie7, F. Jing3, M. John52, D. Johnson52, C.R. Jones44, B. Jost35, M. Kaballo9, S. Kandybei40, M. Karacson35,
T.M. Karbach9, J. Keaveney12, I.R. Kenyon42, U. Kerzel35, T. Ketel39, A. Keune36, B. Khanji6, Y.M. Kim47, M. Knecht36,
R.F. Koopman39, P. Koppenburg38, M. Korolev29, A. Kozlinskiy38, L. Kravchuk30, K. Kreplin11, M. Kreps45, G. Krocker11,
P. Krokovny11, F. Kruse9, K. Kruzelecki35, M. Kucharczyk20,23,35,j, T. Kvaratskheliya28,35, V.N. La Thi36, D. Lacarrere35,
G. Lafferty51, A. Lai15, D. Lambert47, R.W. Lambert39, E. Lanciotti35, G. Lanfranchi18, C. Langenbruch11, T. Latham45,
C. Lazzeroni42, R. Le Gac6, J. van Leerdam38, J.-P. Lees4, R. Lefèvre5, A. Leflat29,35, J. Lefrançois7, O. Leroy6, T. Lesiak23,
L. Li3, L. Li Gioi5, M. Lieng9, M. Liles49, R. Lindner35, C. Linn11, B. Liu3, G. Liu35, J. von Loeben20, J.H. Lopes2,
E. Lopez Asamar33, N. Lopez-March36, H. Lu3, J. Luisier36, A. Mac Raighne48, F. Machefert7, I.V. Machikhiliyan4,28,
F. Maciuc10, O. Maev27,35, J. Magnin1, S. Malde52, R.M.D. Mamunur35, G. Manca15,d, G. Mancinelli6, N. Mangiafave44,
U. Marconi14, R. Märki36, J. Marks11, G. Martellotti22, A. Martens8, L. Martin52, A. Martín Sánchez7, D. Martinez San-
tos35, A. Massafferri1, Z. Mathe12, C. Matteuzzi20, M. Matveev27, E. Maurice6, B. Maynard53, A. Mazurov16,30,35, G. Mc-
Gregor51, R. McNulty12, M. Meissner11, M. Merk38, J. Merkel9, R. Messi21,k, S. Miglioranzi35, D.A. Milanes13, M.-
N. Minard4, J. Molina Rodriguez54,p, S. Monteil5, D. Moran12, P. Morawski23, R. Mountain53, I. Mous38, F. Muheim47,
K. Müller37, R. Muresan26, B. Muryn24, B. Muster36, M. Musy33, J. Mylroie-Smith49, P. Naik43, T. Nakada36, R. Nan-
dakumar46, I. Nasteva1, M. Nedos9, M. Needham47, N. Neufeld35, A.D. Nguyen36, C. Nguyen-Mau36,o, M. Nicol7,
V. Niess5, N. Nikitin29, A. Nomerotski52,35, A. Novoselov32, A. Oblakowska-Mucha24, V. Obraztsov32, S. Oggero38,
S. Ogilvy48, O. Okhrimenko41, R. Oldeman15,35,d, M. Orlandea26, J.M. Otalora Goicochea2, P. Owen50, K. Pal53, J. Pala-
cios37, A. Palano13,b, M. Palutan18, J. Panman35, A. Papanestis46, M. Pappagallo48, C. Parkes51, C.J. Parkinson50, G. Pas-
saleva17, G.D. Patel49, M. Patel50, S.K. Paterson50, G.N. Patrick46, C. Patrignani19,i, C. Pavel-Nicorescu26, A. Pazos Al-
varez34, A. Pellegrino38, G. Penso22,l, M. Pepe Altarelli35, S. Perazzini14,c, D.L. Perego20,j, E. Perez Trigo34, A. Pérez-
Calero Yzquierdo33, P. Perret5, M. Perrin-Terrin6, G. Pessina20, A. Petrella16,35, A. Petrolini19,i, A. Phan53, E. Picatoste
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