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Abstract

We use Arakelov intersection theory to study heights on the Jacobians of

high-genus hyperelliptic curves. The main results in this thesis are:

1) new algorithms for computing Néron-Tate heights of points on hyperellip-

tic Jacobians of arbitrary dimension, together with worked examples in genera up

to 9 (pre-existing methods are restricted to genus at most 2 or 3).

2) a new definition of a näıve height of a point on a hyperelliptic Jacobian

of arbitrary dimension, which does not make use of a projective embedding of the

Jacobian or a quotient thereof.

3) an explicit bound on the difference between the Néron-Tate height and

this new näıve height.

4) a new algorithm to compute sets of points of Néron-Tate height up to

a given bound on a hyperelliptic Jacobian of arbitrary dimension, again without

making use of a projective embedding of the Jacobian or a quotient thereof.
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Chapter 1

Introduction

1.1 Statement of the problems

Given a curve C of genus g over a number field k, let A be its Jacobian. The group

A(k) of rational points on A is a finitely generated abelian group. A Néron-Tate

height pairing is a special non-degenerate quadratic form ĥ on A(k)/Torsion (see

Section 4.5 for a definition), with the property that the set of k-points on A of height

less than a given bound is finite. The main computational problems in the theory

of these heights are to give effective algorithms for the following problems:

Problem 1.1.1. Given a point p in A(k), compute ĥ(p).

Problem 1.1.2. Given a bound B > 0, compute the finite set

{p ∈ A(k)|ĥ(p) ≤ B}. (1.1)

1.2 Previous work on these problems

The first definition of the Néron-Tate height was given by Néron in 1965 [Nér65]. The

above problems have been studied since the work of Tate in the 1960s (unpublished),

who gave a different definition from Néron which is sometimes easier to work with.

Using this definition, Tate (unpublished), Dem’janenko [Dem68], Zimmer [Zim76],

Silverman [Sil90] and more recently Cremona, Prickett and Siksek [CPS06] have

given increasingly refined algorithms in the case of elliptic curves. Meanwhile, in

the direction of increasing genus, Flynn and Smart [FS97] gave an algorithm for

the above problems in genus 2 building on work of Flynn [Fly93], which was later

modified by Stoll ([Sto99] and [Sto02]). Recently, Stoll has announced an extension

to genus 3 [Sto12]. All of the work so far cited has been concerned with giving
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practical algorithms and obtaining computational results. In contrast, Zarhin and

Manin [ZM72] gave an entirely theoretical approach to these problems on arbitrary

abelian varieties, using the projective embeddings of Mumford [Mum66].

The technique used by all these authors was to work with an explicit projec-

tive embedding of the Jacobian or a quotient (usually the Kummer variety), together

with equations for the duplication maps, and thereby obtain results on heights using

Tate’s description. However, such projective embeddings become extremely hard to

compute with as the genus grows - for example, the Kummer variety is P1 in genus

1, is a quartic hypersurface in P3 for genus 2 and in genus 3 is given by a system of

one quadric and 34 quartics in P7 [Mue10]. As such, it appears that to extend to

much higher genus using these techniques will be impractical.

This thesis builds on the original results of Néron, combined with work of

Arakelov [Ara74], Faltings [Fal84] and Hriljac [Hri83], who interpret ĥ as an arith-

metic intersection pairing on the Néron model of the Jacobian, which can be pulled

back to an arithmetic intersection pairing on a minimal regular model of C over Ok,
the ring of integers of the number field k. This enables us to obtain results which

are not dependant on projective embeddings of Jacobians, but which only require

equations for the curve. In particular, our new algorithms are far more suited to

curves of high genus, as demonstrated by the worked example in genus 9 given in

Chapter 5, far beyond what was previously possible.

For the first problem, we show how to effectively compute intersection pair-

ings on arithmetic surfaces by computing norms down to the base scheme Spec(Ok),
and we compute the Archimedean part of the intersection pairing by expressing the

Green’s functions of Arakelov in terms of theta functions.

For the second problem we define a näıve height of a point on the Jacobian

as an infinite product of distances between a corresponding divisor on the curve

and a perturbation of that divisor. A lot of work is needed to give explicit bounds

on the difference between this height and the Néron-Tate height. We then give an

algorithm to find all divisors on C which correspond to points of bounded näıve

height under this new definition. The bounds on the difference between the näıve

and Néron-Tate heights then complete the algorithm for Problem 2.

1.3 Applications

Some applications of a solution to the problems above are as follows:

Verifying cases of the conjecture of Birch and Swinnerton-Dyer.

Generalisations of the Birch and Swinnerton-Dyer Conjecture predict precisely the

2



leading Taylor coefficient of the L-series around s = 1 of the Jacobian in terms of

a number of invariants which include the regulator of the Mordell-Weil group. The

conjecture has been numerically verified up to high precision on large families of

elliptic curves, and also on a few special examples of Jacobians of genus 2 curves,

but not as yet for any curves of higher genus. The results in this thesis remove the

last major obstacle to numerically testing the conjecture for modular hyperelliptic

curves.

Computing a basis of A(k). The process of descent can be used to deter-

mine a basis of a finite index subgroup of A(k) (in practice this usually works, and

it always will if we assume the Tate-Shafarevich group to be finite). One is then left

with the problem of determining a basis of A(k) from this. To do so, first compute

the determinant of the height pairing on the given basis of the finite index subgroup

(Problem 1). The geometry of numbers can then be used together with Problem

1.1.2 to compute a finite subset of A(k) which contains a basis of J(k)/Torsion.

Computing integral points on hyperelliptic curves. Let Ok denote the

ring of integers of k. Given an affine curve C over Ok, one can then ask for the set of

integral points C(Ok). This is of course canonically contained in C(k), but need not

be equal to it. Further, it is often possible to compute C(Ok) when it is impossible

to compute C(k). The most effective method to do this in the hyperelliptic case is

described in the recent paper [BMS+08]. It combines the latest improvements in the

theory of linear forms in logarithms (originally due to Baker [Bak69]) with a variant

of the Mordell-Weil sieve, to give a practical method to determine the integral points

on a standard affine patch of a hyperelliptic curve. However, in order to apply this,

one first needs to know A(k), and then to have effective solutions to Problems 1 and

2 above.

Manin’s algorithm.

In [Man71], Manin outlines an algorithm which, assuming the validity of the

conjecture of Birch and Swinnerton-Dyer, allows one to effectively determine the

rank of A(k). However, to make this algorithm effective, one again needs to resolve

Problems 1 and 2 above.

1.4 How we will proceed

Chapters 2, 3 and 4 are background material. Chapter 2 contains discussions in

general terms of certain specialised scheme-theoretic notions we will need, as well

as the notions of heights and hyperelliptic curves.

Chapter 3 contains basic definitions and statement of foundational results

3



in Arakelov theory. Most of the chapter is devoted to the analytic theory, as we

assume the scheme theory to be well-known. We discuss how to obtain heights from

Arakelov theory and compare various heights that arise in this way.

Chapter 4 describes the construction of the Néron-Tate height on a Jacobian

via Arakelov theory, together with the relation to the intersection pairing on the

curve. We have attempted to present a path through this theory in a reasonably

uniform way (rather than the ad-hoc constructions which characterised the subject

in its infancy), but we have also remained within the realm of constructions which

can reasonably be made explicit; hence we have viewed intersection theory as the

action of the first Chern class on cycles, rather than taking a K-theoretic viewpoint.

The main references for this material are the original 1965 paper [Nér65] of André

Néron and the unpublished PhD thesis of Paul Hriljac [Hri83]. Néron’s terminol-

ogy is somewhat archaic, predating the development of scheme theory and, later,

Arakelov theory; as such, a little effort is needed to relate his work to modern ap-

proaches. For the connection to the intersection pairing on the curve, the paper

[Fal84] of Faltings is also useful.

The first significant new results appear in the fifth chapter, which is essen-

tially devoted to the effective computation of arithmetic intersection pairings on

hyperelliptic curves, utilising a formula of Faltings and Hriljac to relate it to the

Néron-Tate height. The chapter concludes with worked examples in genera up to 9.

In Chapter 6 we begin by defining an infinite family of metrics on the curve

C, one for each place of k. Extending these metrics from points to divisors on the

curve, we define a height by taking the reciprocal of the product over these metrics

of the distance from a divisor to a perturbation of itself. We then give effective

bounds on the difference between this height and the Néron-Tate height.

In the final chapter, we relate this new näıve height to a progression of

increasingly simple and more easily computable heights, until we end up with one

for which Problem 2 is easily solved. Bounds on the differences between these

successive heights then yield a solution to Problem 2 for the Néron-Tate height.

4



Chapter 2

Preliminaries

In this chapter we will give basic definitions, firstly on heights, then on cycles on

relative schemes and hyperelliptic curves. This is included partly to fix notation

which we will use throughout the rest of this thesis.

2.1 Heights

What is a height? A wide array of ‘styles’ of heights can be found in the literature,

from the very rigid (such as the Néron-Tate height on an abelian variety [Nér65])

to the freely-deformable heights that arise from Arakelov theory [Lan88]. When

one moves the discussion to local heights, this diversity expands - Silverman [Sil94]

requires them to transform in a prescribed way under duplication (resulting in a very

rigid definition), whereas we view a collection of local heights as a set of functions

whose definition is local in the vague sense that they are computed from local data,

and which sum to the global height we want. The heights which interest us in this

thesis are those which can be combined with descent arguments to give information

about rational points. This leads us to the following ‘inclusive’ definition:

Definition 2.1.1. Given a global field k and an integral finite-type scheme X/k,

a height on X/k is an element of Homsets (X(ksep),R). We say such a height h is

non-degenerate if for all integers d > 0 and bounds B ∈ R, we have

#{p ∈ X(l)|l/k finite separable extension such that [l : k] ≤ d and h(p) ≤ B} <∞.
(2.1)

Sometimes it is more convenient to consider a height as a function defined

only on k-rational points, especially when one is attempting to obtain uniform

5



bounds on the difference between two heights. This is the approach we will adopt

in Section 6.6, since it simplifies the exposition and is adequate for our applications.

How can we go about constructing such a height? We will give a slight

generalisation of the classical height on projective space, but first we should fix our

normalisations of valuations:

Definition 2.1.2. For a number field L, a ‘proper set of absolute values for L’ is

a non-empty set of non-trivial absolute values on L such that the product formula

holds. Note that we need absolute values (we do not allow their squares), and so if

L is not totally real then a proper ‘set’ of absolute values is in fact not a set but a

multi-set; we will ignore this distinction.

These conditions determine a unique proper set of absolute values for each

number field L, and we will denote it ML. This uniqueness implies that if F/L is

a finite extension, |−|ν an absolute value on L and |−|ω1
, . . . , |−|ωn the absolute

values on F extending ν, then for all x ∈ F we have (writing NF/L for the norm

from F to L):
n∏
i=1

|x|ωi =
∣∣NF/L(x)

∣∣
ν
, (2.2)

and for all x ∈ L that ∣∣NF/L(x)
∣∣
ν

= |(x)|[F :L]
ν . (2.3)

Definition 2.1.3. Let X/k be as above, and L a base-point-free line bundle on X,

and s = {s0, . . . , sn} a basis of H0 (X,L). We define the height on X associated to

L and s to be

hL,s : X(ksep)→ R

p 7→ log

 ∏
ν∈Mk

max
i

∣∣Nl/k (si(p))
∣∣ 1

[l:k]

ν

 (2.4)

where Mk is the proper set of absolute values for k, and l/k is a finite separable

extension depending on p such that all si(p) ∈ l.

For example, if

X = Pnk = Proj (k [x0, . . . , xn])

L = OX(1)

s = {x0, . . . , xn}

(2.5)

then we recover the usual logarithmic height.

6



A classical fact due to Northcott is:

Theorem 2.1.4. [Lan83, p59] The height defined above on Pnk is non-degenerate.

We also need the following well-known result:

Theorem 2.1.5. Let X be integral, projective and of finite type over a global field

k and L be base-point-free. Consider the canonical map

ϕ : X → Proj
(
H0 (X,L)

)∨
. (2.6)

1) If L is ample then ϕ is finite.

2) If moreover we assume X is regular, then the converse holds.

Proof. First, suppose that ϕ is finite. Then since L = ϕ∗O(1) and O(1) is ample,

Serre’s criterion for ampleness [Gro61] shows that L is ample.

Conversely, if L is ample then (since X is regular) the Nakai-Moishezon

criterion ([Nak63] and [Mŏı64]) shows that L|C is positive and hence ample for

every curve C on X. As such, no curve can be contracted by ϕ, so ϕ is quasi-finite.

Since X is projective, ϕ is in fact finite.

We thus obtain the useful and well-known criterion:

Corollary 2.1.6. Let X be integral and of finite type over a global field k, and L
on X be base-point-free and ample. Then for any (and hence all) choices s of bases

of sections of H0 (X,L), the height hL,s is non-degenerate.

For a fixed X/k, how does hL,s vary as we vary L and s? To answer this, we

first define two equivalence relations on heights as in [Lan83, Chapter 4]:

Definition 2.1.7. Given two heights h1 and h2 in Homsets (X(ksep),R), we say

1) h1 ∼1 h2 if there exists a constant c > 0 such that for all p ∈ X(ksep), we

have |h1(p)− h2(p)| ≤ c.
2) h1 ∼2 h2 if there exist constants c > 0 and ε > 0 such that for all

p ∈ X(ksep), we have |h1(p)− h2(p)| ≤ ε ·h1(p) + c or |h1(p)− h2(p)| ≤ ε ·h2(p) + c.

We then have the following:

Proposition 2.1.8. [Lan83, Chapter 4] Let X be integral and of finite type over a

global field k, and L, L1, L2 be ample base-point-free invertible sheaves on X. The

following hold:

1) Let t1, t2 be bases of H0 (X,L). Then hL,t1 ∼1 hL,t2.
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2) Say L1
∼= L2, and let si be a basis of H0 (X,Li). Then hL1,s1 ∼1 hL2,s2.

3) Say L1 ∼alg L2, and let si be a basis of H0 (X,Li). Then hL1,s1 ∼2 hL2,s2.

4) Choose any bases of sections of H0 (X,Li) and H0 (X,L1 ⊗ L2). Then

hL1⊗L2,s ∼1 hL1,s1 + hL2,s2.

This allows us to construct a map of groups

H1 : Pic(X)→ Homsets (X(ksep),R)

∼1
(2.7)

as follows: given [L] ∈ Pic(X), choose an invertible sheaf F on X such that both F
and F ⊗L are base-point-free and ample. Pick bases s and t of global sections of F
and F ⊗ L respectively, and set H1 ([L]) = hF⊗L,t−hF ,s.

Denoting the Néron-Severi group of X by NS(X), we construct in a similar

fashion a map of groups

H2 : NS(X)→ Homsets (X(ksep),R)

∼2
. (2.8)

We also have a functoriality result:

Proposition 2.1.9. [Lan83, Chapter 4] Let f : X → Y be a morphism of regular

projective integral varieties over the global field k, and let L be any ample base-point-

free line bundle on Y . Then for any choices of sections, hf∗L ∼1 hL ◦ f .

Finally, we reach a definition of the Néron-Tate height:

Theorem 2.1.10. [Nér65, II.14] Let A be an Abelian variety over a number field

k, and let [L] ∈ Pic(A). Then there exists a unique quadratic form qL and linear

form lL on A(kalg) such that qL + lL ∈ H1(L). Furthermore, if L is even (that is,

L ∼= inv∗ L) then lL = 0.

The form qL is called the Néron-Tate height, and is denoted ĥL.

In Section 4.5 we will give a different definition more suited to our applica-

tions. The proof of the equivalence of these definitions is due to Néron [Nér65].

2.2 Cycles on relative schemes

We will repeatedly need the notions of cycles and line bundles, and there are sub-

tleties to these notions in the relative context which make it worthwhile to take

the time to formulate them precisely. None of this material is original, references

include [BLR90, 8.2, proof of Theorem 5] and [FGI+05, 9.3]

8



2.2.1 Algebraic cycles

The notion of algebraic cycles and their intersection theory as found in [Ful84] will

be invaluable. We briefly recall the constructions of groups of cycles, and compare

them to relative effective divisors. A basic reference is [Ful84, Chapter 20].

Let S be an integral regular scheme of dimension 1, and X → S be separated

and of finite type with X integral and regular; for example, S could be the spectrum

of a Dedekind domain, and X a regular model of a curve over the generic point of

S. If V ⊂ X is a closed integral subscheme and T is the closure of the image of V

in S, set

dimS(V ) = tr.deg (FFF (V )FF (T ))− codim(T, S). (2.9)

We define Zr(X/S) to be the free abelian group generated by closed integral

subschemes V ⊂ X such that dimS(V ) = r. If X has dimension n, set Zr(X/S) =

Zn−r(X/S). Set Z(X/S) =
⊕

r Z
r(X/S). Note that any integral subscheme V of

X is either flat over S or has image contained in a finite union of closed points of S.

A related notion is that of relative effective divisors:

Definition 2.2.1 (Relative effective divisors). Let X → S be a separated morphism

of finite type. A relative effective divisor on X/S is a closed subscheme D of X, flat

over S and such that its defining ideal sheaf ID is invertible. The associated line

bundle OX(D) is by definition I−1
D = HomOX (ID,OX).

In other words, a relative effective divisor is an effective Cartier divisor on

X which is flat over S. Such divisors can be summed in the usual way; [FGI+05,

exercise 9.3.5] shows that the result is again a relative effective divisor. We then

define a functor

REDivX/S : Sch /S → Set

T 7→ {relative effective divisors on XT /T}.
(2.10)

Suppose in addition that X is flat and projective over S. Then (for exam-

ple, by [FGI+05, Theorem 9.3.7]) REDivX/S is represented by a scheme: call it

REDivX/S . The proof works by observing that REDivX/S is an open subfunctor

of the Hilbert functor, which is itself representable. From this embedding we also

naturally get a decomposition of REDivX/S by Hilbert polynomial. A consequence

of this in the case of curves we now outline.

In addition to the above, suppose that X/S is a relative curve (that is, all
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fibres have relative dimension 1). Following [FGI+05, Exercise 9.3.8], we set

REDivnX/S(T ) =

{D ∈REDivX/S(T )|deg(Dt) = n for all geometric points t of T}.
(2.11)

Then the REDivnX/S are represented by REDivnX/S ⊂ REDivX/S , which are dis-

joint and cover REDivX/S .

We can now see an obvious relation between cycles and relative effective

divisors:

Proposition 2.2.2. With X, S as above, there exists a canonical bijection{
D ∈ Z1(X/S) : D is effective and all irreducible

components of |D| are flat over S.

}
∼= REDivX/S(S). (2.12)

Proof. If we drop the condition of flatness on both sides, this follows from [Har77,

II, Remark 6.17.1]. Recalling ([Har77, III, Proposition 9.7]) that a scheme over S is

flat if and only if all of its associated points map to the generic point of S, we are

done.

2.2.2 Group schemes

Let π : G → S be a group scheme. The identity section we will call ‘eG’, the

multiplication map ‘mG’ and the inverse ‘invG’; the subscripts may be dropped

where no ambiguity will arise. Given a section p ∈ G(S), we define a translation

map τp by letting tp : G→ G×S G be the unique map fitting into the commutative

diagram

G
id

&&

tp

##H
HHHHHHHH

p◦π

��5
55

55
55

55
55

55
55

5

G×S G //

��

G

��
G // S,

then setting τp
def
= mG ◦ tp. This is an automorphism; it has inverse τ−p.

τp acts on REDivG/S (and indeed, on arbitrary cycles) by τp(D) = (τp)∗D,

and similarly invG acts on REDivG/S by pushforward. We often write Dp for τp(D)

and D− for inv(D).
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2.2.3 Picard functors

Since they will be important in what follows, we give a construction of the Néron

model of the Jacobian of a curve using the Picard functor.

There are numerous Picard functors, numerous books about them, and nu-

merous different notational conventions. Given a scheme T , we define Pic(T ) to

be the set of isomorphism classes of invertible sheaves on T . Given a relative

scheme X/S, which we assume to be separated and of finite type, we define the

relative Picard functor PicX/S to be the functor from schemes over S to sets send-

ing T/S to Pic(X×ST )
Pic(T ) .

If the associated sheaf in the Zariski, étale, fppf or fpqc topologies is repre-

sentable, we call the representing scheme PicX/S ; it is independent of the topology

from whence it sprang. There are a great many conditions under which PicX/S is

known to be representable by a scheme — a survey is provided in [BLR90]. How-

ever, it is not precisely the representability of the Picard functor which concerns us,

but rather the existence of Néron models of Jacobians. For this, we use:

Theorem 2.2.3. [BLR90, 9.5, Theorem 4 (p267)] Let S be the spectrum of a strictly

Henselian discrete valuation ring, and X be a regular proper flat relative curve over

S whose generic fibre is geometrically irreducible. Assume that either the residue

field of S is perfect or that X admits an étale quasi section. Then:

1) If P denotes the open subfunctor of PicX/S given by invertible sheaves of

total degree zero and if E is the schematic closure in P of the identity section on

the generic fibres, then Q = P/E is a Néron model of the Jacobian of the generic

fibre of X.

2) Let X1, . . . , Xn be the irreducible components of the special fibre Xν of X,

and let δi be the geometric mutiplicity of Xi in Xν (see [BLR90, 9.1/3]). Assume

that the greatest common divisor of the δi is 1. Then Pic0
X/S is a separated scheme,

and so the projection P → Q gives rise to an isomorphism Pic0
X/S

∼→ Q0, where Q0

is the connected component of the identity in Q. Thus, in this case, Pic0
X/S is the

identity component of the Néron model of the Jacobian of the generic fibre of X.

The two conditions (that the residue field of S be perfect or that X admit

an étale quasi section) will always both be satisfied in our situations.

2.3 Preliminaries on hyperelliptic curves

In this section we construct in detail a hyperelliptic curve over a field k. The

approach we adopt may seem overly technical, but it will be necessary to understand
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the homogeneous coordinate ring of such a curve as well as the degree of a line

bundle, and this is most coherently explained by the terminology we introduce here.

2.3.1 Weighted projective space

Given a field k and a positive integer g, let R denote the graded ring k[x, s, y] where

the grading is given by assigning weights 1, 1 and g + 1 to x, s and y respectively.

The weighted projective space P(1, 1, g+1) is then Proj(R). We note that as a stack

this is given by the quotient
[
A3 \ {0}/Gm

]
under the action of Gm on A3 \ {0} by

(x0, x1, x2) 7→ (λ · x0, λ · x1, λ
g+1 · x2). (2.13)

Observe that the stabilisers are trivial away from the point p0 = (0, 0, 1), which

will turn out not to lie on the curve; as such, we can ignore the stack structure of

our curve. Observe also that P(1, 1, g + 1) is regular away from p0; to see an affine

neighbourhood of p0, consider the ring homomorphism

k[t1, · · · , tg+2]→ {yn : n ∈ N}−1Rhomog = R

[
1

y

]homog

ti 7→
xisg+2−i

y

(2.14)

which is surjective with kernel given by

rank

(
t1 · · · tg+1

t2 · · · tg+2

)
= 1. (2.15)

2.3.2 The curve

For the purposes of this thesis, a hyperelliptic curve C of genus g is given inside

P(1, 1, g+1) by an equation y2 +yh(x, s) = f(x, s) where f has homogeneous degree

2g+ 2 in k[x, s] and has no repeated roots over kalg, and h has homogeneous degree

g+ 1. Note that p0 does not lie on C, and so C has trivial stabilisers. If k does not

have characteristic 2 we will usually assume h = 0. Let RC denote the graded ring

R/(y2 − f). We say C has odd degree if f has a root in k; we move such a root to

lie at s = 0.
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On any hyperelliptic curve C we have an involution map

inv : C → C

x 7→ x

s 7→ s

y 7→ −y − h(x, s).

(2.16)

The map has order 2 and the quotient of C by it is P1.

2.3.3 Bezout

Bezout’s Theorem is a classical fact from algebraic geometry that tells us that the

intersection number of two plane curves of degrees d and e respectively in P2 is

d · e. To extend this to weighted projective space one must be more careful: given

a section φ of RC(n) for some positive integers n, the intersection multiplicity of C

with the subvariety of P(1, 1, g + 1) cut out by φ is

n · degree(y2 + hy − f)

1 · 1 · (g + 1)
= 2n. (2.17)

2.3.4 Mumford coordinates

Mumford’s representation of divisors on hyperelliptic curves is explained in [MM84].

In this thesis we are mainly interested in the case of odd-degree and h = 0, and we

briefly recall Mumford’s coordinate system in this situation. Let ∞ = ∞C denote

the unique point at infinity (s = 0) of C.

Suppose C is defined by the equation y2 + yh(x) = f2g+1(x) in P(1, 1, g+ 1).

A point on Jac(C) is given by a pair (α, β) where α, β in k[x] such that:

1. α is monic of degree at most g.

2. deg(β) < deg(α).

3. α divides β2 + βh− f .

The pair (α, β) corresponds to the divisor V(α = 0, y − β = 0) − deg(α).∞
on C. The coefficients of such α, β are then coordinates on an affine piece of the

Jacobian of C. In particular, k-rational points on the Jacobian correspond exactly

to such pairs of α, β with coefficients in k.

2.3.5 Cantor’s algorithm

Cantor’s algorithm [Can87] allows for the efficient addition of divisors on a hy-

perelliptic curve in Mumford representation. This is well known, but we will give
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pseudocode for a trivial extension of Cantor’s algorithm which, given as input two

divisors D1 = (α1, β1), D2 = (α2, β2) in Mumford form, gives as output their sum

D and also a rational function ϕ such that D1 + D2 −D = div(ϕ) (to shorten the

exposition, we assume that h(x) = 0):

0) Set ϕ = 1.

1) Using the Euclidean algorithm, compute polynomials d1, e1, e2 ∈ k[x] such

that d1 = gcd(α1, α2) and d1 = e1α1 + e2α2.

2) Similarly compute polynomials d2, c1, c2 ∈ k[x] with d2 = gcd(d1, β1 + β2)

and d2 = c1d1 + c2(β1 + β2).

3) Put s1 = c1e1, s2 = c1e2 and s3 = c2, which gives d2 = s1α1 + s2α2 +

s3(β1 + β2).

4) Set α = α1α2/(d
2
2) and β = s1α1β2 + s2α2β1 + s3(β1β2 + f)/d2 mod α.

4’) Set ϕ = ϕ× d2.

5) Set α′ = (f − β2)/β and β′ = −β mod α′.

5’) Set ϕ = ϕ× α(y − β)/(f − β2).

6) If deg(α′) > g, then set α = α′ and β = β′ and repeat steps 5 and 5’ until

deg(α′) ≤ g.

7) Make α′ monic by dividing through its leading coefficient.

8) Output D = (α′, β′), ϕ.

Using Mumford coordinates, it is possible to obtain a detailed description

of the structure of divisors on a hyperelliptic curve. In particular, it is possible

to choose a unique representative in each degree-zero divisor class, a semi-reduced

divisor:

Definition 2.3.1. We define semi-reduced divisors for odd-degree hyperelliptic curves

for simplicity. a divisor D on a hyperelliptic curve of genus g with a rational Weier-

strass point p0 at infinity is said to be semi-reduced if all of the following hold:

1) D is effective;

2) D has degree g;

3) for any non-Weierstrass point p, if p appears in the support of D then the

image of p under the hyperelliptic involution does not appear in the support of D;

4) for any Weierstrass point p 6= p0, p appears in D with multiplicity at most

1.

If in addition p0 has multiplicity at most 1 in D, then D is called reduced.

Finally, D is called amenable is D is reduced and h0(C,O(D)) = 0.

, see Chapter 6). We do not reproduce the details of these constructions

here, as they are given in great detail in Mumford’s book [MM84]. We do however

include a slight extension of a result of Mumford as follows:
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Lemma 2.3.2. Let C be an odd-degree hyperelliptic curve of genus g over an alge-

braically closed field k, and let E =
∑g

i=1 pi be a divisor such that inv(pi) 6= pj if

i 6= j. Then there does not exist a non-constant rational function on C whose poles

are bounded by E (i.e. H0(C,O(E)) = 0).

Proof. If none of the pi are at infinity, then this follows from [MM84, 3.30, Step

II]. We may therefore assume that pg = ∞, and we emulate Mumford’s proof.

Let h be such a function; then h ·
∏g−1
i=1 (x − x(pi)) has poles only at infinity, and

hence is a polynomial in the affine coordinates x and y; write it as φ(x) + yψ(x).

Now ord∞(y) = −(2g + 1) which is odd, and ord∞(φ) and ord∞(ψ) are even, so

ord∞(yψ) 6= ord∞(φ). Hence if ψ 6= 0 we have

1 = − ord∞(h) = − ord∞

(
φ+ yψ∏g−1

i=1 (x− x(pi))

)
≥ − ord∞

(
yψ∏g−1

i=1 (x− x(pi))

)
≥ − ord∞(yψ)− 2(g − 1) > 1− ord∞(ψ) ≥ 1,

(2.18)

a contradiction. Hence ψ = 0, so h is the pullback of a rational function on P1; this

contradicts the assumption that inv(pi) 6= pj if i 6= j.
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Chapter 3

Arakelov theory

In this chapter, we give the basic constructions of Arakelov-Chow groups and the

action of the first Chern class of a Hermitian line bundle on them. There exist a

range of definitions. The first, due to Arakelov [Ara74], was restricted to the case of

surfaces and ‘admissible’ line bundles. Deligne [Del87] showed how the admissibility

condition could be dropped, paving the way for the ideas of Gillet and Soule [GS90a],

which work in great generality and give a ring structure to the Arakelov-Chow groups

after tensoring them with Q.

We pick a middle path. We restrict our definitions to quasi-projective vari-

eties, as without this condition it is unclear how to prove non-degeneracy of heights.

We do not restrict to the ‘admissible’ metrics of Arakelov on surfaces, as we need to

work on Néron models of Jacobians, not just on surfaces. However, for our purposes

we can assume that the schemes we work with are regular, and further we only need

the actions of the first arithmetic Chern class on the Chow groups (in fact only

on CH1), This allows us to avoid the K-theoretic approach of Gillet and Soule in

[GS90a], which is advantageous as it is not clear how to make this effective.

It is possible to construct the pairings of Néron and Arakelov in an ad-hoc

fashion, and indeed Hriljac in his thesis [Hri83] proves many of the basic results we

will need just from such an approach. However, the broader aim of this thesis is to

explore effective applications of Arakelov theory to Diophantine geometry, and this

is better served by the more general definitions given here.

3.1 Arithmetic varieties

Definition 3.1.1. Given a number field k, let S denote the spectrum of its ring of

integers. We define an arithmetic variety to be a scheme X /S such that :

16



1) X is regular.

2) X is flat and quasi-projective over S.

3)The generic fibre Xk is smooth and proper over k.

We do not assume that X comes with a fixed projective embedding, but we

make the projectivity assumption in order to ensure that ample line bundles exist.

Let Σ denote the set of Z-algebra embeddings σ : Ok → C. For any σ ∈ Σ,

let Xσ
def
= X ×Ok,σ C. By abuse of notation we denote the corresponding complex

manifold by Xσ. Let CΣ def
= C ⊗Z Ok =

∏
σ∈Σ C. Let F∞ : CΣ → CΣ be a

conjugate linear involution of C-algebras leaving invariant the image of Ok under

the canonical map induced by the tensor product. In essence, F∞ plays the role of

complex conjugation, but this more involved definition is given in order to be able

to treat all of the complex manifolds arising from complex embeddings of k at once.

Note that if Xk is geometrically connected, then XΣ has exactly one connected

component for each complex embedding (absolute value of) k. We then define

XΣ =
⊔
σ∈Σ

Xσ = X ×Spec(Ok) Spec
(
CΣ
)

= X ×Z C. (3.1)

Again, by abuse of notation we denote by XΣ the corresponding complex manifold.

F∞ then induces a map XΣ →XΣ.

Aside 3.1.2. For fixed X , the complex manifolds Xσ can be very different. The

first example of this was given by Serre [Ser64], who constructed a smooth projective

X such that two of the Xσ have non-isomorphic fundamental groups.

3.2 Metrics on line bundles

Definition 3.2.1. Let X /S be an arithmetic variety, and L an invertible sheaf on

X . Let L denote the corresponding invertible sheaf on XΣ. Following [CL09, §2.4

G], we define a Hermitian metric on L to be a collection of maps ‖s‖ : U → R≥0

for U running over open subsets of XΣ, and for s running over sections in L(U),

satisfying the following properties:

1) If V ⊂ U are open sets, and x ∈ V , s ∈ L(U), then

‖s‖(x) = ‖s|V ‖(x).

2) If s ∈ L(U) and f ∈ OXΣ
(U), then ‖fs‖ = |f | · ‖s‖.

3) If s ∈ L(U) and xinU with f(x) 6= 0, then ‖s‖(x) 6= 0.

17



We say the metric is smooth, continuous, etc. if for every non-vanishing

section s, the map ‖s‖ is smooth, continuous, etc.

We denote a line bundle L on a complex manifold with a metric ‖−‖ by

L = (L, ‖−‖), and similarly L = (L, ‖−‖) denotes a line bundle on an arithmetic

variety with a metric on the corresponding complex line bundle. Such L and L are

known variously as metrised or Hermitian line bundles.

3.3 Pull-back of Hermitian line bundles

Let f : X → Y be a morphism of regular varieties over C, and L a Hermitian line

bundle on Y . Suppose further that f is the composite of a smooth morphism with

a closed immersion (this will prevent the pullback metric from being degenerate).

To define the pullback f∗L, we begin by noting that for any q ∈ Y (C), open subset

U of Y containing q, and section s ∈ L(U), the metric induces in a canonical way

a metric on the fibre Lq. Given p ∈ X(C) and an open neighbourhood V of p, we

let ϕp : (f∗L)p → Lf(p) denote the canonical linear map, and set ‖s‖(p) = ‖ϕp(sp)‖,
which makes sense by the observation above. It is clear that this defines a Hermitian

line bundle structure on f∗L, but less clear is that if L is continuous then f∗L is,

similarly for smoothness of L etc. The easiest way to prove this is to compute the

Hermitian form 〈−,−〉 on L corresponding to ‖−‖, and then to define f∗ 〈−,−〉 as

follows.

Fix an open subset V of X, and sections s1 and s2 in

(f∗L)(V ) = (f−1L)(V )⊗(f−1OY )(V ) (OX)(V ). (3.2)

Then we can find some open set U ⊃ f(V ), integer n > 0, and for each i ∈ {1, 2}
and j ∈ {0, . . . , n}, sections tij ∈ L(U) and rij ∈ OX(V ) such that

si =

n∑
j=0

(
tij ◦ f

)
⊗ rij . (3.3)

Then set

〈s1, s2〉 (−) =
n∑
j=0

n∑
l=0

〈
t1j , t

2
l

〉
(f(−)) ·

∣∣r1
j (p)

∣∣ ∣∣r2
l (p)

∣∣ . (3.4)

It is easy to check that this is independent of the representation of si in terms

of the tij and r1
j , and also that additional properties such as continuity, smoothness

etc. carry through this definition to the induced Hermitian metric ‖−‖ =
√
〈−,−〉

on f∗L.
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3.4 The Fubini-Study metric

Here we give as an example of a metric on a line bundle the Fubini-Study metric on

OPn(1); this will play an important rôle when we come to define heights.

Let Pn = Proj (C[x0, . . . , xn]) where the grading is by unweighted degree, so

H0 (Pn,OPn(1)) = C 〈x0, . . . , xn〉 (the C-vector space with basis x0, . . . , xn). Further,

observe that for any open subset U of X and section s ∈ OPn(1)(U), there exists

l ∈ C 〈x0, . . . , xn〉 and f ∈ OPn(U) such that f · l = s. As a result, it suffices to

define ‖l‖ : Pn → R≥0 for l ∈ C 〈x0, . . . , xn〉. We set

‖l‖(t0, . . . , tn) =
|l(t0, . . . , tn)|√∑n

j=0 |tj |
2
. (3.5)

It is easy to check that this defines a differentiable metric. Pullbacks of this

metric will be useful later in constructing heights.

3.5 Morphisms of Hermitian line bundles

Let X be a regular variety over C, and L, M Hermitian line bundles on X. A

morphism ϕ from L to M is a morphism of the underlying line bundles such that

for every open subset U of X, section s ∈ L(U) and x ∈ U(C), we have the inequality

‖s‖(x) ≥ ‖ϕ(s)‖(x) (3.6)

An isomorphism is a morphism with a two-sided inverse; in particular, it is an

isometry on fibres.

If now X /S is an arithmetic variety, and L, M are Hermitian line bundles

on X , a morphism from L to M is a morphism of the underlying line bundles L,

M which induces a morphism of the corresponding Hermitian line bundles on XΣ.

Definition 3.5.1. The Arakelov-Picard group P̂ic(X ) of an arithmetic variety X

is the group of isomorphism classes of Hermitian line bundles on X .

3.6 Forms and currents

Let X be a regular proper variety over C, which we consider as a complex manifold.

Let A (p,q)(X) denote the space of smooth differential forms of bidegree (p, q) on

X, and set A m(X) =
⊕

p+q=m A (p,q)(X). We give A (p,q)(X) the structure of a

topological vector space as in [GH94, Chapter 3.1], and define the space of currents
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D(p,q)(X) to be the topological dual of A (p,q)(X) (compactness of X allows us

to ignore the usual conditions of compact support). If X has dimension n (as a

complex manifold or equivalently as an algebraic variety), we define D (p,q)(X) =

D(n−p,n−q)(X).

In the standard fashion we have an injective map A (p,q)(X) → D (p,q)(X)

sending a form ω to the current
[
α 7→

∫
X ω ∧ α

]
. Push forward and pullback of

currents are defined dually to the corresponding notions for forms in the following

manner:

Let f : X → Y be a morphism of complex manifolds, with X and Y of pure

dimensions d and e respectively. The maps f∗ : A (p,q)(Y )→ A (p,q)(X) induce maps

f∗ : D (p,q)(X)→ D (e−d+p,e−d+q)(Y ) (3.7)

by (f∗T ) (α) = T (f∗α).

If F is a proper submersion, one can integrate along the fibres by a theorem

of Ehresmann [Ehr51] (see [GS90a, 1.1.4] for details) to obtain a pushforward

f∗ : A (p,q)(X)→ A (e−d+p,e−d+q)(Y ) (3.8)

and hence by duality we obtain the pullback f∗ : D (p,q)(Y )→ D (p,q)(X).

Definition 3.6.1 (Real forms and currents). If our complex manifold is of the form

XΣ for some arithmetic variety X , then it comes with a conjugate linear involution

F∞ : XΣ → XΣ (see Section 3.1). We can thus define subspaces of real forms and

currents: given ω ∈ A (p,p)(XΣ) (respectively D (p,p)(XΣ)), we say that ω is real if

and only if ω is real valued and F ∗∞ω = (−1)pω (it makes sense to ask that ω be real-

valued since its bidegree is symmetric); see [GS90a, p124]. We write A (p,p)(XΣ,R)

for the space of real forms, and D (p,p)(XΣ,R) for the space of real currents.

Note that the operator ∂∂ sends the space of real forms A ∗(XΣ,R) to itself,

and similarly for currents.

3.7 Integration currents

If X is a smooth complex variety of complex dimension d and ι : Y ↪→ X an integral

subvariety of codimension p, let Yns denote the regular locus of Y . We then define

an integration current δY in D (p,p)(X) as

δY (α) =

∫
Yns

ι∗α, (3.9)

20



for α ∈ A (d−p,d−p)(X). That δY is a well defined current is due to Lelong [Lel57];

an alternative proof using Hironaka’s resolution of singularities is given in [Sou92,

II.1, p40].

3.8 Green currents

Here we give the definition of a Green current for a subvariety — a crucial step

in the definition of most arithmetic intersection theories. The motivation for the

use of Green currents is twofold; they give a measure of the distance between two

subvarieties, thus reflecting the non-Archimedean case, and their precise definition

yields appropriate formal properties to give a well-behaved intersection theory.

Definition 3.8.1. Let X be an arithmetic variety. Given a cycle z ∈ Zp(XΣ), a

Green current for z is a current gz ∈ D (p−1,p−1)(XΣ,R) such that there exists a form

ωz ∈ A (p,p)(XΣ,R) for which the equality

ddcgz + δz = [ωz] (3.10)

holds in D (p,p)(XΣ,R).

In the work of Arakelov [Ara74], there is an additional restriction put on

Green currents by prescribing the differential form ωz; this leads to the notion of an

admissible current, which we will not need here. At a later stage we will show how

to make natural choices of ωz, but to develop the theory in generality it is better to

allow arbitrary forms at this point.

3.9 Existence of Green currents

There are many results on the existence of Green currents; we postpone the state-

ment that we need to Theorem 3.10.1. Perhaps more difficult is their explicit con-

struction. There are two situations in which this is well understood, one of which

is the case of linear subvarieties of projective space; this is by a theorem of Levine,

in [Lev60]; see also [Sou92, II.2.3] for a brief overview, or [GS90b, §5] for a detailed

exposition. The other easy case is that of a Cartier divisor when a metric is given

on an associated line bundle; this is essentially due to the Poincare-Lelong formula

as follows.
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3.9.1 Green current for a Cartier divisor

Let X be a regular complex variety and L a Hermitian line bundle on X. Let

MX denote the sheaf of regular meromorphic functions on X, see [Gro67, IV, §20].

Choose a regular meromorphic section s of L, that is, some s ∈ H0 (X,L⊗OX MX).

Since L is locally trivial, we can find an open cover U = {Ui} of X, together

with fi ∈MX(Ui) and ti ∈ L(Ui) nowhere-vanishing such that

s|Ui = ti ⊗ fi (3.11)

(recall that the tensor product of sheaves is defined to be the sheafification of the

presheaf resulting from the näıve definition).

To the pair (L, s) we associate uniquely the Cartier divisor {(Ui, fi)}. Now

on Ui set divUi(s) = divUi(fi), and set ‖s‖ = ‖ti‖ · |fi|. These are both independent

of the choice of ti and fi, and agree on overlaps of any chosen open sets Ui, and so

div(s) is a globally defined Cartier divisor, and ‖s‖ makes sense outside the support

of div(s).

We define the first Chern class c1(L) of L in A (1,1)(X) as follows: over

any open subset U ⊂ X and t ∈ L(U) non-vanishing, set c1(L)|U = ddc log‖t‖−1.

Transition functions are holomorphic, so it is easy to check that this gives a globally

defined (1, 1)-form, whose class then lies in D (1,1)(X). Now the Poincare-Lelong

formula gives

ddc log
(
‖s‖−1

)
+ δdiv(s) =

[
c1(L)

]
, (3.12)

and hence log
(
‖s‖−1

)
is a Green current for div(s) (see also [CL09, Proposition

2.4.14]). We write ĉ1(L) =
(
div(s), c1(L)

)
.

The above example suggests that Green currents for codimension 1 cycles

are straightforward, at least in the regular case; certainly they are much more

straightforward than for cycles of higher codimension. However, what the above

construction has achieved is to move the problem from constructing Green currents

to constructing metrics on line bundles. Pulling back the Fubini-Study metric under

a projective embedding is one source of metrics, but such metrics are not always

sufficient; more involved constructions will be needed for metrics used to obtain

Néron-Tate heights.

3.10 Arakelov-Chow groups

Let X be an arithmetic variety. Let Ẑp(X ) denote the set of pairs (z, gz) where

z is a cycle in Zp(X ) and gz is a Green current in D (p−1,p−1)(XΣ,R) for the cycle

22



in XΣ corresponding to z. Addition in Ẑp(X ) is defined pointwise; it is easy to

check that the sum of Green currents is a Green current for the sum of cycles. Let

R̂p(X ) ⊂ Ẑp(X ) be the subgroup generated by pairs of one of the following two

forms:

1)
(

div(f),
[
log
(
|f |−2

)])
where f ∈ k(y)∗, a rational function on some

prime cycle y ∈ Zp−1(X ).

2)
(
0, ∂(u) + ∂(v)

)
for some u ∈ D (p−2,p−1)(XΣ,R) and v ∈ D (p−1,p−2)(XΣ,R).

Pairs of type (1) obviously reflect the usual notion of rational equivalence of

cycles. Those of type (2) arise as a consequence of the Hodge decomposition. We

then define the arithmetic Chow group by

ĈH
p
(X )

def
= Ẑp(X )/R̂p(X ). (3.13)

Theorem 3.10.1. [Sou92, III, 1.2] For any arithmetic variety X , the following

sequence is exact:

A (p−1,p−1)(XΣ,R)(
Image(∂) + Image(∂)

) a→ ĈH
p
(X )

b→ CHp(X )→ 0 (3.14)

where a(ω) = [(0, [ω])], and b ([(z, gz)]) = [z]. In particular, Green currents exist for

all cycles.

Aside 3.10.2. For p ≥ 1 and a cycle z ∈ V , it may happen that zQ is empty. See

[Sou92, III 2.1] for a decomposition of ĈH
p
(X) along these lines.

3.11 Intersection pairings

For our applications, we only need the action of the first (arithmetic) Chern class

of a Hermitian line bundle on the (arithmetic) Chow groups. This is fortunate,

since to go beyond this one must go via K-theory, and can only obtain (at the time

of writing) a pairing of the Chow groups with rational coefficients. Since we are

primarily interested in heights these coefficients are not a major drawback, but it

appears hard to make these K-theoretic results explicit.

We wish to define an action

P̂ic(X )× ĈH
p
(X )→ ĈH

p+1
(X )(

L, [(z, gz)]
)
7→ L · (z, gz)

(3.15)

for p > 0. To do this, fix L a Hermitian line bundle and (z, gz) a cycle whose class

lies in ĈH
p
(X ); assume further that z is irreducible. Write j : z ↪→ X for the
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inclusion map. As in Section 3.9.1, fix a regular meromorphic section s of j∗L, so

s ∈ H0 (z, j∗L⊗Oz Mz). Then set

L · (z, gz) =
(
j∗ (divz(s)) , j∗ log‖s‖−1 +

[
c1(L)

]
∧ gz

)
, (3.16)

where the wedge
[
c1(L)

]
∧ gz is defined by

〈[
c1(L)

]
∧ gz, α

〉
=
〈
gz, c1(L) ∧ α

〉
(3.17)

for all forms α of suitable degree.

Much work remains to show that this defines an element of ĈH
p+1

(X ); see

[Sou92, III.2, Theorem 2 and Remark 2.3.2] or [CL09, §2.5c]. The reader will easily

check that the given current lies in D (p+1,p+1)(XΣ,R).

3.12 Degree of a cycle

The final notion we need to introduce before defining a height is that of the degree of

an arithmetic cycle. In classical intersection theory, in the absence of a polarisation,

one defines the degree of a zero-cycle to be the degree of its pushforward to a point

along the structure map. In the arithmetic context, we still have a pushforward, but

it is less clear how to define the degree of a cycle on the base scheme. Recalling that

this base scheme will be the spectrum of the ring of integers of some number field,

we make the following definitions (which could easily be generalised to an order in

a number field).

Definition 3.12.1 (Degree of a cycle). Let Ok denote the integers of the number

field k, and set S
def
= Spec(Ok). Given a cycle [(z, gz)] ∈ ĈH

1
(S), we write z =∑

p np · p where the sum is over prime ideals p of height 1 in Ok, and we observe

that gz ∈ D (0,0) (SΣ,R) corresponds to an element g̃z =
∏
σ∈Σ gσ ∈ RΣ. Then we

define

d̂eg ([(z, gz)]) =
∑
p

np · log

(
#

(
Ok
p

))
+
∑
σ∈Σ

gσ, (3.18)

where again the first sum is over prime ideals p of height 1 in Ok. This is independent

of the choice of (z, gz) in [(z, gz)] (see [CL09, Chapter 1.B]).
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3.13 Heights

Suppose we are given an arithmetic variety X , together with a fixed Hermitian line

bundle L on X . Recalling that the function field of the base scheme S is a number

field k, we obtain a height

hL : Z(Xk)→ R (3.19)

as follows: fix zη ∈ Z(Xk), and let z denote its Zariski closure in X . Write

j : z ↪→X for the inclusion, and consider the commutative diagram

z
j //

πz   @
@@

@@
@@

@ X

πX

��
S

Define the arithmetic cycle ẑ = (z, gz) associated to z by the equation

d dc gz + δz = j∗j
∗c1(L); (3.20)

the existence of such gz follows from Theorem 3.10.1. Now set

hL(zη) = d̂eg
(
πz∗
(
j∗L

)
· (S, 0)

)
(3.21)

where (S, 0) ∈ ĈH
0

(S) is the trivial cycle (this is included since πz∗
(
j∗L

)
is a line

bundle not a cycle and we defined degrees on cycles, but we will on occasion omit

it in future for simplicity). If X /S is projective, then by [Sou92, III, Theorem 3]

we have

hL(zη) = d̂eg
(
πX ∗

(
L · ẑ

))
, (3.22)

and so the height pairing can be realised directly as an intersection pairing on X .

3.14 Height on Pn

As an example, we consider projective space over Spec(Z). Write

PnZ = Proj (Z [x0, . . . , xn]) , (3.23)

and set L = O(1) with the Fubini-Study metric on the corresponding complex line

bundle. Fix p = (p0, . . . , pn) ∈ PnZ(Q). We may assume the pi are coprime integers,

and so there exist integers ui such that
∑n

i=0 pi · ui = 1. Let p denote the Zariski

closure of p in PnZ, and j : Spec(Z) ↪→ PnZ the corresponding inclusion. Then j
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corresponds to a ring homomorphism

Z[x0, . . . , xn]→ Z

xi 7→ pi.
(3.24)

Hence j∗O(1) ' Z [p0, . . . , pn] = Z.

By Section 3.13, we need to compute d̂eg (j∗O(1) · (p, 0)). To do so, we choose

a regular meromorphic section s of j∗O(1); we take s = 1 in Z. Then the finite part

of d̂eg is clearly zero, and it suffices to compute the infinite part, log
(
‖s‖−1

)
.

Now s ∈ Z corresponds to the restriction to p ∈ PnZ(Q) of the section s̃ =∑b
i=0 ui · xi ∈ H0 (Pn,O(1)). As such, it suffices to compute ‖s̃‖(p). From Section

3.4, we see that

‖s̃‖(p0, . . . , pn) =
|
∑n

i=0 ui · pi|√∑n
i=0 |pi|

2
=

1√∑n
i=0 |pi|

2
. (3.25)

Hence

hO(1)
(p) = log

√√√√ n∑
i=0

|pi|2
 . (3.26)

If one prefers the height h(p) = log (maxi |pi|), this can be arranged by a different

choice of metric on O(1), but this metric will not be differentiable, and so it is

sometimes less convenient.

3.15 Relative ampleness of line bundles

In this section, which is something of an aside to the main discourse, we discuss a

distinction between two heights that can arise from an ample base point free line

bundle on the generic fibre of an arithmetic variety. Suppose that X is an arithmetic

variety, and L is a base point free ample line bundle on the generic fibre Xη of X ,

and that we have chosen a basis of the dual space to the space of global sections of

L. There are two natural ways to obtain a height on X :

1) Let ϕ : Xη → Pnk = Proj
(
H0 (Xη,L)

)∨
be the canonical map, and set

h1(p) to be the näıve height of ϕ(p).

2) Extend L to a bundle L on X flat over the base (such an extension exists

and is unique, since L is required to be locally free). Pull back the Fubini-Study

metric to get a metric on the complex line bundle associated to L , and apply the

constructions of Section 3.13 to obtain a height which we shall call h2.

26



How are h1 and h2 related? We list some easy results:

If L is relatively ample and base point free, and yields a map X → PnOk
whose generic fibre is ϕ, then it is easy to see that h1 = h2.

If L is relatively base point free, then let ϕ denote the corresponding mor-

phism from X to a projective space. Then L is generically isomorphic to ϕ∗O(1),

and so they differ at only finitely many fibres. As such, we see that
∣∣h1−h2

∣∣ is

bounded for points rational over extensions of k of bounded degree.

If Xη is an Abelian variety and X is its Néron model, then [Nér65, II.14]

shows that
∣∣∣ĥ− h2

∣∣∣ is bounded, and [Nér65, III] shows that the ‘j-pairing’ (see 4.4)

is bounded and hence
∣∣∣h1−ĥ

∣∣∣ is bounded. Thus we see that
∣∣h1−h2

∣∣ is bounded

for points rational over extensions of k of bounded degree.

As a final remark, we consider the case where C/k is a smooth curve, and

C /Ok is a proper flat model. Suppose we are given L an ample base point free line

bundle on C, and L is the flat extension to C . Then by [Har77, III Proposition 5.3

p229], we see that L is ample on C .

3.16 Non-degeneracy of heights

Given a projective arithmetic variety X and a Hermitian line bundle L, it is not

clear when the resulting height will be non-degenerate (Definition 2.1.1). However,

suppose that L is base point free and that the metric on L is obtained by pulling

back the Fubini-Study metric (or any equivalent metric) along the canonical map

ϕ : X → Proj
(
H0 (X ,L)

)∨
(after choosing a basis of H0 (X ,L)). Then [Sou92,

III, Theorem 3] tells us that for all p ∈X (kalg),

hL(p) = hO(1)(ϕ(p)). (3.27)

As such, finiteness of ϕ is a necessary and sufficient condition for non-degeneracy of

hL. In particular, hL is non-degenerate if and only if L is ample; see Theorem 2.1.5.

3.17 Several ways to define a height

Suppose (X ,L) is a pair of an arithmetic variety X and a base point free ample

line bundle L on X . There are four main ways to ‘choose’ a height on X :

1) Pick a basis si of H0 (X ,L∨), and use this to pull back the Fubini-Study

metric. We then obtain a height as in Section 3.13.
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2) Pick a smooth Hermitian metric on L, and apply Section 3.13.

3) Pick a closed differential form ω ∈ A (1,1) (XΣ,R) whose cohomology class

is that of L. Use this to define a metric on L, and proceed as before.

4) Pick a Green function on a representative of c1(L). Again, use this to

define a metric on L and proceed as before.

Only method (1) gives us directly a non-degenerate height, but it can be

useful to know how to translate between all these approaches. We encode some such

information in the following diagram. Numbers refer to the four ways to define a

height given above, and the labeled arrows are ways to get from one description to

the other, described below (there is some redundancy in these).

(1)
a // (2)

e

��

b

��
(4)

d

EE

g

**
(3)

c

TT

f
jj

a) Pull back the Fubini-Study metric on Proj
(
H0 (X,L)

)∨
.

b) Set ω = c1(L).

c) This is [CL09, Proposition 2.4.13].

d) This is [CL09, Proposition 2.4.14].

e) Pick a regular meromorphic section s of L, then log
(
‖s‖−1

)
is a Green

current for div(s).

f) A Green function gz is determined by the formula d dc gz = ω+δz; it exists

by arrows (c) and (e).

g) Set ω = d dc gz − δz.

3.18 Intersections and local decomposition of heights

In this section, we show how to decompose the height function into a sum of local

contributions under some weak assumptions, via an intersection pairing.
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Let X /S be an arithmetic variety, D a Cartier divisor on X , and j : z ↪→X

a prime cycle on X of dimension 1 such that D×X z has dimension zero (if z and D

are horizontal, this is equivalent to requiring that they do not meet on the generic

fibre of X ). Fix a metric |−| on O(D), and gz a Green current for z such that

d dc gz + δz = j∗j
∗c1

(
O(D)

)
. For ν ∈M0

k , define

ιν ((D, |−|), z) =
∑
p

lengthOp

(
Op
ID, Iz

)
· [κ(p) : κ(ν)] , (3.28)

where p runs over closed points of X lying over ν, ID and Iz are defining ideals

for D and z respectively in Op, and κ(p) and κ(ν) are the residue fields at p and ν

respectively. Set

〈〈(D, |−|), z〉〉ν = ιν ((D, |−|), z) · log(#κ(ν)). (3.29)

Observe this is independent of the choices of metric |−|, so we can just write ιν (D, z)

and 〈〈D, z〉〉ν . For Archimedean ν ∈M∞k , define

〈〈(D, |−|), z〉〉ν =
∑
p

log
(
(‖t‖(p))−1

)
, (3.30)

where p runs over the (finite) set of points in zν , and t is a regular meromorphic

section of O(D) whose associated divisor is D.

If S is a local scheme,we may instead write ιX rather than ιν , and similarly

for the pairing 〈〈−,−〉〉ν . We set

〈〈(D, |−|), z〉〉 = 〈〈(D, |−|), z〉〉X =
∑
ν∈Mk

〈〈(D, |−|), z〉〉ν . (3.31)

The following result is then implicit in the literature, but not generally proven

in this form:

Proposition 3.18.1.∑
ν∈Mk

〈〈(D, |−|), z〉〉ν = d̂eg
(
πz∗j

∗O(D), ·(S, 0)
)
, (3.32)

where πz : z → S is the structure map, and (S, 0) denotes S as an arithmetic cycle

on itself with trivial Green current.

Proof. Let πX : X → S denote the structure map, and recall that πz∗ = πX ∗ ◦ j∗.
Throughout this proof, t will denote a regular meromorphic section of O(D) corre-
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sponding to D. We prove the above result locally at ν; firstly, for non-Archimedean

ν. We have by definition that the Weil divisor on z supported over ν corresponding

to j∗O(D) is given by ∑
p

ordp (j∗t) · p, (3.33)

where the sum runs over maximal ideals p on z lying over ν. Now since D is Cartier

and j is a closed embedding, one sees that

ordp (j∗t) = lengthOq

(
Oq
ID, Iz

)
(3.34)

where j(p) = q, and ID and Iz are defining ideals for D and z respectively in Oq. A

formal calculation remains:

〈〈D, z〉〉ν = ιν (D, z) · log(#κ(ν))

=
∑
p

lengthOp

(
Op
ID, Iz

)
· [κ(p) : κ(ν)] · log(#κ(ν))

(by (3.34)) =
∑
p

ordp (j∗t) · [κ(p) : κ(ν)] · log(#κ(ν))

= ordν (πz∗j
∗t) · log(#κ(ν))

(3.35)

which is the ν-part of d̂eg
(
πz∗j

∗O(D)
)

.

For Archimedean ν ∈ M∞k , we see that the corresponding summand of

d̂eg
(
πz∗j

∗O(D) · (S, 0)
)

is given by (sums are over p in zν)

∑
p

∫
Xν

log
(
‖t‖−1

)
· δp

=
∑
p

log
(
‖t‖(p)−1

)
= 〈〈(D, |−|), z〉〉ν .

(3.36)
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Chapter 4

Néron-Tate heights via Arakelov

theory

In the preceding chapter we outlined the general theory of Hermitian line bundles

on arithmetic varieties and showed how these techniques lead to height pairings. In

this chapter we restrict to the case of curves and their Jacobians, and show that

with care and the correct choice of metric we can recover the Néron-Tate height. We

also give the results of Faltings and Hriljac relating the Néron-Tate height on the

Jacobian of a curve to an intersection pairing on the curve itself; this is the key step

to allow the efficient computation of heights for curves of large genus, as detailed in

the next chapter. Throughout this chapter, A will denote an Abelian variety over a

number field k, with Néron model A over the spectrum S of the integers Ok of k.

4.1 Néron’s approach to heights on Abelian varieties

Recall from Theorem 2.1.10 the definition of the Néron-Tate height ĥL associated to

a line bundle L on A. It is constructed via approximations by heights arising from

projective embeddings of A. However, for computations this is not always practical;

for example, the Jacobian of a genus 4 curve embedded by 4Θ lives in P255, and is

very far from being a complete intersection — its defining ideal needs an extremely

large number of (quadratic) generators. So far it has proven impossible to find

these generators, let alone the duplication polynomials which would also be needed

to obtain heights by this method. No help can be expected from the Kummer variety

either; whilst in genera 1 and 2 the Kummer is geometrically far simpler that the

Jacobian, and in genus 3 it is still a little easier to work with, Mumford’s work on

the equations defining Abelian varieties [Mum66] shows that in general we cannot
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expect the Kummer to be simpler than the Jacobian.

In [Nér65, III], Néron offers an alternative construction which sidesteps the

problem of finding projective embeddings of abelian varieties. We would now de-

scribe his approach as ‘Arakelov-theoretic’, though it should be remembered that

his work long predates that of Arakelov, and indeed the modern concept of scheme

theory, due to Grothendieck et al.

A decade later, in his address to the International Congress of Mathemati-

cians [Ara75], Arakelov asserted that his intersection theory on arithmetic surfaces

‘coincided’ with Néron’s construction on their Jacobians. Proofs were later provided

by Faltings [Fal84] and Hriljac [Hri83] independently; we will say more about them

in Section 4.6.

In what follows, we will restrict ourselves to the case of Jacobians of curves

rather than arbitrary Abelian varieties. Néron’s work does not use that assump-

tion, but it will somewhat shorten the exposition with no loss of utility for our

applications.

4.2 Néron’s construction

To use the general method of obtaining heights from Hermitian line bundles as

described in Section 2.1 to obtain the Néron-Tate height requires two innovations.

One, unsurprisingly, is the construction of a special metric on the line bundle OA(ϑ).

The other relates to how one associates to a k-point of A a cycle on A ; it turns

out that simply taking the Zariski closure is insufficient. This is presented as a

‘correction term’ to the height pairing one obtains by just taking the Zariski closure,

and is usually denoted with the symbol ‘j’.

4.3 Choice of metric on O(ϑ)

From the diagram in Section 3.17 we see that to define a height it suffices to write

down a Green current (in fact function) for the ϑ-divisor. That the Green function

given below defines the Néron-Tate height is ensured by its Chern form. Fixing

a complex embedding σ of the ground field, we view Aσ as a complex torus. We

have a quotient map π : Cg → Aσ. The theta function θ : Cg → C descends

to a meromorphic function on Aσ. Then there exists a unique Hermitian form

h : Cg × Cg → C such that

gϑ(z)
def
= log |θ(z)| − h(z, z) (4.1)
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on Cg descends to a smooth function on Aσ outside the support of ϑ (for proofs

of the above assertions, see [Nér65, III]). The following proposition confirms that

Néron’s construction yields a Green’s function:

Proposition 4.3.1. gϑ(z) is a Green function for the divisor ϑ, with chern form

d dc h(z, z).

Proof. The Poincare-Lelong formula [CL09, Proposition 2.4.7] shows

d dc log |θ(z)| = −δdiv(θ) = −δϑ. (4.2)

It is clear that d dc h(z, z) is a smooth differential form on Cg. The quotient π :

Cg → Aσ is locally an isomorphism, and so d dc gϑ(z) = −δϑ − ω, ω a smooth

differential form on Aσ.

We can translate and sum the gϑ to obtain Green functions for any expression

in ϑ-translates.

4.4 The correction term ‘j’

In this section we recall the definition of j from [Nér65, III]. We also introduce a

new ‘local’ version of the term. Let X ∈ Div(A) and p ∈ A (S). Firstly, we consider

the case where X is principal.

Definition 4.4.1. Say X = divA(f) for some f in the function field FF (A) =

FF (A ). Then for ν ∈M0
k set

jν(X, p− e) def
= 〈〈divA (f)|fib, p− e〉〉ν , (4.3)

and

j(X, p− e) def
= 〈〈divA (f)|fib, p− e〉〉A =

∑
ν∈Mk

jν(X, p− e). (4.4)

where 〈〈−,−〉〉 is the pairing defined in Section 3.18, and divA (f)|fib is by definition

equal to ∑
Y

Y ordY (f) (4.5)

as Y runs over fibral prime divisors of A .

We then generalise to the case of X algebraically equivalent to zero.

Definition 4.4.2. Say X ∼alg 0. Then there exists q ∈ A (S) and f ∈ FF (A) such

that X = ϑq−ϑ+divA(f). Letting CT denote the cardinality of the component group

33



of Aν , the Theorem of the Square [Mum08, p59] tells us that there exists g ∈ FF (A)

such that cT · ϑq − ϑcT ·q − (cT − 1) · ϑ = divA(g). Then we set

jν(X, p− e) def
= jν(divA(f), p− e) +

1

cT
jν(divA(g), p− e). (4.6)

and similarly

j(X, p− e) def
= j(divA(f), p− e) +

1

cT
j(divA(g), p− e) =

∑
ν∈Mk

jν(X, p− e). (4.7)

Finally, we can reduce the case of arbitrary X to that of X algebraically

equivalent to zero:

Definition 4.4.3. For any divisor X, we have that X − (X−)p ∼alg 0. Then set

jν(X, p− e) def
=

1

2
jν(X − (X−)p, p− e), (4.8)

and

j(X, p− e) def
=

1

2
j(X − (X−)p, p− e) =

∑
ν∈Mk

jν(X, p− e). (4.9)

We also recall the useful result:

Proposition 4.4.4. [Nér65, III, 3, Proposition 2, ii] For a fixed divisor X on A,

the value of jν(X, p− e) depends only on the connected component of Aν containing

pν .

Remark 4.4.5. It is not hard to see that jν(X, p − e) = 0 if p reduces to the

connected component of the identity modulo ν. In particular, jν(X, p − e) = 0 if ν

is prime of good reduction.

4.5 Definition of the Néron-Tate height

We are now in a position to give the definition of the Néron-Tate height on the

Jacobian of a curve with respect to the ϑ-divisor.

Definition 4.5.1. As always, let C be a pointed curve over a number field k, and

let A denote its Jacobian. For a point p ∈ A(k) we define the Neŕon-Tate height

of p by

ĥϑ(p) = hϑ(p) + j(ϑ, p− eA ) (4.10)
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where p denotes the Zariski closure of p in A and hϑ(p) denotes the height of p with

respect to the line bundle associated to ϑ with metric as in Section 4.3; see Section

3.13 for the definition of this.

The Néron-Tate height is in fact a special case of a pairing between divisors

D on Aη and degree-zero zero cycles. We present the definition in the case where D

is a sum of translates of the theta divisor, but it can easily be extended to arbitrary

divisors.

Definition 4.5.2. Let D =
∑n

i=1 ϑqi, where qi are points in A (k). Let pi, . . . , pm ∈
A (k). We fix a metric on OA (D) from Section 4.3, and define(

D,
∑
i

pi −meA

)
=

〈〈
D,
∑
i

pi −meA

〉〉
+ j(D,

∑
i

pi −meA ). (4.11)

4.6 Connection to the intersection pairing on the curve

In this section we recall the result, due to Faltings [Fal84] and Hriljac [Hri83], relating

the Néron-Tate height pairing on the Jacobian of a curve to the self-intersection of

a Hermitian line bundle on the curve itself.

We begin by recalling the definition of the canonical Green function associ-

ated to a divisor on a curve. Using the diagram in Section 3.17, it is equivalent to

define the canonical volume form on the curve, from which the Green functions can

be obtained. For this we follow [Lan88, II, Section 2]:

Definition 4.6.1. Let C be a smooth connected curve of genus g > 0 over a number

field k. Fix a complex embedding σ of k. Viewing Cσ as a Riemann surface, we de-

fine a Hilbert space structure on the space of regular differentials on Cσ (differentials

of the first kind) by

(ϕ1, ϕ2) 7→
√
−1

2

∫
C(C)

ϕ1 ∧ ϕ2. (4.12)

Let ϕ0, . . . , ϕg−1 be an orthonormal basis for this space. We then define the canonical

volume form on Cσ to be

ϕ
def
=

√
−1

2g
(ϕ0 ∧ ϕ0 + · · ·+ ϕg−1 ∧ ϕg−1). (4.13)

Lang checks that this is indeed a volume form. We have
∫
Cσ
ϕ = 1 by definition of

an orthonormal basis.

The main result of Faltings and Hriljac can now be stated:
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Theorem 4.6.2. [Fal84],[Hri83] Let C be a smooth connected pointed curve of genus

g > 0 over a number field k with integers Ok, with Jacobian A/k and proper minimal

regular model C / Spec(Ok). Let p ∈ A(k), and let D ∈ Div(C) be a degree-zero

divisor such that p = [O(D)]. Let D̃ be a divisor on C such that:

1) D̃η = D.

2) For each finite place ν of Ok and each divisor F on C supported over ν,

we have D̃ · F = 0.

Let Ô(D̃) denote the Hermitian line bundle whose underlying line bundle is

O(D̃) and whose metric arises from the canonical volume form on C. Let (D̃, g
D̃

)

be the corresponding arithmetic cycle. Then

−d̂eg

(
π∗

(
Ô(D̃) · (D̃, g

D̃
)

))
= ĥϑ(p). (4.14)

The left hand side is more commonly written as ‘minus the self intersection

of D̃’.

Proofs are given in [Fal84] and [Hri83]. Faltings’ proof is elegant and con-

ceptual, and obtains the result as a corollary of a deeper arithmetic Riemann-Roch

theorem, itself resulting from consideration of volumes on cohomology. However,

there are two drawbacks to Faltings’ approach:

1) He assumes and makes essential use of semi-stability of the model of C,

which is acceptable for some theoretical purposes because of the semistable reduction

theorem [BLR90, 9, Theorem 7] due to Deligne-Mumford/Artin-Winters. However,

in practice this assumption is not convenient.

2) Since both sides of the equality proven in the theorem are quadratic, it

suffices to show that their difference is dominated by a linear form, which Faltings

deduces from his Riemann-Roch Theorem. However, this does not make it clear

how the various terms in Néron’s and Arakelov’s pairings match up.

In contrast, Hriljac adopts a slow and arduous approach, explicitly pulling

back each term in Néron’s pairing to show that it agrees with a corresponding term in

Arakelov’s. This takes up the first 91 pages of his thesis, in contrast with Faltings 22

pages for the same result. However, for our purposes Hriljac’s approach has several

advantages:

1) He does not assume semistability.

2) He shows that the model C does not need to be minimal.

3) He shows clearly how the pairings match up, comparing intersections,

correction terms and the analytic part.
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4.7 Local decomposition of pairings

We can decompose the ‘self-intersection’ term of Theorem 4.6.2 into a sum of local

terms in a similar fashion to Section 3.18, and we benefit again from a lightening of

notation. This is implicit in the literature, but is not generally stated in this form.

Fix a maximal ideal ν of Ok. We begin by defining a map Φν from Div0(C)

to the group of fibral divisors on C supported over ν, modulo multiples of the whole

fibre Cν . We set Φν(D) to be the unique class of fibral divisors such that for all

fibral divisors Y on C supported over ν, we have ιν (D + Φν(D), Y ) = 0. That

this is well-defined is proven in [Lan88]. Now given D, E ∈ Div0(C) with disjoint

support, set

〈D,E〉ν = log |κ(ν)| · ιν (D + Φν(D), E)

= log |κ(ν)| · ιν (D + Φν(D), E + Φν(E)) .
(4.15)

For Archimedean ν ∈ M∞k , set 〈D,E〉ν =
∑
gp(q) where the sum is over p ∈ D,

q ∈ E with multiplicity, and gp is the canonical Green function associated to the

divisor p on C.

Combining Section 3.18 and Theorem 4.6.2, and choosing D′ ∈ Div0(C)

linearly equivalent to and disjoint from D, we have

ĥϑ([O(D)]) = −
∑
ν∈Mk

〈
D,D′

〉
ν
. (4.16)
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Chapter 5

Computing the canonical height

of a point on a hyperelliptic

Jacobian

The problem considered in this chapter is that of computing the Néron-Tate (or

canonical) height of a point on the Jacobian of a curve of genus greater than 3. As

discussed in Chapter 1, for curves of genus 1 and 2 the existing methods (classical in

genus 1, and due to Flynn, Smart, Cassels and others in genus 2 [CF96] and [FS97])

make use of explicit equations for projective embeddings of Jacobians, and have

proven to be very successful in practice. In addition, recent work of Stoll [Sto12] has

shown that these techniques can be extended to the genus 3 case. It does not seem

practical at present to give explicit equations for Jacobians of curves of genus 4 and

above, let alone to use these to compute heights. We propose an alternative approach

to computing the Néron-Tate height based on Arakelov theory. To demonstrate that

our method is practical, we give numerical examples where we compute heights of

points on Jacobians of hyperelliptic curves of genus 1 ≤ g ≤ 9. We recall from

Chapter 1 that such computations have numerous practical applications.

5.1 Choice of curves

Whilst the theoretical sections of this chapter (and indeed, much of the remainder

of this thesis) are largely independent of the curve chosen, the very geometric nature

of Arakelov theory means that the details of the algorithm, and especially its imple-

mentation, will depend greatly on the geometry of the curve considered. Let C be a

curve defined over a number field k. Our method makes a number of computational
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assumptions:

(a) We have a uniform and convenient way of representing divisor classes on the

curve C.

(b) We are able to rigorously compute abelian integrals on C to any required

(reasonable) precision.

(c) We are able to write down a regular proper model C for C over the integers

Ok (though this need not be minimal).

(d) For each non-Archimedean place ν that is a prime of bad reduction for C , we

are able to compute the intersection matrix of the special fibre Cν .

(e) We have a way of computing Riemann-Roch spaces of divisors on C.

Assumptions (a) and (b) cause us to restrict our attention to hyperelliptic curves.

The computer algebra package MAGMA [BCP97] has in-built commands to deal with

all of these for hyperelliptic curves over number fields. For (a), it uses Mumford’s

representation (see Section 2.3.4) for divisor classes. A MAGMA implementation by P.

van Wamelen is used for integral computations in (b); this does not use the usual

numerical integration techniques as these are inherently non-rigorous; instead, hy-

perelliptic functions are locally approximated by truncated power series and formally

integrated. The computation of the intersection matrices of the special fibres at the

bad places is produced by MAGMA as by-product of the computation of the regular

proper model, implemented by S. Donnelly using techniques as in [Liu02, Chapter

8]. For computing Riemann-Roch spaces, MAGMA makes use of the method of Hess

[Hes].

In order to simplify the exposition, we restrict our attention to curves with a

rational Weierstrass point. As such, unless otherwise stated, C will denote an odd-

degree hyperelliptic curve over a number field k, and C a proper regular—though

not necessarily minimal—model of C over the integers Ok.

5.2 A Formula of Faltings and Hriljac

As before C is an odd degree hyperelliptic curve over a number field k. We fix once

and for all the following notation:

• Mk the proper set of places of k;

• M0
k the subset of non-Archimedean places of k;
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• M∞k the subset of Archimedean places of k;

• κ(ν) the residue field at a ν ∈M0
k ;

• ιν the usual intersection pairing between divisors over ν ∈ M0
k (see [Lan88,

IV,§1]).

We recall from Section 4.7 the following result:

Theorem 5.2.1. (Faltings and Hriljac) Let D be a degree zero divisor on C, and

let E be any divisor linearly equivalent to D but with disjoint support. Then the

height of the point on Jac(C) corresponding to D is given by

ĥϑ (O(D)) = −
∑
ν∈M0

k

log |κ(ν)| ιν
(
D + Φ(D), E

)
− 1

2

∑
ν∈M∞k

gD,ν(E)

where Φ and gD,ν are defined as follows:

- Φ sends a divisor on the curve C to an element of the group of fibral Q-

divisors on C with order zero along the irreducible component containing infinity,

such that for any divisor D on C (with Zariski closure D) and fibral divisor Y on

C , we have ιν
(
D + Φ(D), Y

)
= 0 (this is a slight change of normalisation from that

given in Section 4.7; we will use it for the remainder of this chapter).

- gD,ν denotes a Green function for the divisor D, when C is viewed as a

complex manifold via the embedding ν.

Our strategy for computing the Néron-Tate height of a degree zero divisor

D using the above formula is as follows:

1. Determine a suitable divisor E as above. This is explained in Section 5.3.

2. Determine a finite set R ⊂ M0
k such that for non-Archimedean places ν not

in R, we have ιν
(
D + Φ(D), E

)
= 0. This is explained in Section 5.4.

3. Determine ιν
(
Φ(D), E

)
for ν ∈ R. This is explained in Section 5.5.

4. Determine ιν
(
D,E

)
for ν ∈ R. This is explained in Section 5.6.

5. Compute the Green function gD,ν(E) for Archimedean ν. This is explained in

Section 5.7.

In the final section we give a number of worked examples.

By a straightforward Riemann-Roch computation, we can write down a di-

visor in Mumford form that is linearly equivalent to D. We replace D by this

40



Mumford divisor. Thus we may suppose that D = D′ − d · ∞ where d ≤ g and

D′ = zeros (a(x), y − b(x)) with a(x), b(x) ∈ k[x] satisfying certain conditions as

given in [MM84, 3.19, Proposition 1.2].

5.3 Step 1: Choosing E

If the support of D′ does not contain Weierstrass points, choose a λ ∈ k such that

a(λ) 6= 0, and set

E = inv(D′)− d

2
zeros (x− λ) , (5.1)

where inv denotes the hyperelliptic involution. If d is odd, this is not a divisor but

a Q-divisor. This is unimportant, but if the reader is troubled he or she should

multiply E by 2, and then appeal to the quadraticity of the height.

If the support of D′ does contain Weierstrass points, either:

a) replace D by a positive multiple of itself to avoid this, or

b) add a divisor of order 2 to D to remove them.

(a) is simpler to implement, (b) generally faster computationally. It is easy to

see that (b) must always work, since we simply subtract off the offending Weierstrass

points (recalling that they are of order 2). To see the same for (a), note that were (a)

to fail for a divisor D then for all n the class in the Jacobian of nD−ng∞ would be

contained in the theta-divisor, but the theta divisor does not contain any translates

of abelian subvarieties, so this contradicts the Mordell-Lang Theorem unless D is

torsion (in which case the height is zero).

Now E ∼lin −D, and so

ĥϑ (O(D)) =
∑
ν∈M0

k

log |κ(ν)| ιν
(
D + Φ(D), E

)
+

1

2

∑
ν∈M∞k

gD,ν(E).

This is seen by viewing the expression on the right hand side as the global Néron

pairing on divisor classes, which is a quadratic form; since E is linearly equivalent

to −D a minus sign results, which cancels with those in Theorem 5.2.1 to yield the

above expression.

5.4 Step 2: Determining a Suitable R

We wish to find a finite set R ⊂M0
k such that

ιν
(
D + Φ(D), E

)
= 0 (5.2)
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for all ν /∈ R. To make this as general as possible, we will for the moment just

assume C is a smooth curve over k in the weighted projective space Pk(a0, . . . , an).

Let C ′ denote its closure in POk(a0, . . . , an). Let Q1 denote the set of places of bad

reduction for C ′, outside which C ′ is smooth over Ok.
It suffices to solve our problem for prime divisors, as we can then obtain

results for general D and E easily. Let X and Y be prime divisors on C, and

let d be the degree of Y . Let H1, . . . ,Hd+1 be a collection of weighted integral

homogeneous forms of degrees e1, . . . , ed+1 > 0 on POk(a0, . . . , an), geometrically

integral on the generic fibre and coprime over k, such that for all pairs i 6= j, we

have on the generic fibre that Hi ∩Hj ∩C = ∅ and Hi ∩ Y = ∅. (we will confuse Hi

with the hypersurface it defines).

Let Q2 be the set of ν ∈M0
k \Q1 such that

(H i)ν ∩ (Hj)ν ∩ C ′ν 6= ∅

for some 1 ≤ i < j ≤ d + 1. Note that H i ∩Hj is a zero-dimensional scheme, and

so is easy to compute in practice.

Let FF (Y ) denote the function field of Y , a finite extension of k, and let

NY : FF (Y ) → k denote the norm map. In practice, we can use Gröbner bases to

find an isomorphism FF (Y )
∼→ k[t]/α(t), and so can readily compute NY .

Let f1, . . . , fr be integral weighted homogeneous equations for X such that no

fi vanishes on Y , and set deg(fj) = dj . Finally let Q3 be the set of ν ∈M0
k \(Q1∪Q2)

such that

ordν

(
NY

(
fe1j /H

dj
1

))
6= 0

for some 1 ≤ j ≤ r.

Lemma 5.4.1. Set

R = Q1 ∪Q2 ∪Q3.

If ν /∈ R then ιν
(
X + Φ(X), Y

)
= 0.

Proof. Outside Q1, C ′ is smooth over Ok, and hence it is regular and all its fibres

are geometrically integral. As a result,

ιν
(
X + Φ(X), Y

)
= ιν

(
X,Y

)
for ν /∈ R. (5.3)

Suppose ιν
(
X,Y

)
6= 0, so (X)ν ∩ (Y )ν 6= ∅. We will show ν ∈ R.

Recall that X and Y are cycles on C ′ of relative dimension zero over Ok,
and so their fibres over closed points are cycles of dimension zero. Observe that,
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since the fj are integral, we must have zeros (fj) ⊃ X for all j. Hence there is some

j0 such that fj0 vanishes on some irreducible component of (equivalently, closed

point in) (Y )ν (in fact, this holds for any j0). As a result, ιν
(
zerosC′ (fj0) , Y

)
> 0,

since we assume zerosC′ (fj0) and Y have disjoint support on the generic fibre. Now

suppose ν /∈ R. Then for all i, since ν /∈ Q3, we must have

ordν

(
NY

(
feij0 /H

dj0
i

))
= 0.

Hence by [Lan88, III, Lemma 2.4, p56], we see that for all i,

0 = ιν

(
divC′

(
feij0

H
dj0
i

)
, Y

)
= ei · ιν

(
zerosC′ (fjo) , Y

)
− dj0 · ιν

(
zerosC′ (Hi) , Y

)
.

Now as ei > 0 and dj0 > 0, we see that for all i,

ιν
(
zerosC′ (Hi) , Y

)
> 0, (5.4)

so every zerosC′ (Hi) meets Y . But the zero-dimensional cycles zerosC′ (Hi)∩Y are

pairwise disjoint since ν /∈ Q2, and deg(Y ) = deg((Y )ν) = d. Since the (d+1) cycles

zerosC′ (Hi) ∩ Y are disjoint, they cannot all meet the zero-dimensional cycle (Y )ν

as it has degree d; this contradicts Equation 5.4, and so we are done.

5.5 Step 3: Determining ιν
(
Φ(D), E

)
We next discuss the computation of the term ιν

(
Φ(D), E

)
for a non-Archimedean

place ν. Recall that by our assumptions in Section 5.1 we are able to write down

a proper regular model C and the intersection matrix for Cν for all bad places ν.

Clearly ιν
(
Φ(D), E

)
vanishes if Cν is integral, in particular if ν is a good prime.

Suppose ν is a bad prime. Since we have the intersection matrix of Cν , we can easily

compute both Φ(D) and ιν
(
Φ(D), E

)
from the definition of Φ if we can solve the

following:

Problem 5.5.1. Given a finite place ν, a horizontal divisor X and a prime fibral

divisor Y over ν, compute ιν (X,Y ).

We may replace the base space S = Spec(Ok) by its completion Ŝ at ν

([Lan88, III, Proposition 4.4, page 65]), and we may further assume that X is a prime

horizontal divisor on C ×S Ŝ. By Lemma 5.5.2 below, this means that the support

of Xν is a closed point of Cν , and so we can find an affine open neighbourhood

U = Spec(A) of Xν in C ×S Ŝ.
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Lemma 5.5.2. If X is a prime horizontal divisor on C ×S Ŝ, then the support of

Xν is a prime divisor on Cν (in other words, Xν is irreducible but not necessarily

reduced).

Proof. There exists a number field L and an order R in L such that X is isomorphic

to Spec(R). Write L = k[t]/α(t), where α monic and irreducible with integral

coefficients. Let κ denote the residue field of k, and α the image of α in κ[t]. If Xν

is not irreducible, then there exist f , g ∈ κ[t] coprime monic polynomials such that

f ·g = α. This factorization of α lifts to a factorization of α by Hensel’s Lemma.

Now it is easy to check whether Xν ∩ Y = ∅; if so, ιν (X,Y ) = 0. Further, if

Xν ⊂ Y and Xν is not contained in any other fibral prime divisor, then ιν (X,Y ) =

deg(X); this is easily seen since locally Y = zerosU (ν), and we can take the norm

of ν from the field of fractions FF (X) down to k.

We are left with the case where Xν lies at the intersection of several fibral

prime divisors. Recall that X is assumed to be horizontal. We find equations

f1, . . . , f r ∈ A⊗Ok κ(ν) for Y as a subscheme of Uν . Then choose any lifts fi of f i

to A. Now we need two easy results in commutative algebra:

Lemma 5.5.3. let R be a ring, p ∈ R any element, and I an ideal containing p.

Suppose we have t1, . . . , tr ∈ R such that the images t1, . . . , tr in R/(p) generate the

image of I in R/(p). Then I = (t1, . . . , tr, p).

Proof. Let x ∈ I. Write x for the image of x in R/(p), and write x =
∑r

i=1 αiti

for some α ∈ R/(p). Choose lifts αi of αi to R. Then y
def
= x −

∑r
i=1 αiti has the

property that y ∈ p · R. Hence x is in (ti, . . . , tr, p) and so I ⊂ (t1, . . . , tr, p). Now

p ∈ I by assumption, and ti ∈ I/(p), so there exists gi in I such that gi − ti ∈ p ·R,

so ti ∈ I.

Lemma 5.5.4. Let R be a regular local ring, and t1, . . . , tr ∈ R be such that I
def
=

(t1, . . . , tr) is a prime ideal of height 1. Now I is principal; write I = (t). Then

there exists an index i and a unit u ∈ R such that ti = tu. In particular, there exists

an index i with I = (ti).

Proof. R is a unique factorization domain, and so for each i we can write ti = t′it

for some t′i ∈ R. Hence I = t · (t′1, . . . , t′r), and (t′1, . . . , t
′
r) = 1. We want to show

some t′i is a unit. Suppose not; then since R is local, all the t′i lie in the maximal

ideal, so (t′1, . . . , t
′
r) is contained in the maximal ideal, a contradiction.

Now from these we see that one of the fi or ν must be an equation for Y in

a neighbourhood of Xν (and it cannot be ν as Xν lies on an intersection of fibral
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primes). Now if any fi vanishes on Xν , it cannot be the fi we seek. Exclude such

fi, and then for each of the remaining fi compute its norm from FF (X) to the

completion of k. The minimum of the valuations of such norms will be achieved by

any fi which is a local equation for Y at Xν , and hence ιν (Y,X) is equal to the

minimum of the valuations of the norms.

5.6 Step 4: Determining ιν
(
D,E

)
Finally, we come to what appears to be the meat of the problem for non-Archimedean

places: given two horizontal divisors D and E and a place ν ∈ R, compute the

intersection ιν
(
D,E

)
. However, the techniques used in previous sections actually

make this very simple.

Fix a non-Archimedean place ν. Let Ŝ denote the ν-adic completion of S,

and set Ĉ = C ×S Ŝ. It is sufficient to compute the intersection ιν (X,Y ) where

X and Y are prime horizontal divisors on Ĉ ; in particular (by Lemma 5.5.2), the

supports of Xν and Yν are closed points of Cν = Ĉν

Now if Supp(Xν) 6= Supp(Yν), then ιν (X,Y ) = 0. Otherwise, let U =

Spec(A) be an affine open neighbourhood of Supp(Xν). Let f1, . . . , fr generate the

ideal of X on U ; then by Lemma 5.5.4 we know that some fi generates the ideal of

X in a neighbourhood of Xν . If fj vanishes on Y , we can throw it away. We obtain

Proposition 5.6.1.

ιν (X,Y ) = min
i

(ordν (fi[Y ]))

as i runs over {1, . . . , r} such that fi does not vanish identically on Yν . Here f [Y ]

is defined to be either

1. the norm from FF (Y ) to the completion of k of the image of fi in FF (Y ),

or, equivalently,

2.
∏
j fi(pj)

nj where Y =
∑

j njpj over some finite extension l/k (see [Lan88,

II,§2, page 57]).

Proof. If fi is not identically zero on Yν , then zerosĈ (fi) and Y have no common

component and moreover fi is regular on a neighbourhood of Y so

ιν (polesC′(fi), Y ) = 0, (5.5)

and so [Lan88, II, Lemma 2.4, p56] shows that

ιν
(
zerosĈ (fi) , Y

)
= ordν (fi[Y ]) . (5.6)
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Now zerosĈ (fi) ≥ X, so ordν (fi[Y ]) ≥ ιν (X,Y ). Moreover, by lemma 5.5.3

there is an index i0 such that fi0 generates X near Xν , and since Xν = Yν is

irreducible we have that

ιν (X,Y ) = ιν
(
zerosĈ (fi0) , Y

)
=
∑
p

lengthOp

(
Op

fi0 , IY

)
= lengthOXν

(
OXν
fi0 , IY

) (5.7)

where the sum is over closed points p of Ĉ lying over ν, and IY is the defining ideal

for Y in the local ring under consideration. Now any other fi will have

ιν
(
zerosĈ (fi) , Y

)
≥ ιν

(
zerosĈ (fi0) , Y

)
, (5.8)

so the result follows.

As regards the computation of the fi[Y ], definitions (1) and (2) given in

Proposition 5.6.1 lead to slightly different approaches, but both make use of Pauli’s

algorithms [PR01]. In our implementation, discussed in Section 5.8, we use (2) as it

seems easier; however (1) may lead to an implementation that is faster in practice.

5.7 Step 5: Computing gD,ν(E)

Finally, we must compute the Archimedean contribution. Fix for the remainder of

this section an embedding σ of k in C corresponding to a place ν ∈ M∞k . Let Cσ

denote the Riemann surface corresponding to C ×k,σ C.

5.7.1 The PDE to be Solved

As a starting point, we take [Lan83, Chapter 13, Theorem 7.2], which we summarise

here.

Given a divisor a on Cσ of degree zero, let ω be a differential form on Cσ

such that the residue divisor res(ω) equals a (such an ω can always be found using

the Riemann-Roch Theorem). Normalise ω by adding on holomorphic forms until

the periods of ω are purely imaginary. Let

dga
def
= ω + ω̄. (5.9)

Then ga is a Green function for a. Thus it remains to find, normalise and integrate

such a form ω.
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5.7.2 Application of theta functions to the function theory of hy-

perelliptic curves

We can use ϑ-functions to solve the partial differential equation (5.9) of Section 5.7.1,

in a very simple way. For background on ϑ-functions we refer to the first two books

of the ‘Tata lectures on theta’ trilogy, [Mum83], [MM84]. ϑ-functions are complex

analytic functions on Cg which satisfy some quasi-periodicity conditions, thus they

are an excellent source of differential forms on the (analytic) Jacobian of Cσ. To get

from this a differential form on Cσ we simply use that Cσ is canonically embedded

in Jac(Cσ) by the Abel-Jacobi map, so we can pull back forms from Jac(Cσ) to Cσ.

Fix a symplectic homology basis Ai, Bi on Cσ as in [MM84]; by this we mean

that if i(−,−) denotes the intersection of paths, then we require that the Ai, Bi

form a basis of H1(Cσ,Z) such that

i(Ai, Aj) = i(Bi, Bj) = 0 for i 6= j

and

i(Ai, Bj) = δij .

We also choose a basis ω1, . . . ωg of holomorphic 1-forms on Cσ, normalised such

that ∫
Ai

ωj = δij .

We recall the definition and some basic properties of the multivariate ϑ-

function:

ϑ(z; Ω)
def
=
∑
n in Zg

exp(πinΩnT + 2πin · z) (5.10)

which converges for z in Cg and Ω a g × g symmetric complex matrix with positive

definite imaginary part. The ϑ-function satisfies the following periodicity conditions

for m,n in Zg:
ϑ(z +m; Ω) = ϑ(z; Ω), (5.11)

ϑ(z + nΩ; Ω) = exp(−πinΩnT − 2πinz)ϑ(z; Ω). (5.12)

We will set Ω to be the period matrix of the analytic Jacobian of Cσ with

respect to the fixed symplectic homology basis (as in [MM84]), and z will be a

coordinate on the analytic Jacobian. This means that

Ωij =

∫
Bi

ωj .
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Let

δ′
def
=

(
1

2
,
1

2
, . . . ,

1

2
,
1

2

)
∈ 1

2
Zg

δ′′
def
=

(
g

2
,
g − 1

2
, . . . , 1,

1

2

)
∈ 1

2
Zg

∆
def
= Ω · δ′ + δ′′.

Then [MM84, Theorem 5.3, part 1] tells us that ϑ(∆− z) = 0 if and only if

there are P1, . . . Pg−1 in Cσ such that

z ≡
g−1∑
i=1

∫ Pi

∞
ω (mod Zg + ΩZg).

This is a crucial result which allows us to construct a quasifunction on Jac(Cσ) with

prescribed zeros, and from this obtain the Green function we seek.

5.7.3 Solution of the Partial Differential Equation

Let D, D0 be two effective reduced divisors of degree g on Cσ with disjoint support,

containing no Weierstrass points nor the point at infinity, nor any pairs p + q of

points such that p = inv(q). Then the classes [O(D− g ·∞)] and [O(D0− g ·∞)] lie

outside the ϑ-divisor on the Jacobian; indeed, the association D 7→ [O(D−g ·∞)] is

an isomorphism from divisors with the above properties to Jac(Cσ) \ϑ, see [MM84,

3.31]. Write α : Div(Cσ) → Jac(Cσ) for the map sending a divisor E to the class

[O(E − deg(E) · ∞)].

For z in Jac(Cσ) we set

G(z) =
ϑ(z + ∆− α(D))

ϑ(z + ∆− α(D0))
.

Then for p in Cσ we set F (p) = G(α(p)) so

F (p) =
ϑ(α(p) + ∆− α(D))

ϑ(α(p) + ∆− α(D0))
. (5.13)

If we let ω = d logF (p) then it is clear that res(ω) = D−D0. It then remains

to normalise ω to make its periods purely imaginary, and then integrate it. We have

a homology basis Ai, Bi, and we find:∫
Ak

ω =

∫
Ak

d logF (p) = logG(α(p) + ek)− logG(α(p)) = 0
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(where ek = (0, 0, . . . 0, 1, 0 . . . , 0) with the 1 being in the k-th position), and

∫
Bk

ω =

∫
Bk

d logF (p) = logG(α(p) + Ω.ek)− logG(α(p))

= 2πi eTk · (α(D)− α(D0)).

From this we can deduce that the normalisation is

ω = d log

[
ϑ(α(p) + ∆− α(D))

ϑ(α(p) + ∆− α(D0))

]

− 2πi
[
(Im(Ω))−1 Im(α(D)− α(D0))

]
.


ω1

ω2

...

ωg


where p is a point on Cσ.

Now we integrate to get the Green function gD−D0(p) =
∫ p
∞Cσ

ω + ω, where

∞Cσ denotes the point at infinity on Cσ:

gD−D0(p) = 2 log

∣∣∣∣ ϑ(α(p) + ∆− α(D))

ϑ(α(p) + ∆− α(D0))

∣∣∣∣

+ 4π
[
(Im(Ω))−1 Im(α(D)− α(D0))

]
. Im


∫ p

∞Cσ


ω1

ω2

...

ωg




= 2 log

∣∣∣∣ ϑ(α(p) + ∆− α(D))

ϑ(α(p) + ∆− α(D0))

∣∣∣∣
+ 4π(Im(Ω))−1 · Im(α(D)− α(D0)) · Im (α(p)) .

Given divisors D, D0 and E, E0 containing no Weierstrass points or infinite

points or pairs of points which are involutions of each other, and having disjoint

support we can use this formula to compute 1
2gD−D0 [E − E0] which is simply the

sum over points p ∈ Supp(E − E0) of 1
2gD−D0(p). We are done.
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5.8 Examples

We have created a test implementation of the above algorithm in MAGMA. The fol-

lowing results were obtained using a 2.50 GHz Intel Core2 Quad CPU Q9300:

First, we let C/Q be the genus 3 hyperelliptic curve given by

C : y2 = x7 − 15x3 + 11x2 − 13x+ 25.

Let D, E be the points on the Jacobian corresponding to the degree 0 divisors

(1, 3)−∞, E = (0,−5)−∞ respectively. We obtain the following:

ĥ(D) = 1.77668 . . .

ĥ(E) = 1.94307 . . .

ĥ(D + E) = 4.35844 . . .

ĥ(D − E) = 3.08107 . . .

2ĥ(D) + 2ĥ(E)− ĥ(D + E)− ĥ(D − E) = 1.26217× 10−28

with a total running time of 31.75 seconds. We note that our result is consistent

with the parallelogram law for the Néron-Tate height, which provides a useful check

that our implementation is running correctly.

Next we give two families of curves of increasing genus. Firstly the family

y2 = x2g+1+2x2−10x+11 with D denoting the point on the Jacobian corresponding

to the degree 0 divisor (1, 2)−∞ (all times are in seconds unless otherwise stated):

g ĥ(D) time

1 1.11466 . . . 1.94

2 1.35816 . . . 6.44

3 1.50616 . . . 15.10

4 1.61569 . . . 32.71

5 63.4292 . . . 72.23

6 1.77778 . . . 212.37

7 51.0115 . . . 20 minutes

8 1.89845 . . . 3 hours

9 78.8561 . . . 16 hours

Now we consider the family y2 = x2g+1 + 6x2 − 4x+ 1 with D denoting the

point (1, 2) + (0, 1)− 2 · ∞ on the Jacobian:
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g ĥ(D) time/seconds

1 1.41617 . . . 2.06

2 1.37403 . . . 6.73

3 1.50396 . . . 15.62

4 1.40959 . . . 32.60

5 1.70191 . . . 76.48

6 1.81093 . . . 291.17

7 1.71980 . . . 1621.50
A fully-functioning and more efficient implementation of Néron-Tate height

computations is currently being carried out in MAGMA by J. S. Müller, combining

ideas from this chapter with those from his own PhD thesis, [Mue10]. Müller’s

approach to computing ιν (D,E) is quite different from that used here; he uses

Gröbner bases to compute directly the Op-length of the modules
Op

ID+IE
as p runs

over closed points of the special fibre, in contrast to the method in this chapter

where we compute norms down to the ground field and then compute valuations.
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Chapter 6

The difference between the

näıve and Néron-Tate heights

In this chapter we give a definition of a näıve height on divisors on a hyperelliptic

curve over a number field, and show that this näıve height has computably bounded

difference from the Néron-Tate height of the corresponding point on the Jacobian.

Our definition of the height is analogous to the definition of the height of an

element of a number field K as

h(x) =
∑
ν∈MK

log+ |x|−1
ν , (6.1)

where log+(x) = max(0, log(x)). For each place ν of our number field, we will

construct a metric dν on divisors which measures how far apart they are in the

ν-adic topology. We define

H ([D]) =
∑
ν∈MK

log dν(D,D′)−1 (6.2)

where D′ is a specified divisor which is linearly equivalent to −D. Since our curve

is compact and our metrics continuous, the function dν(D,D′)−1 is bounded below

uniformly in D, and so we may use log in place of log+.

After setting up these metrics, we will first show how to bound the difference

between the distance between two divisors and their local arithmetic intersection

pairing at a non-Archimedean place. This will involve bounding the term Φ of

Section 4.7, and then comparing distances between divisors and lengths of modules,

in Section 6.3. The hardest aspect of this will be allowing for the fact that the

model of C obtained by taking the closure inside relative projective space is not in
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general a regular scheme, so we must compute precisely how the process of resolving

its singularities will affect the intersection pairing.

We must then obtain similar bounds at Archimedean places. If the divisors

we consider have supports which are not too close together, then we may obtain

bounds by using the expressions for Green’s functions in terms of theta functions

given in Section 5.7.3. We bound the derivatives of these expressions in theta func-

tions which allows us to numerically compute explicit bounds. The case where

the divisors in question have supports which are close to one another is somewhat

harder, and we cover it in Section 6.5 by finding systematic ways to move the divi-

sors further appart by linear equivalence, and then computing the effect that this

moving has on the Green’s functions.

6.1 Metrics on P1 and C

We begin by setting up a collection of metrics.

Definition 6.1.1. Let K be a field of characteristic zero with a norm |−|. Let

dA : K ×K → R be given by

dA(p, q) =
|p− q|

(1 + |p|)(1 + |q|)
. (6.3)

Proposition 6.1.2. dA is a metric on K.

Proof. Only the triangle inequality is non-obvious. Let p, q and r ∈ K.

dA(p, q) + dA(q, r) =
|p− q|

(1 + |p|)(1 + |q|)
+

|q − r|
(1 + |q|)(1 + |r|)

=
|p− q| (1 + |r|) + |q − r| (1 + |p|)

(1 + |p|)(1 + |q|)(1 + |r|)

≥ |p− r|+ |q| |p− r|
(1 + |p|)(1 + |q|)(1 + |r|)

= dA(p, r).

(6.4)

We note that for all p and q ∈ K, we have dA(p, q) < 1.

Definition 6.1.3. Let K be a field equipped with an Archimedean norm. Let dP :
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P1(K)× P1(K)→ R be given by:

dP ((p1 : p2), (q1 : q2)) =


dA(p1/p2, q1/q2) if p2q2 6= 0

dA(p2/p1, q2/q1) if p1q1 6= 0

1 if p1 = q2 = 0 or p2 = q1 = 0.

(6.5)

Proposition 6.1.4. dP is a metric.

Proof. Firstly, dP is well defined; one easily checks that if x, y ∈ K∗ then dA(x, y) =

dA(1/x, 1/y). Again we check only the triangle inequality, since the others are

obvious. Choose three points p = (p1 : p2), q = (q1 : q2) and r = (r1 : r2). If all

three are contained in one of the two coordinate charts of P1 then the result follows

from the affine case. If any two of p, q and r coincide then the inequality is obvious.

We are thus left with two cases:

Case 1: p1 = q2 = 0 and r1r2 6= 0. Then

dP (p, q) + dP (q, r) = 1 + dP (q, r) ≥ 1 ≥ dP (p, r). (6.6)

Case 2: p1 = r2 = 0 and q1q2 6= 0. Then

dP (p, q) + dP (q, r) =
|q1/q2|

1 + |q1/q2|
+
|q2/q1|

1 + |q2/q1|
= 1 = dP (p, r). (6.7)

Remark 6.1.5. Even if the norm on K is non-Archimedean, the metrics dA and

dP need not be.

Definition 6.1.6. Let K denote a finite extension of Qp with a norm |−| extending

the p-adic one. Let dP : P1(K)× P1(K)→ R be given by:

dP ((p1 : p2), (q1 : q2)) =


|p1/p2 − q1/q2| if |p1| ≤ |p2| and |q1| ≤ |q2|
|p2/p1 − q2/q1| if |p1| ≥ |p2| and |q1| ≥ |q2|
1 otherwise.

(6.8)

Proposition 6.1.7. dP is a metric.

Proof. Firstly, dP is well defined; if |p1| = |p2| and |q1| = |q2| then

|p1/p2 − q1/q2| |p2| |q2| = |p2/p1 − q2/q1| |p1| |q1| . (6.9)
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We also observe that for all p, q ∈ K we have dP (p, q) ≤ 1; this is because (K, |−|)
is non-Archimedean.

Only the triangle inequality is non-obvious, and we prove it by cases. Choose

three points p = (p1 : p2), q = (q1 : q2) and r = (r1 : r2). Without loss of generality

we may assume |p1| ≤ |p2|.
Case 1: |q1| ≤ |q2| and |r1| ≤ |r2|. This follows from the triangle inequality

for the norm on K.

Case 2: |q1| ≤ |q2| and |r1| > |r2|.
If |q1| < |q2| then

dP (p, q) + dP (q, r) = dP (p, q) + 1 ≥ 1 ≥ dP (p, r), (6.10)

so we may assume that |q1| = |q2|.
If |p1| < |p2| then dP (p, q) = |p1/p2 − q1/q2| = max(|p1/p1| , |q1/q2|) = 1

since |−| is a p-adic norm. Hence

dP (p, q) + dP (q, r) = 1 + dP (q, r) ≥ 1 ≥ dP (p, r). (6.11)

Otherwise, |p1| = |p2| and we are back to Case 1.

Case 3: |q1| > |q2| and |r1| ≤ |r2|.
If |p1| < |p2| then

dP (p, q) + dP (q, r) = 1 + dP (q, r) ≥ 1 ≥ dP (p, r). (6.12)

If |r1| < |r2| then

dP (p, q) + dP (q, r) = dP (p, q) + 1 ≥ 1 ≥ dP (p, r). (6.13)

Otherwise, |p1| = |p2| and |r1| = |r2|, so we are back to Case 1.

Case 4: |q1| ≥ |q2| and |r1| ≥ |r2|. Interchanging p and r returns us to Case

2.

Definition 6.1.8. C is as always a hyperelliptic curve of genus g over a number

field K living inside weighted projective space P(1, 1, g+ 1) with coordinates x, s, y.

We assume C is defined by y2 = f(x, s) where f =
∑2g+2

i=1 fix
is2g+2−i has integral

coefficients.

For each place ν ∈ MK , we define (Kalg
ν , |−|) to be an algebraic closure of

the completion Kν together with the norm which restricts to ν on K ⊂ Kalg
ν . For
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non-Archimedean places ν we define dν : C(Kalg
ν )× C(Kalg

ν )→ R by

dν((xp, sp, yp), (xq, sq, yq))

=


max

(
|xp/sp − xq/sq| ,

∣∣∣yp/sg+1
p − yq/sg+1

q

∣∣∣) if |xp| ≤ |sp| and |xq| ≤ |sq|

max
(
|sp/xp − sq/xq| ,

∣∣∣yp/xg+1
p − yq/xg+1

q

∣∣∣) if |xp| ≥ |sp| and |xq| ≥ |sq|
1 otherwise.

(6.14)

Proposition 6.1.9. For each ν ∈M0
K , d = dν is a metric on C(Kalg

ν ).

Proof. Checking that the function is well defined proceeds as for Proposition 6.1.7.

Again, only the triangle inequality is non-obvious. We begin by observing that if

(x : s : y) ∈ C(Kalg
ν ) then

|x| ≤ |s| =⇒ |y| ≤ |s|g+1 (6.15)

and

|x| > |s| =⇒ |y| ≤ |x|g+1 . (6.16)

The first implication holds as

|y|2 =

∣∣∣∣∣∑
i

fix
is2g+2−i

∣∣∣∣∣ ≤
(

max
i
|fi|
)
|s|2g+2 ≤ |s|2g+2 , (6.17)

and the other case is similar. Combining this with the fact that |−| is p-adic, we

see for all p, q ∈ C(Kalg
ν ) that d(p, q) ≤ 1.

From now on we proceed case-by-case. Let p = (xp, sp, yp), q = (xq, sq, yq)

and r = (xr, sr, yr). Note that the change of coordinates x 7→ s, s 7→ x, y/sg+1 7→
y/xg+1 preserves the metric (replacing f by its reciprocal polynomial). As such, we

may assume without loss of generality that |xp| ≤ |sp|.
Case 1: |xq| ≤ |sq| and |xr| ≤ |sr|. Then

d(p, q) + d(q, r)

= max

(∣∣∣∣xpsp − xq
sq

∣∣∣∣ ,
∣∣∣∣∣ ypsg+1
p

− yq

sg+1
q

∣∣∣∣∣
)

+ max

(∣∣∣∣xqsq − xr
sr

∣∣∣∣ ,
∣∣∣∣∣ yqsg+1
q

− yr

sg+1
r

∣∣∣∣∣
)

≥ max

(∣∣∣∣xpsp − xq
sq

∣∣∣∣+

∣∣∣∣xqsq − xr
sr

∣∣∣∣ ,
∣∣∣∣∣ ypsg+1
p

− yq

sg+1
q

∣∣∣∣∣+

∣∣∣∣∣ yqsg+1
q

− yr

sg+1
r

∣∣∣∣∣
)

≥ d(p, r).

(6.18)
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Case 2: |xq| ≤ |sq| and |xr| > |sr|. If |xq| < |sq| then

d(p, q) + d(q, r) = d(p, q) + 1 ≥ 1 ≥ d(p, r), (6.19)

so we may assume |xq| = |sq|. Now if |xp| = |sp| then we are back to Case

1, so assume |xp| < |sp|. Then since |−| is p-adic, we have |xp/sp − xq/sq| =

max(|xp/sp| , |xq/sq|) = 1, so

d(p, q) + d(q, r) ≥ max

(∣∣∣∣xpsp − xq
sq

∣∣∣∣+

∣∣∣∣xqsq − xr
sr

∣∣∣∣ ,
∣∣∣∣∣ ypsg+1
p

− yq

sg+1
q

∣∣∣∣∣+

∣∣∣∣∣ yqsg+1
q

− yr

sg+1
r

∣∣∣∣∣
)

≥ 1 ≥ d(p, r).

(6.20)

Case 3: |xq| > |sq| and |xr| ≤ |sr|. If |xp| < |sp| then

d(p, q) + d(q, r) = 1 + d(q, r) ≥ 1 ≥ d(p, r), (6.21)

and if |xr| < |sr| then

d(p, q) + d(q, r) = d(p, q) + 1 ≥ 1 ≥ d(p, r). (6.22)

Otherwise we are back to Case 1.

Case 4: |xq| ≥ |sq| and |xr| ≥ |sr|. Interchanging p and r reduces us to the

second case.

Definition 6.1.10. Let ν be an Archimedean place of K. As before, (Kalg
ν , |−|) is

an algebraic closure of the completion Kν together with the norm which restricts to

ν on K ⊂ Kalg
ν . We will define three symmetric functions on C(Kalg

ν ) × C(Kalg
ν ),

each of which satisfies the triangle inequality, and then define dν to be their sum,

which will inherit the triangle inequality and will be easily seen to be a metric.

Let p = (xp : sp : yp) and q = (xq : sq : yq) ∈ C(Kalg
ν ). Define d1 :

C(Kalg
ν )× C(Kalg

ν )→ R by

d1(p, q) =
|xpsq − xqsp|

(|xp|+ |sp|)(|xq|+ |sq|)
, (6.23)

note that this is continuous, and is well defined since (0 : 0 : 1) /∈ C(Kalg
ν ).

Define d2 : C(Kalg
ν ) × C(Kalg

ν ) → R by setting d2(p, (0 : 1 : 0)) = 1/(1 +
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∣∣∣yp/xg+1
p

∣∣∣), and otherwise

d2(p, q) =

∣∣∣ypxg+1
q − yqxg+1

p

∣∣∣
(|xp|g+1 + |yp|)(|xq|g+1 + |yq|)

. (6.24)

Define d3 : C(Kalg
ν ) × C(Kalg

ν ) → R by setting d3(p, (1 : 0 : 0)) = 1/(1 +∣∣∣yp/sg+1
p

∣∣∣), and otherwise

d3(p, q) =

∣∣∣ypsg+1
q − yqsg+1

p

∣∣∣
(|sp|g+1 + |yp|)(|sq|g+1 + |yq|)

. (6.25)

Both d2 and d3 may be checked to be continuous using the smoothness of C

and by studying the behaviour of the functions near Weierstrass points at (0 : 1 : 0)

and (1 : 0 : 0) if such exist.

Set d = dν = d1 + d2 + d3.

Proposition 6.1.11. d is a metric.

Proof. Only the triangle inequality is non-trivial to check, and it suffices to show

this for each of d1, d2 and d3 separately. Since each is continuous, it suffices to

check this on a dense open set. The result then follows from Proposition 6.1.2 (the

weighting makes no difference).

Proposition 6.1.12. For each ν ∈ M0
K a non-Archimedean place, and for each p,

q ∈ C(Kalg
ν ), we have

dν(p, q) ≤ 1. (6.26)

For each ν ∈M∞K an Archimedean place, and for each p, q ∈ C(Kalg
ν ), we have

dν(p, q) ≤ 3. (6.27)

Proof. The non-Archimedean case is proven at the start of the proof of Proposition

6.1.9. For the Archimedean version, it suffices to recall that for all a, b ∈ K, we

have dA(a, b) ≤ 1.

As a matter of notation, we often write X = x/s, Y = y/sg+1, S = s/x and

Y ′ = y/xg+1.
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6.2 Non-Archimedean I: the Φ term

In this section we work locally over a non-Archimedean place, so for the remainder of

this section let C denote a regular model of the curve C over a discrete valuation ring

R finite over Zp. We replace R by an unramified extension such that all irreducible

components of the special fibre of C over R are geometrically irreducible. If C is

smooth over R, then the constructions in this section are trivial.

Let F denote the free abelian group generated by prime divisors supported

on the special fibre, and let V denote the Q-vector space obtained by tensoring F

over Z with Q. Let M : V ×V → Q be the map induced by tensoring the intersection

pairing on the special fibre of C with Q. Then V has a canonical basis of fibral prime

divisors, so we may confuse M with its matrix in this basis. Call the basis vectors

Y1 . . . Yn; we use the same labels for the corresponding fibral prime divisors.

We will make use of the Moore-Penrose pseudo-inverse (first defined in [Pen55])

of the matrix M :

Theorem 6.2.1. Let A be a real matrix.Then there exists a unique matrix A+ sat-

isfying the following four properties:

1) AA+A = A

2) A+AA+ = A+

3) (AA+)T = AA+

4) (A+A)T = A+A.

We call A+ the Moore-Penrose pseudo-inverse of A.

We will only need the property that if the linear system Ax = b has any

solutions, then a solution is given by x = A+b.

Proposition 6.2.2. Let M+ denote the Moore-Penrose pseudo-inverse of M , let

m− denote the infimum of its entries and m+ their supremum.

Let D = D1 −D2 and E = E1 − E2 be differences of semi-reduced divisors

on C. Then ∣∣ιν (Φ(D), E
)∣∣ ≤ 2g2(m+ −m−), (6.28)

where Φ is the function defined in Section 5.2.

Proof. Let d denote the vector
∑n

i=1 ιν
(
D,Yi

)
Yi, and similarly set e to equal∑n

i=1 ιν
(
E, Yi

)
Yi, a pair of vectors in V . Now by definition of Φ we have that

for all vectors v ∈ V :

v · dT + v ·M · Φ(D)T = 0, (6.29)
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and hence that

dT = −M · Φ(D)T . (6.30)

According to the property in Definition 6.2.1, we can take Φ(D) to be −d · (M+)
T

,

and so we find

ιν
(
Φ(D), E

)
= −d ·

(
M+

)T · eT . (6.31)

Now d and e are vectors each formed by assigning g copies of ‘+1’ and g

copies of ‘−1’ to the basis elements Y1, . . . , Yn (allowing multiple ±1s to be assigned

to a single basis vector), and so the result easily follows.

Definition 6.2.3. Using the above proposition, we can define a computable constant

B1 depending only on C such that for all semi-reduced divisors D and E, we have∣∣∣∣∣∣
∑
ν∈M0

K

ιν
(
Φν(D), E

)∣∣∣∣∣∣ ≤ B1. (6.32)

6.3 Non-Archimedean II: local comparison of metrics

and intersection pairings

Throughout this section, K will be a finite degree-n extension of Qp for some prime

p, with integers OK , residue field k and maximal ideal ν. We normalise the norm

on K to extend the usual norm on Qp - that which sends p to p−1.

We begin by comparing the metric and intersection pairing on P1. This is

not logically necessary, but gives a clear view of how the theory will proceed.

Lemma 6.3.1. Let p 6= q ∈ P1(K) be distinct points, and let p and q denote their

closures inside P1
OK . Then

log(#k) · ιν (p, q) /n = log

(
1

dP (p, q)

)
. (6.33)

Proof. Write p = (p1 : p2), q = (q1 : q2) with pi, qi ∈ OK . If |p1| < |p2| and

|q1| > |q2| or vice versa, then p and q do not meet on the special fibre of P1
OK so

ιν (p, q) = 0, and by definition we see that dP (p, q) = 1.

Otherwise, possibly after changing coordinates, we may assume that p and

q are of the form (p1 : 1) and (q1 : 1) respectively, for p1, q1 ∈ OK .
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Now an easy calculation using (3.28) shows

log(#k) · ιν (p, q) = −n log |p1 − q1| , (6.34)

and

log

(
1

dP (p, q)

)
= − log |p1 − q1| , (6.35)

from which the result follows.

Next we obtain similar results for points on C. The main additional difficulty

is that of working with regular models for C; the näıve projective closure of the

generic fibre is not in general regular, but rather must be modified by a sequence

of blowups and normalisations to obtain a regular model. We must determine how

these modifications will affect the intersection numbers, and also keep careful track

of the base field since regular models are not in general stable under ramified base

change. In essence, viewing intersection theory from the point of view of Serre’s

formula (see [Ful84]), our aim in this section is to bound the dimensions of the

higher Tor groups.

For the remainder of this section, let D and E be effective divisors on C with

disjoint support, of degrees d and e respectively. Let L/K be a finite extension of

degree m with residue field l such that D and E are both pointwise rational over L.

Write D =
∑d

i=1 pi and E =
∑e

i=1 qi. Write ω for the maximal ideal of OL.

Let C1 denote the Zariski closure of C in POK (1, 1, g+ 1). Let C /OK denote

a regular model of C1, obtained by a fixed sequence of blowups at closed points

and along smooth fibral curves (the latter replace normalisations, and are often

computationally easier to work with). That such a resolution is possible is a result

of Hironaka, contained in his appendix to [CGO84]: see pages 102 and 105. We

observe that C1 may locally be embedded in P2
S (where S = Spec(OK), and so the

proof given in that appendix suffices.

Let b denote the longest length of a chain of blowups involved in obtaining

C from C1 (one blowup is considered to follow another if the centre of one blowup

is contained in the exceptional locus of the previous one).

Proposition 6.3.2. Let D and E denote the Zariski closures of D and E respectively

on the minimal regular model C over OK . Then

−bde ≤ ιν (D ,E )− 1

[L : K]
log+

(
1∏

i,j d(pi, qj)

)
≤ 0. (6.36)
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To prove this, we will need a sequence of lemmas, but we begin by noting a

corollary:

Corollary 6.3.3. Let X/F be a geometrically connected proper curve over a num-

ber field, with a regular model X / Spec(OF ) obtained by blowups. There exists a

computable constant B2 such that for all semi-reduced divisors D and E on X with

closures D and E on X , we have∣∣∣∣∣∣
∑
ν∈M0

F

ιν (D ,E )− 1

[F ′ : F ]

∑
ν∈M0

L

log+

(
1∏

i,j d(pi, qj)

)∣∣∣∣∣∣ ≤ B2, (6.37)

where F ′/F is any finite extension over which D and E become pointwise rational.

Proof. Firstly, note that the expression is independant of the choice of extension F ′

by the formulae in Definition 2.1.2. Also note that at primes of good reduction for

X, the left hand side vanishes - this follows from the same argument as given in the

case of P1 above. It is thus sufficient to prove a local version of the result, and then

apply that at each of the primes of bad reduction of X .

For this, let Fν be a completion of F at a prime of bad reduction ν. Then

since Fν is local, there exists a finite extension F ′ν of Fν such that every effective

degree-g divisor becomes pointwise rational over F ′ν . Set Bν,2 = bνg
2 where bν is

the number of blowups needed to obtain X from X after base change to F ′ν , and

then B =
∑

ν Bν .

Lemma 6.3.4. Let p 6= q ∈ C(L) = HomL(L,CL). Write

Ip,q
def
=
∑
Ω|ω

log(#κ(Ω)) lengthOL

(OC1×OKOL,Ω

Ip + Iq

)
, (6.38)

where the sum is over closed points Ω of C1 ×OK OL lying over ω, and Ip and Iq

are defining ideal sheaves for the closures in C1×OK OL of the images of p and q in

C ×K L. Then

Ip,q = mn log

(
1

d(p, q)

)
. (6.39)

Proof. Write p = (xp : sp : yp), q = (xq : sq : yq) with xp, sp, xq, sq ∈ OL. If

|xp| < |sp| and |xq| > |sq| or vice versa, then p and q do not meet on the special

fibre so ιω (p, q) = 0, and by definition we see that dP (p, q) = 1.

Otherwise, possibly after changing coordinates, we may assume that p and

q are of the form (xp : 1 : yp) and (xq : 1 : yq) respectively, for xp, yp, xq, yq ∈ OL.
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Writing F for the (integral) defining equation of C on the coordinate chart containing

p and q, and taking Ω to be the closed point where p and q meet, we have

OC1×OKOL,Ω

Ip + Iq
∼=

OL[x, y](x,y)

(F, x− xp, y − yp, x− xq, y − yq)

∼=
OL

(xp − xq, yp − yq)
,

(6.40)

so

lengthOL

(OC1×OKOL,Ω

Ip + Iq

)
= min (ordω(xp − xq), ordω(yp − yq)) . (6.41)

Now given a ∈ L, we find

log(#l) ordω(a) = −mn log |a| , (6.42)

so

lengthOL

(OC1×OKOL,Ω

Ip + Iq

)
= mnmin (− log |xp − xq| ,− log |yp − yq|) / log(#l),

(6.43)

and hence

Ip,q = mnmin (− log |xp − xq| ,− log |yp − yq|) . (6.44)

However,

log(1/d(p, q)) = min (− log |xp − xq| ,− log |yp − yq|) , (6.45)

so we are done.

Lemma 6.3.5. Recalling that over L we can write D =
∑d

i=1 pi and E =
∑e

i=1 qi,

we define ωi,j to be the closed point of C1 ×OK OL where pi meets qj if such exists,

and the unit ideal otherwise. Letting ID and IE denote the ideal sheaves of the

closures of D and E respectively on C1, we have

∑
i,j

lengthOL

( Oωi,j
Ipi + Iqi

)
= lengthOL

(
OC1 ⊗OK OL

(ID + IE)⊗OK OL

)
. (6.46)

The analogous statement on C also holds.

Proof. We may decompose ID and IE into iterated extensions of the sheaves Ipi and

Iqi , whereupon the result follows from additivity of lengths in exact sequences.

Lemma 6.3.6. Let ID and IE denote the ideal sheaves on C1 corresponding to the
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closures of the divisors D and E respectively.

lengthOK

(
OC1

ID + IE

)
· ram. degL/K = lengthOL

(
OC1 ⊗OK OL

(ID + IE)⊗OK OL

)
. (6.47)

The analogous statement on C also holds.

Proof. Let M be a finite length OK-module. We show

lengthOK (M) · ram.deg(L/K) = lengthOL(M ⊗OK OL). (6.48)

Let M = M0 ⊂ M1 ⊂ · · · ⊂ Ml = 0 be a composition series for M , so each

Mi/Mi+1 is simple. Since OK is local, we have by [Mat80, p12] that

Mi/Mi+1
∼= OK/mK . (6.49)

By additivity of lengths, it suffices to show

lengthOL

(
OK
mK
⊗OK OL

)
= ram.deg(L/K), (6.50)

but this is clear since mK · OL = m
ram.deg(/K)
L .

Lemma 6.3.7. Let φ : C3 → C2 be one of the blowups involved in obtaining C from

C1. Let p 6= q ∈ CL(L). Then

0 ≤ length

(
OC2×OL
Ip + Iq

)
− length

(
OC3×OL
Ip + Iq

)
≤ ram.deg(L/K). (6.51)

Proof. If p does not meet q on C2 × OL then both the lengths are zero, so we are

done. Otherwise, let Ω be the closed point on C2 ×OL where p meets q, and let α

be the closed point of C2 such that Ω|α.

Let R denote the local ring of the (three-dimensional) ambient space to C2

at α, and similarly let A be the local ring of C2 at α. Let B ⊂ R be the centre of

the localisation of φ at α. After étale base-change, we may assume that we have

R = OK [[x, y]](x,y,a) (6.52)

where OK is finite étale over OK and a is a maximal ideal in OK , and that

B = (x, y, a) or B = (x, a), (6.53)

depending on whether we are blowing up a point or a smooth fibral curve.
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Blowups commute with flat base change, and the strict transform of a closed

subscheme under a blowup is the canonical map from the blowup of that closed

subscheme, so we can be relaxed with our notation. Setting ω′ to be a uniformiser

in the maximal ideal of OK · OL, we may write

p = (x− ω′xp, y − ω′yp) q = (x− ω′xq, y − ω′yq) (6.54)

where xp, yp, xq and yq are in OL · OK . As usual, we have

length

(
OC2×OL
Ip + Iq

)
= min

(
ordω′(ω

′xp − ω′xq), ordω′(ω
′yp − ω′yq)

)
. (6.55)

In the case B = (x, y, a) we look at the affine patch of the blowup given by setting

ω′ 6= 0; the equations for p and q transform into

P ′ = (x− xp, y − yp) and q′ = (x− xq, y − yq), (6.56)

so

length

(
OC3×OL
Ip + Iq

)
= min (ordω′(xp − xq), ordω′(yp − yq))

= length

(
OC2×OL
Ip + Iq

)
− ordω′(a).

(6.57)

In the case B = (x, a) we look again at the affine patch of the blowup given by

setting ω′ 6= 0; the equations for p and q transform into

p′ = (x− xp, y − ω′yp) and q′ = (x− xq, y − ω′yq), (6.58)

so

length

(
OC3×OL
Ip + Iq

)
= min

(
ordω′(xp − xq), ordω′(ω

′yp − ω′yq)
)

= length

(
OC2×OL
Ip + Iq

)
− (0 or 1) ordω′(a),

(6.59)

so the result follows from the fact that, since OK is unramified over OK , we have

ordω′(a) = ram. deg(L ·K/K) = ram.deg(L/K). (6.60)
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Proof of Proposition 6.3.2. To prove Proposition 6.3.2, we apply Lemmas 6.3.4,

6.3.7, 6.3.5 and 6.3.6 in that order to find that there exists 0 ≤ β ≤ bde such

that

∑
i,j

log

(
1

d(pi, qj)

)
=
∑
i,j

1

m

∑
Ω|ν

log(#κ(Ω)) lengthOL

(OC1×OKOL,Ω

Ipi + Iqj

)

=
1

m

∑
i,j

∑
Ω|ν

log(#κ(Ω)) lengthOL

(OC×OKOL,Ω

Ipi + Iqj

)
+ β

=
1

m
log(#κ(ω)) lengthOL

(
OC×OL
ID + IE

)
+ β

=
1

m
log(#κ(ω)) lengthOK

(
OC

ID + IE

)
. ram.deg(L/K) + β

= ιν (D ,E ) + β.

(6.61)

Remark 6.3.8. Note that β = 0 for all but finitely many places ν.

6.4 Archimedean I: bounds on Green’s functions away

from the diagonal

We fix for the remainder of this section a complex place ν of K, and we view the

resulting set C(C) as a (connected) complex manifold in the usual fashion. The aim

of this section is to prove the following proposition:

Proposition 6.4.1. Given any sufficiently small µ > 0, there is a computable

constant M(µ) such that the following property holds:

for all p, q ∈ C(C) and distinct Weierstrass points∞p and∞q such that d(p, q) ≥ µ,

d(p,∞q) ≥ µ and d(q,∞p) ≥ µ, we have

∣∣gp−∞p(q −∞q)
∣∣ ≤M(µ). (6.62)

The reader will notice that we did not overtly assume that ∞p and ∞q were

far apart, but this is hidden in the assumption that µ be sufficiently small; we simply

impose the condition that µ be at most equal to the shortest distance between two

Weierstrass points.

As so often happens, the existence of such constants M(µ) is clear, this time

from elementary properties of Green’s functions:
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Proposition 6.4.2. Proposition 6.4.1 holds if we do not require the existence of an

algorithm to compute the constant M(µ).

Proof. For fixed p and ∞p, cover C(C) with finitely many closed sets Ui (in the

Euclidean topology) on which p−∞p is represented by a rational function φi. Then

on each Ui we have by [Lan88, p21] that

gp−∞p(q) = − log |φi(q)|2 + α(q) (6.63)

for some smooth function α; in particular, gp−∞p(q) is bounded. To make the

resulting bound uniform in p and ∞p, it suffices to see that C(C) is compact and

that the sets Ui and functions αi can be chosen in a way which is continuous with

varying p and ∞p; this follows from the fact that our Green’s functions are defined

relative to a continuous metric on C(C).

Thus, the remainder of this section will be devoted to making the constant

explicit.

Remark 6.4.3. It is clear that if M(µ) is such a constant and µ ≤ µ′, then we can

take M(µ′) = M(µ).

We begin the construction of M(µ). Recall that dP is the metric on P1(C)

defined in Section 6.1

Definition 6.4.4. Let W ⊂ P1(C) denote the set of Weierstrass points of C.

We define a permissible box of radius r > 0 and centered at t = (xt : st) ∈
P1(C) to be a subset Br(t) ⊂ P1(C) of one of the following forms:

1) Br(t) = {(x : s) : |<(x/s)−<(xt/st)| ≤ r and |Im(x/s)− Im(xt/st)| ≤ r}
(6.64)

with |xt| ≤ 3
2 |st|.

2) Br(t) = {(x : s) : |<(s/x)−<(st/xt)| ≤ r and |Im(s/x)− Im(st/xt)| ≤ r}
(6.65)

with |st| ≤ 3
2 |xt|.

In addition, we require that for all w ∈W, if w ∈ Br(t) then w = t.

We will call these boxes of type (1) and type (2) respectively.

Definition 6.4.5. Given a finite cover T̃ of P1(C) by permissible boxes, let T̃0 denote

the set of centres of boxes in T̃. Let T denote the cover of C(C) obtained by lifting T̃
and then decomposing each of the resulting sets into its connected components, and

similarly let T0 denote the lift of T̃0.
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Proposition 6.4.6. Each disk in T contains a unique point of T0.

Proof. Write π for the projection from C to P1. Fix D ∈ T. The existance of a point

of T0 in D is clear, and so we must prove uniqueness. If D contains a Weierstrass

points this is clear, so suppose that D contains no Weierstrass point. Let p ∈ T̃0 be

the unique point in T̃0 which is the centre of π(D), and let π−1(p) = {q1, q2}. We

must show that only one of the qi lies in D.

Suppose for the purposes of contradiction that q1 ∈ D and q2 ∈ D. D is

path connected, and so we may let γ denote a path from q1 to q2 inside D. Now

since π(γ) ⊂ π(D) is a path, and π(D) \W is simply connected (as D contains no

Weierstrass point), a contradiction follows if we can show that π(γ) represents a

non-trivial homotopy class in the fundamental group of P1(C) \W .

To prove that π(γ) represents a non-trivial element of the fundamental group

P1(C) \W , we again work by contradiction: if π(γ) represents a trivial homology

class, then we may deform it inside P1(C) \ W to a constant path at p. Since

C(C) \ W → P1(C) \ W is a covering space, we may lift this deformation to a

deformation of γ inside C(C) \W to a path (still from q1 to q2) which is contained

in the fibre of π over p. Since this fibre is a discrete set of two elements, this is

nonsense and we have a contradiction.

Lemma 6.4.7. Given ε > 0, we can find a constant τ > 0 and a finite cover T̃ of

P1(C) by permissible boxes of radius τ with the following property:

for any two points p, q ∈ P1(C) such that dP (p, q) ≥ ε, there exist boxes Dp and Dq

in T̃ such that p ∈ Dp, q ∈ Dq and Dp ∩Dq = ∅.

Proof. It is clear that if τ is small enough then any such cover will suffice, so it

suffices to prove the existence of permissible covers for sufficiently small τ . We may

consider the hemispheres |x| ≤ |s| and |x| ≥ |s| separately, and we will treat only

the former. For this, assume that

τ < min

(
1

4
,
1

3
min

w 6=w′∈W

(
max

(∣∣∣∣<(xwsw − xw′

sw′

)∣∣∣∣ , ∣∣∣∣Im(xwsw − xw′

sw′

)∣∣∣∣))) . (6.66)

Write T for a cover of {z ∈ C : |z| ≤ 1} by boxes of side length 2τ in a rectangular

grid (we do not care about its orientation or centering; this is unlikely to be a cover

by permissible boxes). Then remove from T all boxes which contain Weierstrass

points. Finally, for each Weierstrass point w, add in to T nine boxes of side length

2τ forming a square of side length 6τ centered at w. Our assumptions on τ ensure

this will form a cover by permissible boxes.
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Definition 6.4.8. Given a cover T̃ of P1(C) by permissible boxes of radius τ , with

lift T to C(C), we set

ρ(T̃) = max
B1,B2

(
sup

p,q∈B1∪B2

(d2(p, q) + d3(p, q))

)
, (6.67)

where the maximum is taken over pairs of boxes B1, B2 in the lift T such that B1∩B2

is non-empty. ρ(T̃) is always finite; indeed, it is bounded above by 2.

Given T̃ as above, suppose also that the boxes in T̃ have centres t with |Xt| ≤ 1

for boxes of type (1) and centres with |St| ≤ 1 for boxes of type (2); we say that such

a cover has small centres. The proof given above of the existence of permissible

covers extends trivially to show the existence of covers with small centres.

Given any cover T̃ by permissible boxes, set ζ(T̃) to be the cover of P1(C) by

(not necessarily permissible) boxes of radius τ/3 obtained by covering each box in T̃
by 9 boxes of radius τ/3 in the unique way.

Given T̃ a permissible cover with small centres, we define a sequence (T̃n)∞n=0

of covers by setting T̃0 = T̃ and T̃n+1 = ζ(T̃n). If in addition we have that τ < 1/2,

then the additional conditions on the centres of boxes in T̃ ensure that each T̃n is

again a cover by permissible boxes.

Proposition 6.4.9. Given any cover by permissible boxes T̃ with small centres, of

radius τ < 1/2, the sequence of real numbers
(
ρ(T̃n)

)∞
n=0

is decreasing and null.

Proof. Since every box in T̃n+1 is contained in some box of T̃n, the sequence is

decreasing. To show that it is null, we will construct an upper bound on ρ(T̃τ ) for

T̃τ a cover by permissible boxes of radius τ arising as part of such a sequence, and

show that the bound tends to 0 as τ → 0.

Write Bp and Bq for the permissible boxes containg p and q respectively.

We may assume |Xp| ≤ 1. Since we are interested only in the limit as n → ∞, we

may assume that 8
√

2τ < 1. The condition that p and q lie in a pair of overlapping

boxes can be used to show that |Xq| ≤ 1/(1 − 4
√

2τ); one can check (for example

by considering all possible cases) that the greatest absolute value of Xq is achieved

when p and q lie at the corners of a pair of boxes (call them Bp and Bq) each of

type (2), which meet at a single corner opposite the corners at which p and q lie,

and which are arranged so that one of their diagonals is radial to X = 0. We then

see that the S-coordinate of Bp must be at least 1 − 2
√

2τ , and similarly that the

S-coordinate of any point in Bq must in turn be at least 1− 4
√

2τ , so the claimed

bound follows.
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We may use these bounds on |Xp| and |Xq| to obtain upper bounds on |Yp|
and |Yq| using Lemma 6.5.5.

A similar calculation to that above shows that the condition that p and q lie

in overlapping boxes implies that |Xp −Xq| ≤ 8
√

2τ (if Bp and Bq both have centres

whose X-coordinate has absolute value at most 1, then the bound would be 4
√

2τ ,

but as before we must consider also the other cases, from which this bound may be

derived). A very slight modification of the proof of Case Q1 of Lemma 6.5.23 yields

a computable upper bound c so that

d2(p, q) + d3(p, q)

|Yp − Yq|
≤ c. (6.68)

As such, it suffices to find upper bounds on |Yp − Yq| which tend to 0 as τ tends to

0.

Let R = 1
2 minw 6=w′∈W |Xw −Xw′ |. We may assume 24

√
2τ ≤ R. We con-

sider three cases:

Case 1) For every Weierstrass point w ∈W , we have |Xp −Xw| ≥ R.

This implies that for all w ∈ W we have |Xw −Xq| ≥ R − 8
√

2τ ≥ R/2. Let c1

denote an upper bound on
∣∣ dY

dX

∣∣ as X runs over

{X ∈ C : |X| ≤ 1 and ∀w ∈W : |X −Xw| ≥ R/2}. (6.69)

Let γ be a path from p to q contained in Bp ∪ Bq. γ may be chosen such that

the length of its projection to C is less that or equal to 8
√

2τ , and so we see by

integrating along γ that

|Yp − Yq| ≤ c1 · 8
√

2τ, (6.70)

which tends to 0 as τ → 0.

Case 2) There exists a Weierstrass point w ∈ W such that |Xw −Xp| ≤
16
√

2τ and |Xw −Xq| ≤ 16
√

2τ . Then set

c2 = inf
t
|f(t)/(Xw − t)| (6.71)

where the infimum runs over t ∈ C with |t−Xw| ≤ 16
√

2τ . Hence

|Yp − Yq| ≤ |Yp|+ |Yq| ≤
√
c2 |Xw −Xp|+

√
c2 |Xw −Xq| ≤ 2

√
c216
√

2τ , (6.72)

which tends to 0 as τ → 0.

Case 3) There is a Weierstrass point w ∈ W such that |Xp −Xw| ≤ R, and
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|Xw −Xp| ≥ 8
√

2τ and |Xw −Xq| ≥ 8
√

2τ .

For this case we will have to make more precise use of the form of the covers T̃n,

namely we observe that because successive covers are obtained by subdividing the

previous cover in a specified manner, for n sufficiently large we have

inf
t∈Bp∪Bq

|Xt −Xw| ≥ τ. (6.73)

Set c3 = supt∈C:|t|≤1 f
′(t) and

c4 = sup
t
|f(t)/(Xw − t)| (6.74)

where the supremum runs over t ∈ C with |t−Xw| ≤ R+ 4
√

2τ . We calculate that∣∣∣∣dYdX

∣∣∣∣ =

∣∣∣∣f ′(X)

2Y

∣∣∣∣ =

∣∣∣∣∣ f ′(X)

2
√
f(X)

∣∣∣∣∣ ≤
∣∣∣∣∣ c3

2
√
f(X)

∣∣∣∣∣ ≤ c3

2
√
c4

1∣∣√X −Xw

∣∣ , (6.75)

and so combining with Equation (6.73) and integrating along a path from p to q

inside Bp ∪Bq we see

|Yp − Yq| ≤
8
√

2τc3

2
√
c4
√
τ

=
8
√

2
√
τc3

2
√
c4

, (6.76)

which tends to 0 as τ → 0.

Lemma 6.4.10. Given µ > 0 there exist a constant τ > 0 and a finite cover T̃ of

P1 by permissible boxes of radius τ with the following property:

for any two points p, q ∈ C(C) such that d(p, q) ≥ µ, there exist disjoint boxes Dp

and Dq in T such that p ∈ Dp and q ∈ Dq.

Proof. Fix µ > 0. We give an algorithm to construct τ :

1) Set τ = µ.

2) Choose a cover T̃τ of P1(C) by permissible boxes of small centres and of

radius τ .

3) If µ− 8
√

2τ > ρ(T̃τ ), stop. Otherwise, replace τ by τ/3 and T̃τ by ζ(T̃τ ),

and go to (3).

Termination of the algorithm follows from the fact that the sequence of ρ(T̃τ )

is null and the sequence of µ− 8
√

2τ tends to µ > 0.

It remains to show that the resulting τ and cover T̃τ will suffice. Fix p,

q ∈ C(C) such that d(p, q) ≥ µ. If π(p) and π(q) lie in disjoint boxes in T̃τ then we
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are done, and if not then this forces π(p) and π(q) to be close together; explicitly,

assuming without loss of generality that |Xp| ≤ 1 and arguing as in the proof of the

previous lemma, we see

|Xp −Xq| ≤ 8
√

2τ. (6.77)

Hence

d1(p, q) =
|Xp −Xq|

(1 + |Xp|)(1 + |Xq|)
≤ |Xp −Xq| ≤ 8

√
2τ, (6.78)

so

d2(p, q) + d3(p, q) ≥ µ− d1(p, q) ≥ µ− 8
√

2τ. (6.79)

Hence if µ − 8
√

2τ > ρ(T̃τ ) then d2(p, q) + d3(p, q) > ρ(T̃τ ), which by definition of

ρ(T̃τ ) means that p and q live in disjoint boxes in the lift Tτ on C(C).

Definition 6.4.11. For each p ∈ T0, let Dp ∈ T be the disk at whose centre p lies.

For each p ∈ T0 and for each q ∈ Dp, we define a path γp,q as follows:

1) if |xp| ≤ |sp|, then γp,q is the unique continuous path in C from p to q which is a

lift of a straight line in the affine space contained in P1 by setting s = 1.

2) if |xp| > |sp|, then γp,q is the unique continuous path in C from p to q which is a

lift of a straight line in the affine space contained in P1 by setting x = 1.

The parametrisations of the paths will be given later.

We recall the setup of hyperelliptic integration from Section 5.7.2. Let ω̃0 =
dx
y , . . . , ω̃g−1 = xg−1 dx

y be a basis of differential 1-forms on C, let {Ai, Bi : i =

1, . . . g} be a symplectic homology basis, and let {ωi =
∑

j ci,jω̃j : i = 1, . . . , g} be a

normalised basis of differential forms such that∫
Ai

ωj = δi,j . (6.80)

Let Λ ⊂ Cg×g be the resulting period matrix. Let D ⊂ Cg be a fundamental domain,

and let α : C(C) → D be the map obtained by integrating (αi will denote its ith

component, obtained by integrating ωi). It is possible to compute ci,j , Λ and D and

to evaluate α at given points to high precision due to work of Paul Van-Wamalen

implemented in MAGMA [BCP97].

Proposition 6.4.12. For each disk D ∈ T, we can find an explicit compact box

α[D] in D which contains the image α(D) of D under α, such that the diameters of

such boxes tend to zero as τ → 0 uniformly in D, where τ the radius of the projection

of D to P1(C).

Write τ̃ for such a uniform bound on the diameters.
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Proof. Let p be the centre of D. Without loss of generality, we assume |xp| ≤ |sp|.
Throughout this proof, given X ∈ C, Y (X) will denote a square-root of f(X),

chosen to be continuous along radial paths if p ∈ W and otherwise chosen to have

no branch cuts in D (the cover T was carefully constructed so that this is possible).

Case 1: p not in W

Fix q ∈ D. We parametrise the path γ = γp,q by X(γ(t)) = Xp + (Xq −Xp)t. Thus

for all i ∈ {0, . . . , g − 1} we have

|αi(p)− αi(q)| ≤

∣∣∣∣∣
∫
γp,q

Xi

Y (X)
dX

∣∣∣∣∣
≤
∫
γp,q

∣∣∣∣ Xi

Y (X)

∣∣∣∣dX
≤
∫ 1

0

∣∣∣∣ X(γ(t))i

Y (X(γ(t)))

∣∣∣∣ ∣∣γ′(t)∣∣ d t
≤
√

2τ sup
r∈Bτ (Xp)

|r|i∣∣∣√f(r)
∣∣∣

(6.81)

Case 2: p ∈W
Fix q ∈ D. We parametrise the path γ = γp,q by X(γ(t)) = Xp + (Xq − Xp)t

3/2.

Thus for all i ∈ {0, . . . , g − 1} we have

|α(p)i − α(q)i| ≤

∣∣∣∣∣
∫
γp,q

Xi

Y (X)
dX

∣∣∣∣∣
<

3

2
|Xp −Xq|

∣∣∣∣∫ 1

0

X(γ(t))i

Y (X(γ(t)))
t1/2 d t

∣∣∣∣
≤ 3

2
τ sup
r∈Bτ (Xp)

|r|i∣∣∣√f(r)/(r − p)
∣∣∣

(6.82)

It is easy to check that the given bounds tend to zero uniformly with τ , so

we are done.

Lemma 6.4.13. Fix ε > 0. Let z, w ∈ Cg such that z lies within distance ε of the

fundamental domain D, and w lies within distance ε of z (both distances in the L1

metric). Let c1 and c2 be positive constants such that

max
i
|Im(zi)| <

c1

2π
, and Im(Λ) ≥ c2 (6.83)

(where the latter means that for all vectors v, we have vtIm(Λ)v ≥ c2 |v|). Set
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t(n) =
√
πc2(n− c1

2πc2
), and write

A = exp(
c2

1

4πc2
)

d
c1

2πc2
e∑

n=0

e−t(n)2
+

1

2
√
c2

 ,

and

B = 2πe
c21

4πc2

 1
√
πc2

d c1
2πc2
e+1∑

n=0

t(n)e−t(n)2
+

1

2
√
c2π

+
c1

2πc2

d c1
2πc2
e∑

n=0

e−t(n)2
+

c1

4πc
3/2
2

 ,

two constants independent of ε. Then we have the following bounds:

1)

∣∣∣∣ ∂ϑ∂zi (z)
∣∣∣∣ ≤ 2gAg−1B

2) |ϑ(z)− ϑ(w)| ≤ ε2gAg−1B.

Suppose also that |ϑ(z)| ≥ c > 2gAg−1B. Then

3)

∣∣∣∣∂(1/ϑ)

∂zi
(z)

∣∣∣∣ ≤ (c− ε2gAg−1B)−22gAg−1B

4)

∣∣∣∣ 1

ϑ(z)
− 1

ϑ(w)

∣∣∣∣ ≤ ε(c− ε2gAg−1B)−22gAg−1B.

Proof. Detailed background material for this proof may be found in [Mum83, II §1].

From the power series expansion

ϑ(z) =
∑
n∈Zg

exp
(
πıntΛn+ 2πın · z

)
, (6.84)

(here ı denotes the a square-root of −1, to distinguish it from the index i) we see∣∣∣∣∣∂rϑ∂zrj (z)

∣∣∣∣∣ =

∣∣∣∣∣∑
n∈Zg

(
exp

(
πıntΛn+ 2πın · z

)
(2πınj)

r
)∣∣∣∣∣

≤
∑
n∈Zg

(
exp

(
−πc2

∑
i

n2
i + c1

∑
i

|ni|

)
(2πnj)

r

)

≤ 2g
∑
n∈Ng

(
exp

(
−πc2

∑
i

n2
i + c1

∑
i

ni

)
(2πnj)

r

)

≤ 2g

(∑
n∈N

exp
(
−πc2n

2 + c1n
))g−1(∑

n∈N
(2πn)r exp

(
−πc2n

2 + c1n
))

.
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Now ∫ ∞
0

xre−x
2

dx =
1

2
Γ

(
1 + r

2

)
, (6.85)

so recalling t(n) =
√
πc2(n− c1

2πc2
), we obtain∑

n∈N
exp(−πc2n

2 + c1n)

= exp

(
c2

1

4πc2

)∑
n∈N

exp(−t(n)2)

≤ exp

(
c2

1

4πc2

)d
c1

2πc2
e∑

n=0

exp(−t(n)2) +

∫ ∞
n=d c1

2πc2
e

exp(−t(n)2) dn


≤ exp

(
c2

1

4πc2

)d
c1

2πc2
e∑

n=0

exp(−t(n)2) +
1
√
πc2

∫ ∞
t=0

exp(−t2) d t


= exp

(
c2

1

4πc2

)d
c1

2πc2
e∑

n=0

exp(−t(n)2) +
1

2
√
c2

 .

Now we must do the same for
∑

n∈N(2πn) exp(−πc2n
2 + c1n) (exactly the same

argument would work for the rth derivative, but we need only the first derivative):

∑
n∈N

(2πn) exp(−πc2n
2 + c1n) = 2π exp(

c2
1

4πc2
)
∑
n∈N

n exp(−t(n)2)

= 2π exp

(
c2

1

4πc2

)(
1
√
πc2

∑
n∈N

t(n) exp(−t(n)2) +
c1

2πc2

∑
n∈N

exp(−t(n)2)

)
.

Now

∑
n∈N

t(n) exp(−t(n)2) ≤
d c1

2πc2
e+1∑

n=0

t(n) exp(−t(n)2) +

∫ ∞
n=d c1

2πc2
e
|t(n)| exp(−t(n)2) dn

≤
d c1

2πc2
e+1∑

n=0

t(n) exp(−t(n)2) +
1
√
πc2

∫ ∞
t=0

t exp(−t2) d t

=

d c1
2πc2
e+1∑

n=0

t(n) exp(−t(n)2) +
1

2
√
πc2

,

(6.86)
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so combining the above results we find∑
n∈N

(2πn) exp(−πc2n
2 + c1n) ≤

2π exp

(
c2

1

4πc2

) 1
√
πc2

d c1
2πc2
e+1∑

n=0

t(n)e−t(n)2
+

1

2
√
c2π

+
c1

2πc2

d c1
2πc2
e∑

n=0

e−t(n)2
+

c1

4πc
3/2
2

 .

This concludes the computation of the bounds for (1). The bound for (2) is

simple; it is simply ε times the bound for (1). For (3), we use

∂(1/ϑ)

∂zi
(z) =

−1

ϑ(z)2

∂ϑ

∂zi
(z) (6.87)

to conclude that the bound for (3) is (c− ε2gAg−1B)−2 times the bound for (1), and

similarly that the bound for (4) is ε times the bound for (3).

Proposition 6.4.14. Let D1 and D2 be a pair of disjoint disks in T, with centres

p1and p2 respectively. Then (possibly after shrinking the constant µ from Proposition

6.4.1), there exists a computable bound β = β(D1,D2) > 0 such that for all q1 ∈ D1

and q2 ∈ D2, we have

|gp1−∞(p2)− gq1−∞(q2)| ≤ β. (6.88)

Proof. We will use notation from Section 5.7.3. Let F be a degree-g divisor such that

neither α(F ) nor the translate α(F ) + D1 meet the theta divisor on the analytic

Jacobian; this is possible for sufficiently small µ. Let Fp1 denote the amenable

divisor in the class of F + p1−∞, and similarly let Fq1 denote the amenable divisor

in the class of F + q1 −∞. Now recall from Section 5.7.3 that

gFp1−F (p2) = 2 log

∣∣∣∣ϑ(α(p2) + ∆− α(Fp1))

ϑ(α(p2) + ∆− α(F ))

∣∣∣∣
+ 4π(Im(Ω))−1 · Im(α(Fp1)− α(F )) · Im (α(p2)) .

and similarly for q1. Subtracting, we obtain

gFp1−F (p2)− gq1−∞(q2) =

2 log

∣∣∣∣ϑ(α(p2) + ∆− α(Fp1))

ϑ(α(p2) + ∆− α(F ))

∣∣∣∣− 2 log

∣∣∣∣ϑ(α(q2) + ∆− α(Fq1))

ϑ(α(q2) + ∆− α(F ))

∣∣∣∣
+ 4π(Im(Ω))−1 · (Im(α(Fp1)− α(F )) · Im (α(p2))− Im(α(Fq1)− α(F )) · Im (α(q2))) .
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Now ∣∣∣∣2 log

∣∣∣∣ϑ(α(p2) + ∆− α(Fp1))

ϑ(α(p2) + ∆− α(F ))

∣∣∣∣− 2 log

∣∣∣∣ϑ(α(q2) + ∆− α(Fq1))

ϑ(α(q2) + ∆− α(F ))

∣∣∣∣∣∣∣∣
may be effectively bounded using Lemma 6.4.13, and

|(Im(α(Fp1)− α(F )) · Im (α(p2))− Im(α(Fq1)− α(F )) · Im (α(q2)))|

is trivially bounded since α(p1) is close to α(q1) and α(p2) is close to α(q2).

The proof of Proposition 6.4.1 is now complete. We have shown that any

two points of C(C) which are at least distance µ apart can be put into disjoint

disks in a cover consisting of lifts of permissible boxes (Lemma 6.4.10), and have

then shown how to compute bounds on the difference between the Green’s function

computed at the centre of the disks to the Green’s function evaluated at any points

in the disks (Proposition 6.4.14). Using results from Chapter 5 we can evaluate the

Green’s function at the centres of the disks, since there are only finitely many disks

in the cover.

6.5 Archimedean II: the case of divisors approaching

the diagonal

In this section, we work over the complex numbers; in particular, all points are

complex points, and all norms are Euclidean.

In Section 6.4 we gave an algorithm which, given a constant µ > 0 and a pair

of distinct Weierstrass points ∞ and ∞̃, will give an explicit constant M(µ) > 0

such that given any two points p, q ∈ C(C) we have

d(p, ∞̃) ≥ µ and d(q,∞) ≥ µ and d(p, q) ≥ µ =⇒ |gp−∞(q − ∞̃)| ≤M(µ).

(6.89)

In this section, we will show that as p approaches q the Green’s function above

exhibits a logarithmic pole, in an explicitly described manner. This result should

be seen as analogous to the appearance of the symbol log+ |x(p)|ν in the classical

definition of the local height on an elliptic curve.

The idea we will use to achieve this is a simple one; when two points p

and q are close together we will move one of them away by linear equivalence in a

prescribed fashion, and then apply (6.89) to the new pair of points. In order to turn

this into an effective algorithm, two ingredients are needed:

1) we need to find a systematic way of moving points by linear equivalence,
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so that uniform bounds will result.

2) we need to determine how moving by linear equivalence affects the Green’s

function.

Definition 6.5.1. Given two divisors with disjoint support, D =
∑

i aipi and E =∑
j bjqj, we set

d(D,E) =
∏
i,j

d(pi, qj)
aibj . (6.90)

Given also a rational function φ whose divisor has support disjoint from D, we define

φ[D] to be the norm of φ from the residue field of D to K if D is a prime divisor,

and then extend multiplicatively to all divisors.

Lemma 6.5.2. Suppose µ > 0. Let D and E be a pair of divisors of degree 0, and

let φ be a rational function on C such that for all p appearing in the support of

D − div(φ) and for all q appearing in the support of E, we have d(p, q) ≥ µ.

Write D − div(φ) = D′ = D′+ −D′− where D′+ and D′− are both effective,

and write E = E+−E− where again E+ and E− are both assumed effective. Suppose

also that D′− and E− are supported on Weierstrass points (this is just to improve

the constants). Then

|gD(E) + log(d(D,E))| ≤M(µ) deg(D′+) deg(E+) +

∣∣∣∣log

∣∣∣∣d(D,E)

φ[E]

∣∣∣∣∣∣∣∣ . (6.91)

Proof. A basic property of Green’s functions is that

gdiv(φ)(E) = − log |φ[E]| , (6.92)

and so

gD(E) = gD′(E)− log |φ[E]| . (6.93)

Now from Equation (6.89) we have

|gD′(E)| ≤M(µ) deg(D′+) deg(E+), (6.94)

so

|gD(E) + log(d(D,E))| = |gD′(E)− log |φ[E]|+ log(d(D,E))|

≤M(µ) deg(D′+) deg(E+) +

∣∣∣∣log

∣∣∣∣d(D,E)

φ[E]

∣∣∣∣∣∣∣∣ (6.95)

as required.
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6.5.1 Some constants

In this section we will define various constants we will need later. Their existence

is in general obvious from compactness arguments, but the important point is that

we can find the constants explicitly; we give algorithms to do so.

The function ∆f

Given a polynomial f ∈ C[X], define ∆f ∈ C(X1, X2) by

∆f(X1, X2) =
f(X1)− f(X2)

X1 −X2
. (6.96)

It is clear that in fact ∆f ∈ C[X1, X2] sinceXn
1−Xn

2 = (X1−X2)(Xn−1
1 +· · ·+Xn−1

2 ).

Lemma 6.5.3. Let w ∈ C be a root of f , and suppose ε > 0 is such that for all

t ∈ Bεw (the closed ball of radius ε around w in the Euclidean metric on C) we

have d f
dX (t) 6= 0 (in particular, w is not a repeated root). Then ∆f has no zeros on

Bεw ×Bεw.

Proof. Say ∆f(t1, t2) = 0. Then f(t1) = f(t2), but we can apply the inverse function

theorem to f on Bεw since the derivative does not vanish, and so if t1 and t2 ∈ Bεw
then t1 = t2. It thus suffices to consider this case. Fix t1 ∈ Bεw, and consider

g(t)
def
= ∆f(t1, t). Clearly g is continuous, and as t → t1 we see g(t) → d f

dX (t1). By

continuity, ∆f(t1, t1) = d f
dX (t1) 6= 0 by assumption.

Now computing such an ε is easy, and since ∆f is an easily computed poly-

nomial, it is also easy to bound |∆f | on Bεt.

Lemma 6.5.4. Fix ε > 0. Then there exists a computable constant δ1(ε) such that

for all p ∈ C(C) and all Weierstrass points d:

(
sd 6= 0 and |xp| ≤ |sp| and

∣∣yp/sg+1
p

∣∣ ≥ ε) =⇒ |xp/sp − xd/sd| ≥ δ1(ε), (6.97)

and

(
xd 6= 0 and |xp| ≥ |sp| and

∣∣yp/xg+1
p

∣∣ ≥ ε) =⇒ |sp/xp − sd/xd| ≥ δ1(ε) (6.98)

Proof. Fixing p ∈ C(C), we may without loss of generality assume that |xp| ≤
|sp|. Let D denote the set of Weierstrass points d such that sd 6= 0. Write d0

for a Weierstrass point minimising δ
def
= |xp/sp − xd0/sd0 |. Wrote c for the leading

coefficient of f . Let

m = max
d1,d2∈D

|xd1/sd1 − xd2/sd2 | . (6.99)
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Then

|Yp| ≥ ε⇔ |f(Xp)| ≥ ε2 ⇔ |c|
∏
d∈D
|xp/sp − xd/sd| ≥ |c| ε2 =⇒ |c| δ(δ +m)#D−1 ≥ ε2,

(6.100)

from which the result is clear.

Lemma 6.5.5. Fix ε > 0. There exists a computable constant δ2(ε) such that

|xp| ≤ ε |sp| =⇒
∣∣yp/sg+1

p

∣∣ ≤ δ2(ε), (6.101)

and

|sp| ≥ ε |xp| =⇒
∣∣yp/xg+1

p

∣∣ ≤ δ2(ε). (6.102)

Proof. Assume |xp| ≤ ε |sp|, and write X = xp/sp, Y = yp/s
g+1
p . Now Y 2 = f(X),

so writing f(t) =
∑

i fit
i, set

δ2(ε) =
∑
i

|fi| εi, (6.103)

and we are done by repeatedly applying the triangle inequality. For the second

equation, use the reciprocal polynomial of f , and then take the larger of the two

resulting bounds.

Lemma 6.5.6. Fix δ > 0 and 0 < ε < min(1/2, 2δ2(δ)/(1 + δ2(δ))2). Then there

exists a computable constant δ3(δ, ε) tending to zero with ε such that for all p ∈ C(C)

with d(p, p−) ≤ ε we have:

|xp| ≤ δ |sp| =⇒
∣∣yp/sg+1

p

∣∣ ≤ δ3(δ, ε), (6.104)

and

|sp| ≤ δ |xp| =⇒
∣∣yp/xg+1

p

∣∣ ≤ δ3(δ, ε). (6.105)

Proof. Say |xp| ≤ δ |sp|, and write a =
∣∣∣yp/sg+1

p

∣∣∣ and d = δ2(δ), so a ≤ d. Now

ε ≥ d(p, p−) ≥ d3(p, p−) = 2a/(1 + a)2, (6.106)

or equivalently

a2 + (2− 2/ε)a+ 1 ≥ 0. (6.107)
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Now since a ≥ 0, this implies that either

1) a ≤ (1− ε−
√

1− 2ε)/ε (6.108)

or

2) a ≥ (1− ε+
√

1− 2ε)/ε, (6.109)

both of which are real since ε ≤ 1/2. However, in case (2) we have

d ≥ a ≥ (1− ε+
√

1− 2ε)/ε, (6.110)

which contradicts ε < 2δ2(δ)/(1 + δ2(δ))2, so (1) must hold. Setting

δ3(δ, ε) = (1− ε+
√

1− 2ε)/ε, (6.111)

one easily checks that |δ3(δ, ε)| ≤ ε/3, so we are done.

Lemma 6.5.7. Fix ε > 0. There exists a constant δ4(ε) > 0 such that for all

p ∈ C(C) such that |xp| ≤ |sp| and
∣∣∣yp/sg+1

p

∣∣∣ ≤ ε, there exists a Weierstrass point d

with sd 6= 0 such that

|xp/sp − xd/sd| ≤ δ4(ε), (6.112)

and moreover δ4(ε) tends to 0 as ε tends to zero. The same holds with x and s

interchanged.

Proof. Suppose for simplicity that f is monic. Let D denote the set of Weierstrass

points d such that sd 6= 0. Now∣∣yp/sg+1
p

∣∣ ≤ ε⇔ |f(xp/sp)| ≤ ε2 ⇔
∏
d∈D
|xp/sp − xd/sd| ≤ ε2, (6.113)

and this implies that there exists a Weierstrass point d ∈ D such that

|xp/sp − xd/sd| ≤ ε2/#D. (6.114)

Setting δ4(ε) = ε2/#D, we are done.

Lemma 6.5.8. Fix ε > 0. there exists a computable constant δ5(ε) > 0 with the

property that for all p ∈ C(C) with d(p, p−) ≥ ε, we have either

∣∣yp/sg+1
p

∣∣ ≥ δ5(ε) (6.115)
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or ∣∣yp/xg+1
p

∣∣ ≥ δ5(ε). (6.116)

Proof. Write a =
∣∣∣yp/sg+1

p

∣∣∣ and b =
∣∣∣yp/xg+1

p

∣∣∣. Now

ε ≤ d(p, p−) =
2a

(1 + a)2
+

2b

(1 + b)2
, (6.117)

so without loss of generality say a/(1 + a)2 ≥ ε/4, which rearranges to

0 ≥ 1 + (2− 4/ε)a+ a2. (6.118)

Solving, and setting δ5(ε) = (2− ε− 2
√

1− ε)/ε > 0, we are done.

Lemma 6.5.9. Fix δ ≥ 0 and ε < 1/(1+δ). Then there exists a constant δ6(δ, ε) ≥ 0

such that for all p, q ∈ C(C) with

1) d(p, q) ≤ ε, and

2) |xp| ≤ δ |sp|,
we have |xq| ≤ |sq| δ6(δ, ε).

Proof. Set

δ6(δ, ε) =
δ + ε(1 + δ)

1− ε(1 + δ)
> δ. (6.119)

We may assume |Xq| > δ, otherwise the result is obvious. Then

ε ≥ |Xp −Xq|
(1 + |Xp|)(1 + |Xq|)

≥ |Xq| − δ
(1 + |Xq|)(1 + δ)

, (6.120)

which using ε < 1/(1 + δ) rearranges to

|Xq| ≤
δ + ε(1 + δ)

1− ε(1 + δ)
(6.121)

as required.

Lemma 6.5.10. Given ε > 0, there exists a computable constant δ7(ε) > 0 such

that for all p ∈ C(C) and Weierstrass points w ∈ W , if |Xp| ≤ 1 and d(p, p−) ≥ ε

then |Xp −Xw| ≥ δ7(ε).

Proof. Write d2 = d2(p, p−) and d3 = d3(p, p−), and X = Xp, Y = Yp. . We begin

by finding a sufficiently small constant R > 0 such that:

1) if (0 : 1 : 0) ∈W then B2R(0) ∩W = {(0 : 1 : 0)};
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2) if (0 : 1 : 0) /∈W then B2R(0) ∩W = ∅;
(in other words, each (X,Y ) ∈W satisfies either X = 0 or |X| > 2R).

Case 1: |Xp| ≥ R.

Let ε1 = max(1/Rg+1, Rg+1).

Claim 6.5.11. d2 ≤ ε1 d3.

Proof of claim.

d2 ≤ ε1 d3 ⇐⇒ d2 / d3 ≤ ε1
⇐⇒ |X|g+1 (1 + |Y |)2 ≤ ε1(|X|g+1 + |Y |)2

⇐⇒ 0 ≤ |X|g+1 (ε1 |X|g+1 − 1) + 2(ε1 − 1) |Y | |X|g+1 + (ε1 − |X|g+1) |Y |2 ,
(6.122)

so we are done since ε1 ≥ 1 and |X| ≤ 1.

Thus ε ≤ d2 + d3 ≤ (1 + ε1) d3. Writing ε2 = (ε − ε1 − 1)/ε and using that

d(p, p−) ≥ ε, we find

0 ≥ 1 + 2ε2 |Y |+ |Y |2 , (6.123)

which shows for ε sufficiently small that

0 < −ε2 −
√
ε22 − 1 ≤ |Y | ≤ −ε2 +

√
ε22 − 1. (6.124)

Writing ε3 = −ε2 −
√
ε22 − 1 > 0, we find by Lemma 6.5.4 that for all Weierstrass

points w ∈W we have |X −Xw| ≥ δ1(ε3), so take δ7 = δ1(ε3).

Case 2: |X| ≤ R.

Case 2.1: (0 : 1 : 0) /∈W .

Then since B2R(0) ∩W = ∅, we can take δ7 = R.

Case 2.2: (0 : 1 : 0) ∈W .

We easily compute constants 0 < c1 ≤ c2 such that c1 |X| ≤ |Y |2 ≤ c2 |X|. Set

ε1 =
Rg
√
c1

(
1 + 2

√
c2R

1/2 +
√
c1R

)
, (6.125)

then shrink R until ε1 ≤ 1.

Claim 6.5.12. d2 ≤ ε1 d3 .
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Proof of claim. Note that ε1 > Rg+1 ≥ |X|g+1. Thus

d2 ≤ ε1 d3

⇔ 0 ≤ |X|g+1 (ε1 |X|g+1 − 1) + 2(ε1 − 1) |Y | |X|g+1 + (ε1 − |X|g+1) |Y |2

⇐ 0 ≤ |X|g+1 (ε1 |X|g+1 − 1) + 2(ε1 − 1)
√
c2 |X|g+3/2 + (ε1 − |X|g+1)c1 |X|

⇔ |X|g+1 + 2
√
c2 |X|g+3/2 + |X|g+2√c1 ≤ ε1

(
|X|2g+2 + 2

√
c2 |X|g+3/2 + |X|

√
c1

)
⇐ |X|g

(
1 + 2

√
c2 |X|1/2 +

√
c1 |X|

)
≤
√
c1ε1

⇐ Rg
(

1 + 2
√
c2R

1/2 +
√
c1R

)
=
√
c1ε1.

(6.126)

We now proceed as in Case 1, writing ε2 = (ε− ε1 − 1)/ε, to find that for all

Weierstrass points w ∈W we have

|X −Xw| ≥ δ1(−ε2 −
√
ε22 − 1). (6.127)

Lemma 6.5.13. Given ε > 0, there exists a computable constant δ8(ε) > 0 such

that for all points p ∈ C(C) and all Weierstrass points w ∈ W , if |Xp| ≤ 1 and

d(p, w) ≥ ε then |Xp −Xw| ≥ δ8(ε).

Proof. This lemma may be proven in a way almost identical to that of Lemma

6.5.10

Lemma 6.5.14. Fix ε > 0. There exists a computable constant δ9(ε) > 0 such that

for all p ∈ C(C) such that d(p, p−) ≥ ε, and for all Weierstrass points d, we have

d2(p, d) ≥ δ9(ε) (6.128)

or

d3(p, d) ≥ δ9(ε). (6.129)

Proof. Without loss of generality, suppose |Xp| ≤ 1. Using Lemma 6.5.10, we may

construct a compact subset D of C such that

d(p, p−) ≥ ε⇒ Xp ∈ D. (6.130)
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Now d3(p, d) = |Yp| /(1 + |Yp|) is a ratio of two non-vanishing polynomials on D

considered as a subset of R2, and so we can bound the derivative of d3(p, d) and

thus bound its values numerically.

Lemma 6.5.15. Fix ε > 0. There exists a computable constant δ10(ε) > 0 such that

for all p ∈ C(C) such that d(p, p−) ≥ ε and for all Weierstrass points d, we have

d1(d, p) ≥ δ10(ε). (6.131)

Proof. We consider the case |Xp| ≤ 1. Using Lemma 6.5.10 we may construct a

compact subset D of C containing no Weierstrass points and such that Xp ∈ D.

The result then follows easily.

Lemma 6.5.16. Fix a sufficiently small ε > 0. There exists a constant δ11(ε) > 0

such that for all points p 6= q ∈ C(C) with d(p, p−) ≥ ε, d(q, q−) ≥ ε and d(p, q) ≤ ε,
we have

(1)
d2(p, q)

d1(p, q)
≤ δ11(ε) (6.132)

and

(2)
d3(p, q)

d1(p, q)
≤ δ11(ε) (6.133)

Proof. Appealing to symmetry, we only prove assertion (2). Write Xp = xp/sp, Yp =

yp/s
g+1
p and similarly for q. Fix a constant R > 0 such that |X| ≥ 1/δ6(1/R, ε) =⇒

|Xg/f(X)| < 2.

Case 1: |Xp| ≤ R.

Then |Xq| ≤ δ6(R, ε), so |Yp| ≤ δ2(R) and |Yq| ≤ δ2(δ6(R, ε)).

Now Y 2 = f(X), so there exists a bivariate polynomial ∆(f) such that

Y 2
p − Y 2

q = (Xp −Xq)∆(f)(Xp, Xq), (6.134)

so
d3(p, q)

d1(p, q)
=
|∆(f)(Xp, Xq)| (1 + |Xp|)(1 + |Xq|)
|Yp + Yq| (1 + |Yp|)(1 + |Yq|)

. (6.135)

Moreover, the conditions d(p, p−) ≥ ε and d(q, q−) ≥ ε keep p and q away from

Weierstrass points, and the condition d(p, q) ≤ ε keeps them close together, so we

find that for small enough ε the function |Yp + Yq| has no zeros. As such, the right

hand side of (6.135) is a rational function on a compact set with no poles, and so

we can bound its derivatives and then bound it numerically.
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Case 2: |Xp| > R.

Write Sp = sp/xp, and similarly for q, so |Sp| ≤ 1/R and |Sq| ≤ 1/δ6(R, ε), and

similarly we obtain positive lower bounds on |Yp| and |Yq|. Now

d3(p, q)

d1(p, q)
=

(1 + |Sp|)(1 + |Sq|)
(1 + |1/Yp|)(1 + |1/Yq|)

|1/Yp − 1/Yq|
|1/Xp − 1/Xq|

, (6.136)

and it is clear that
(1+|Sp|)(1+|Sq |)

(1+|1/Yp|)(1+|1/Yq |) is bounded above, so it remains to bound above

the expression

|1/Yp − 1/Yq|
|1/Xp − 1/Xq|

=
|Yp − Yq| |XpXq|
|Xp −Xq| |YpYq|

=

∣∣Y 2
p − Y 2

q

∣∣ |XpXq|
|Yp + Yq| |Xp −Xq| |YpYq|

. (6.137)

Writing f̃ for the reciprocal polynomial of f and d for its degree (both taken as

homogeneous polynomials), we find

|f(Xp)− f(Xq)| |XpXq|
|Yp + Yq| |Xp −Xq| |YpYq|

=

∣∣∣Sdq f̃(Sp)− Sdp f̃(Sq)
∣∣∣

|Yp + Yq| |Sp − Sq|
∣∣∣SdpSdq f̃(Sp)f̃(Sq)

∣∣∣1/2
≤

∣∣∣Sdq f̃(Sp)− Sdp f̃(Sq)
∣∣∣

|Sp − Sq|
∣∣∣f̃(Sp)f̃(Sq)

∣∣∣ × const.

(6.138)

Now there exists a computable bivariate polynomial G such that

Sdq f̃(Sp)− Sdp f̃(Sq) = (Sp − Sq)G(Sp, Sq), (6.139)

and moreover that if f̃(0) = 0 (so there is a Weierstrass point at S = 0) then

G(Sp, Sq) is divisible by SpSq. As such, in the even-degree case we bound numerically

the function
|G(Sp, Sq)|∣∣∣f̃(Sp)f̃(Sq)

∣∣∣ (6.140)

on the compact set |Sp| ≤ R, |Sq| ≤ 1/δ6(R, ε), and in the odd-degree case we

similarly bound
|G(Sp, Sq)/(SpSq)|∣∣∣f̃(Sp)/Sp

∣∣∣ ∣∣∣f̃(Sq)/Sq

∣∣∣ . (6.141)

Lemma 6.5.17. Fix ε > 0. There exists a computable constant δ12(ε) > 0 such that
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for all p ∈ C(C) and all Weierstrass points d such that d(p, d) ≥ ε, we have

d2(p, d)

d1(p, d)
≤ δ12(ε) (6.142)

and
d3(p, d)

d1(p, d)
≤ δ12(ε). (6.143)

Proof. By symmetry, it suffices to do the case of d3. Since d3(d, p) ≤ 1, it suffices

to bound d1(d, p) below. Now d(p, d) ≥ ε, so Lemma 6.5.13 supplies the required

lower bound on d1(d, p).

Before going further, we need to find a value of the constant µ which is

small enough that we can always move divisors to be at least distance µ apart (for

example, µ > 3 won’t do, since no two points on C are of distance greater than 3

apart). We begin with an easy lemma.

Lemma 6.5.18. Let a be a complex polynomial in z with a root α, and let r > 0 be

such that for all t ∈ Br(α), |a′(t)| > 0. Then roots(a) ∩ Br(α) = {α}.

Proof. Let β ∈ roots(a) and let γ be a straight path from α to β. Then a(β) =

0 = a(α) +
∫
γ a
′ =

∫
γ a
′. Suppose β ∈ Br(α), so γ is contained in Br(α). Then

|a(β)| ≥
∫
γ |a
′| > 0, a contradiction.

Proposition 6.5.19. There exist positive real constants µ, ε and λ such that the

following conditions hold:

Given p ∈ C(C) such that d(p, p−) ≤ ε, let

φ = (y − y(p))− λ(x− x(p))g+1 (6.144)

and let P = zerosC (φ) \ {p}. Then for all p′ ∈ P and for all Weierstrass points d,

we have

d(p, p′) > µ and d(p′, d) > µ. (6.145)

Proof. Without loss of generality, we may assume |xp| ≤ |sp|. Since d(p, p−) ≤ ε,

we have |Yp| ≤ δ3(1, ε), which tends to 0 as ε → 0. Thus there exists a Weierstrass

point d0 such that |Xp −Xd0 | ≤ δ4(δ3(1, ε)). Since there are only finitely many

Weierstrass points, there exists a constant µ1 > 0 such that for all other Weierstrass

points d′ 6= d0, we have |Xd0 −Xd′ | ≥ µ1.

Next, we must look at the function φ. Say p′ ∈ P is another zero of φ on C.

We start by showing that we can adjust λ or ε so as to make p′ avoid all Weierstrass
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points d 6= d0. Let D denote the set of Weierstrass points d 6= d0 such that sd 6= 0.

Write µ2 = 1
2 mind∈D |Xd −Xd0 |. We first assume

∣∣Xp −Xp′
∣∣ ≥ µ2. Now

|Yp|+
∣∣Yp′∣∣ ≥ ∣∣Yp − Yp′∣∣ = λ

∣∣Xp −X ′p
∣∣g+1 ≥ λµg+1

2 , (6.146)

so it suffices to bound λµg+1
2 −|Yp| below, using |Yp| ≤ δ3(ε) which tends to 0

as ε→ 0. Clearly, this can be achieved either by shrinking ε or growing λ. We thus

obtain an effective positive lower bound on
∣∣Yp′∣∣, call it c. Thus for all Weierstrass

points d we have

d3(p′, d) =

∣∣Yp′∣∣
(1 +

∣∣Yp′∣∣) ≥ c

c+ 1
> 0. (6.147)

We now need to adjust the constants so that p′ avoids the Weierstrass point

d0. Writing ζ =
∣∣Xp −Xp′

∣∣, we will bound ζ below by a constant which does not

tend to zero with ε, and so by shrinking ε this forces p′ away from d0.

Possibly after shrinking ε, there exists a constant c1 > 0 such that for all X

with |X −Xd0 | ≤ ζ + δ4(δ3(1, ε)), we have |f ′(X)| ≥ c1. Thus, applying the inverse

function theorem, f−1 exists locally near Xd0 , and setting c2 = 1/c1 > 0 we find

that for all t such that
∣∣f−1(t)−Xd0

∣∣ ≤ ζ + δ4(δ3(1, ε)) we have
∣∣∣f−1′(t)

∣∣∣ ≤ c2.

From this it follows that

∣∣f(Xp)− f(Xp′)
∣∣ ≥ ∣∣Xp −Xp′

∣∣ /c2 = ζ/c2. (6.148)

Observe that

∣∣f(Xp)− f(Xp′)
∣∣ =

∣∣Y 2
p − Y 2

p′
∣∣ =

∣∣Yp + Yp′
∣∣ ∣∣Yp − Yp′∣∣ ≤ λζg+1(δ3(1, ε) + λζg+1),

(6.149)

and so by substituting we see

λζg+1(1 + λζg+1) ≥ λζg+1(δ3(1, ε) + λζg+1) ≥
∣∣f(Xp)− f(Xp′)

∣∣ ≥ ζ/c2, (6.150)

which gives a positive lower bound on ζ depending only on λ and c2, call it c4.

We have shown that
∣∣Xp −Xp′

∣∣ ≥ c4 > 0. Now |Xp −Xd0 | ≤ δ4(δ3(1, ε))

which tends to 0 with ε, so combining this with (6.147) and shrinking ε we find

a positive constant c3 > 0 such that
∣∣Xp′ −Xd0

∣∣ ≥ c3. Further, we may assume∣∣Xp −Xp′
∣∣ ≤ µ2, since otherwise p′ cannot be close to d0. This implies by the

triangle inequality that ∣∣Xp′
∣∣ ≤ |Xp|+ µ2 ≤ 1 + µ2. (6.151)
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Thus

d(p′, d) ≥ d1(p′, d) ≥ c3

(2 + µ2)(1 + |Xd0 |)
> 0. (6.152)

Finally, we show that p′ cannot be too close to a Weierstrass point at s = 0,

if such should exist. This is easy; we combine the equations φ and Y 2 = f(X) to

see that

f(Xp′) = (Yp + λ(Xp′ −Xp)
g+1)2, (6.153)

and since p is close to a Weierstrass point away from s = 0, we have uniform upper

bounds on |Xp| and |Yp|, and so (6.153) yields an upper bound on
∣∣Xp′

∣∣.
6.5.2 Cases

Definition 6.5.20. Given two degree-zero divisors D, E on C, let

∆(D,E) = |gD(E)− log(1/ d(D,E))| . (6.154)

We bound ∆(D,E) uniformly in D and E (given bounds on the degrees

of their effective parts) by working through the different possible configurations of

these divisors on C. We use additivity of Green’s functions to see that it suffices

to consider divisors of the form D = d −∞d and E = e −∞e where d and e are

complex points of C, and ∞d, ∞e are distinct Weierstrass points. Without loss of

generality, we may always assume that d(∞d,∞e) ≥ 3µ. We begin with the easiest

case.

Lemma 6.5.21. Suppose the following hold:

d(d, e) ≥ µ
d(d,∞e) ≥ µ
d(e,∞d) ≥ µ.

Then

∆(D,E) ≤M(µ)− 2 log(µ). (6.155)

Proof. From equation (6.89) we see that |gD(E)| ≤ M(µ). We also have µ2 ≤
d(D,E) ≤ µ−2, and so the result follows by the triangle inequality.

Lemma 6.5.22. Suppose the following hold:

d(d, e) < µ

d(d,∞e) ≥ µ
d(e,∞d) ≥ µ
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d(d, d−) ≥ 3µ. Then

∆(D,E) ≤M(µ) + log
(
(1 + 2δ11(µ))(1 + 2δ12(µ))−2

)
. (6.156)

Proof. We apply Lemma 6.5.2 with the rational function φ = (x−x(d))/(x−x(∞d));

since ∞e is a Weierstrass point we see d(d−,∞e) = d(d,∞e) ≥ µ and from the

triangle inequality we have d(d−, e) ≥ µ, so we can apply the lemma to see

|gD(E) + log(d(D,E))| ≤M(µ) +

∣∣∣∣log

∣∣∣∣d(D,E)

φ[E]

∣∣∣∣∣∣∣∣ . (6.157)

Now∣∣∣∣log

∣∣∣∣d(D,E)

φ[E]

∣∣∣∣∣∣∣∣ =

∣∣∣∣log

∣∣∣∣ d(d, e)

|xd − xe|
· d(∞d,∞e)

|x∞d
− x∞e |

· |xd − x∞e |
d(d,∞e)

· |xe − x∞d
|

d(e,∞d)

∣∣∣∣∣∣∣∣ ,
(6.158)

and by multiplying through we find that this equals∣∣∣∣log

∣∣∣∣ d(d, e)

d1(d, e)
· d(∞d,∞e)

d1(∞d,∞e)
· d1(d,∞e)

d(d,∞e)
· d1(e,∞d)

d(e,∞d)

∣∣∣∣∣∣∣∣ (6.159)

where d1 is the function defined in 6.1. We study the quotients inside the logarithm

one at a time. Firstly, it is clear that

d(∞d,∞e)

d1(∞d,∞e)
= 1. (6.160)

From Lemma 6.5.16 we find

1 ≤ d(d, e)

d1(d, e)
= 1 +

d2(d, e)

d1(d, e)
+

d3(d, e)

d1(d, e)
≤ 1 + 2δ11(µ), (6.161)

Lemma 6.5.17 yields

1 ≤ d(d,∞e)

d1(d,∞e)
≤ 1 + 2δ12(µ), (6.162)

and similarly

1 ≤ d(e,∞d)

d1(e,∞d)
≤ 1 + 2δ12(µ). (6.163)

We introduce some notation: given A and B, we say A ∼ B if there exist
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computable constants c1 > 0 and c2 > 0 depending only on C such that

c1 ≤ |A/B| ≤ c2. (6.164)

Lemma 6.5.23. Suppose the following hold:

d(d, e) < µ

d(d,∞e) ≥ µ
d(e,∞d) ≥ µ
d(d, d−) < 2µ.

We also assume that s∞e 6= 0, otherwise we would have to refine the definition of φ.

Then there exists a computable upper bound on ∆(D,E) uniform in d, e, ∞d and

∞e (the bound is similar to that in the previous proposition, but is untidy to write

a formula for).

Proof. Let λ be as in Proposition 6.5.19. We apply Lemma 6.5.2 with the rational

function

φ =
(
(y − y(d))− λ(x− x(d))g+1

)
/(x− x(∞d))

g+1, (6.165)

and let P = zerosC(φ) \ {d}. By Proposition 6.5.19 we know for all p′ ∈ P and for

all Weierstrass points d we have

d(d, p′) > µ and d(p′,∞d) > µ, (6.166)

so we can apply the lemma to see

|gD(E) + log(d(D,E))| ≤ (2g + 1)M(µ) +

∣∣∣∣log

∣∣∣∣d(D,E)

φ[E]

∣∣∣∣∣∣∣∣ . (6.167)

We define some quotients:

Q1 =
d(d, e)(1 + |X(d)|)g+1(1 + |X(e)|)g+1

|(Y (e)− Y (d))− λ(X(e)−X(d))g+1|

Q2 =
d(∞d,∞e)

d1(∞d,∞e)g+1

Q3 =

∣∣(Y (∞e)− Y (d))− λ(X(∞e)−X(d))g+1
∣∣

d(d,∞e)(1 + |X(d)|)g+1(1 + |X(∞e)|)g+1

Q4 =
d1(e,∞d)

g+1

d(e,∞d)

(6.168)
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So after multiplying through, we obtain∣∣∣∣log

∣∣∣∣d(D,E)

φ[E]

∣∣∣∣∣∣∣∣ = log |Q1Q2Q3Q4| (6.169)

We bound each of the Qi in turn. Firstly, it is easy to compute

Q2 =
d(∞d,∞e)

d1(∞d,∞e)g+1
, (6.170)

and since there are only finitely any Weierstrass points, we do not even need to

know which ones were chosen as ∞d and ∞e to get a bound. Now for

Q4 =
d1(e,∞d)

g+1

d(e,∞d)
, (6.171)

we know 1 ≥ d(e,∞d) ≥ µ and 1 ≥ d1(e∞d)
g+1, so it suffices to find a positive

lower bound on d1(e,∞d), which is provided in the proof of Lemma 6.5.17.

Because d(d, d−) ≤ 2µ and d(d, e) ≤ µ they are both close to the same

Weierstrass point. We divide the bounding of Q1 into three cases.

Case 1: The Weierstrass point does not lie at x = 0 or s = 0.

We obtain computable upper and positive lower bounds on |Xd| and |Xe|, and

computable upper bounds on |Yd| and |Ye|. Thus

Q1 ∼
d1(d, e) + d2(d, e) + d3(d, e)

|(Yd − Ye)− λ(Xd −Xe)g+1|
. (6.172)

Now

d1(d, e)

|(Yd − Ye)− λ(Xd −Xe)g+1|
∼ |Xd −Xe|
|(Yd − Ye)− λ(Xd −Xe)g+1|

, (6.173)

and using Lemma 6.5.3 to find constants 0 < c1 ≤ c2 such that

c1

∣∣Y 2
d − Y 2

e

∣∣ ≤ |Xd −Xe| ≤ c2

∣∣Y 2
d − Y 2

e

∣∣ , (6.174)

92



we see

|Xd −Xe|
|(Yd − Ye)− λ(Xd −Xe)g+1|

≤ |Xd −Xe|∣∣∣|Yd − Ye| − |λ| |Xd −Xe|g+1
∣∣∣

≤
∣∣Y 2
d − Y 2

e

∣∣ c2

max
(
|Yd − Ye| − cg+1

2 |λ|
∣∣Y 2
d − Y 2

e

∣∣g+1
, cg+1

1 |λ|
∣∣Y 2
d − Y 2

e

∣∣g+1 − |Yd − Ye|
)

=
|Yd + Ye| c2

max
(

1− cg+1
2 |λ|

∣∣Y 2
d − Y 2

e

∣∣g |Yd + Ye| ,−1 + cg+1
1 |λ|

∣∣Y 2
d − Y 2

e

∣∣g |Yd + Ye|
) ,

(6.175)

which is bounded above for µ sufficiently small. Next,

d3(d, e)

|(Yd − Ye)− λ(Xd −Xe)g+1|
∼ |Yd − Ye|
|(Yd − Ye)− λ(Xd −Xe)g+1|

, (6.176)

and the same argument as above yields upper bounds. To obtain a lower bound, we

observe

|Yd − Ye|
|(Yd − Ye)− λ(Xd −Xe)g+1|

≥ |Yd − Ye|
|Yd − Ye|+ |λ(Xd −Xe)g+1|

≥ |Yd − Ye|
|Yd − Ye|+ cg+1

2 |λ|
∣∣Y 2
d − Y 2

e

∣∣g+1

=
1

1 + cg+1
2 |λ|

∣∣Y 2
d − Y 2

e

∣∣g |Yd + Ye|
.

(6.177)

Finally,

d2(d, e)

|(Yd − Ye)− λ(Yd − Ye)g+1|

=

∣∣∣Yd/Xg+1
d − Ye/Xg+1

e

∣∣∣
(1 +

∣∣∣Yd/Xg+1
d

∣∣∣)(1 +
∣∣∣Ye/Xg+1

e

∣∣∣) |(Yd − Ye)− λ(Xd −Xe)g+1|

≤

∣∣∣Yd/Xg+1
d − Ye/Xg+1

e

∣∣∣
max

(
|Yd − Ye| − cg+1

2 |λ|
∣∣Y 2
d − Y 2

e

∣∣g+1
, cg+1

1 |λ|
∣∣Y 2
d − Y 2

e

∣∣g+1 − |Yd − Ye|
) ,

(6.178)

and for µ sufficiently small the denominator of the above expression is greater than
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or equal to |Yd − Ye| /2, so it suffices to bound above the expression

(∗) def
=

∣∣∣Yd/Xg+1
d − Ye/Xg+1

e

∣∣∣
|Yd − Ye|

. (6.179)

Setting t = Xe/Xd and s = tg+1, we find

(∗) =
|sYd − Ye|

|Xe|g+1 |Yd − Ye|

=
|sYd − sYe + sYe − Ye|
|Xe|g+1 |Yd − Ye|

≤ |s|
|Xe|g+1 +

|Ye|
|Xe|g+1 ·

|s− 1|
|Yd − Ye|

,

(6.180)

so it remains to bound above the expresion

|s− 1|
|Yd − Ye|

. (6.181)

Well |s− 1| = |t− 1| ·
∣∣tg + tg−1 + · · ·+ 1

∣∣, and
∣∣tg + tg−1 + · · ·+ 1

∣∣ we can bound

above, so since |Yd + Ye| ≤ 1 for µ sufficiently small, it remains to bound above

|Xd −Xe|
|Yd − Ye|

≤ |Xd −Xe|∣∣Y 2
d − Y 2

e

∣∣ . (6.182)

Now recall from Lemma 6.5.3 that we have

∣∣Y 2
d − Y 2

e

∣∣ = |Xd −Xe| |∆f(Xd, Xe)| (6.183)

where ∆f is a polynomial with no zeros for d and e close to a Weierstrass point, and

that we can find a positive lower bound on |∆f | on a small disk around a Weierstrass

point. Hence writing
|Xd −Xe|∣∣Y 2
d − Y 2

e

∣∣ =
1

|∆f(Xd, Xe)|
, (6.184)

we are done.

Case 2: The Weierstrass point lies at x = 0.

We obtain computable upper bounds on |Xd| and |Xe|, and computable upper

bounds on |Yd| and |Ye|. Thus

Q1 ∼
d1(d, e) + d2(d, e) + d3(d, e)

|(Yd − Ye)− λ(Xd −Xe)g+1|
, (6.185)
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and we obtain upper bounds on

d1(d, e)/(
∣∣(Yd − Ye)− λ(Xd −Xe)

g+1
∣∣) (6.186)

and upper and positive lower bounds on

d3(d, e)/(
∣∣(Yd − Ye)− λ(Xd −Xe)

g+1
∣∣) (6.187)

exactly as in the previous case. To obtain an upper bound on

d2(d, e)/(
∣∣(Yd − Ye)− λ(Xd −Xe)

g+1
∣∣), (6.188)

we begin by writing

d2(d, e)

|(Yd − Ye)− λ(Yd − Ye)g+1|

=

∣∣∣Yd/Xg+1
d − Ye/Xg+1

e

∣∣∣
(1 +

∣∣∣Yd/Xg+1
d

∣∣∣)(1 +
∣∣∣Ye/Xg+1

e

∣∣∣) |(Yd − Ye)− λ(Xd −Xe)g+1|

=

∣∣∣Xg+1
d /Yd −Xg+1

e /Ye

∣∣∣
(1 +

∣∣∣Xg+1
d /Yd

∣∣∣)(1 +
∣∣∣Xg+1

e /Ye

∣∣∣) |(Yd − Ye)− λ(Xd −Xe)g+1|

≤

∣∣∣Xg+1
d /Yd −Xg+1

e /Ye

∣∣∣
|(Yd − Ye)− λ(Xd −Xe)g+1|

,

(6.189)

and as we have seen earier in this proof, for µ sufficiently small we can find a constant

c > 0 such that ∣∣(Yd − Ye)− λ(Xd −Xe)
g+1
∣∣ ≥ c |Yd − Ye| , (6.190)

so it suffices to bound above the expression∣∣∣Xg+1
d /Yd −Xg+1

e /Ye

∣∣∣
|Yd − Ye|

. (6.191)

Define a polynomial f0 by t · f0(t) = f(t), which has no zeros for t within distance

µ of 0. Fixing σ ∈ C such that

σ2g+1 =

(
f0(Xe)

f0(Xd)

)g+1

, (6.192)
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and using Y 2 = Xf0(X), we can show∣∣∣Xg+1
d /Yd −Xg+1

e /Ye

∣∣∣
|Yd − Ye|

=
1

|f0(Xe)|g+1

∣∣∣(σYd)2g+1 − Y 2g+1
e

∣∣∣
|Yd − Ye|

≤

∣∣∣(σYd)2g + · · ·+ Y 2g
e

∣∣∣
|f0(Xe)|g+1

|σYd − Ye|
|Yd − Ye|

.

(6.193)

We easily bound above
∣∣∣(σYd)2g + · · ·+ Y 2g

e

∣∣∣, and so it suffices to find an upper

bound on
|σYd − Ye|
|Yd − Ye|

, (6.194)

which amounts to showing that σ tends to 1 fast enough as d and e get close together.

Observe that

|σ − 1| ≤
∣∣∣∣f0(Xe)

f0(Xd)
− 1

∣∣∣∣ (6.195)

since (g + 1)/(2g + 1) ≤ 1, and hence

|σ − 1| ≤ |Xd −Xe|
|f0(Xd)|

∣∣∣∣∣ sup
t0∈Bµ(0)

d f0

dX
(t0)

∣∣∣∣∣ . (6.196)

Recalling from Lemma 6.5.3 that

|Xd −Xe|
|f(Xd)− f(Xe)|

=
1

|∆f(Xd, Xe)|
(6.197)

which we may bound above, we obtain

|σYd − Ye|
|Yd − Ye|

≤ 1 + |Yd|
|σ − 1|
|Yd − Ye|

≤ 1 +
|Yd| |Yd + Ye|

|f0(Xd)| |∆f(Xd, Xe)|

∣∣∣∣∣ sup
t0∈Bµ(0)

d f0

dX
(t0)

∣∣∣∣∣ ,
(6.198)

so we are done.

Case 3: The Weierstrass point lies at s = 0.

Swap x and s, then appeal to Case (2).

For Q3, we note that d(d,∞e) is bounded above and below by a positive

constant, and since d(d, d−) ≤ 2µ this keeps d near a Weierstrass point. If that

Weierstrass point does not lie at s = 0 then |Xd| is bounded. This yields up-

per and lower bounds on (1 + |Xd|g+1)(1 + |X∞e |
g+1), so it remains to bound∣∣(Y (∞e)− Y (d))− λ(X(∞e)−X(d))g+1

∣∣. An upper bound follows easily from the

96



bounds on |Xd|. For a lower bound, recall that in Lemma 6.5.19 we proved con-

structively that any roots of Y − Y (d) − λ(X − X(d))g+1 must either be equal to

d or have large Y -coordinate; this clearly excludes ∞e, and can be used to give a

lower bound as desired.

We are thus left with the cases where d is close to a Weierstrass point at

s = 0 (since we assumed S∞e 6= 0). Thus Y 2
d = X2g+1

d + l. o. t. (lower order terms),

so

Q3 ∼
∣∣Y∞e − Yd − λ(X∞e −Xd)

g+1
∣∣

(1 + |Xd|)g+1

=

∣∣∣Y∞e − (X2g+1
d + l. o. t.)1/2 − λ(−Xd)

g+1 + l. o. t.
∣∣∣

|Xd|g+1 + l. o. t.

∼
∣∣(Xd)

g+1/2 + λ(−Xd)
g+1
∣∣

|Xd|g+1

∼
∣∣∣λ(−1)g+1 +X

−1/2
d

∣∣∣
∼ |λ|

(6.199)

which is bounded above and below by positive constants as required.

It may seem at this point that we are near the start of a long sequence of

messy calculations such as that above, to cover all possible cases of arrangements of

points in D and E. However, there is a trick which means that the messy calculations

are in fact complete. The key is that given any configuration of divisors D and E,

we can move into one of the three cases handled above if we allow ourselves to move

the base-points ∞d and ∞e. This in itself is not hard to check, but there are two

more things needed to make it useful. The first is the observation that moving the

base points in this way (replacing one Weierstrass point with a different Weierstrass

point) has no effect on the height of the divisor being considered; this is because

degree-zero divisors formed from differences of Weierstrass points are torsion in the

Jacobian.

The second important point is that such rearranging is still possible when our

divisors are of a more complicated form than simply ‘a point minus a Weierstrass

point’; namely, we must consider D and E to be of the form ‘a semi-reduced divisor

minus g Weierstrass points’. The following easy lemma proves what we need:

Lemma 6.5.24. Let D =
∑

i pi be a semi-reduced divisor on C containing no

Weierstrass points in its support, and let D− =
∑

i p
−
i denote its image under the

hyperelliptic involution. Then there exist a pair of degree-g divisors ∞1 =
∑

i qi and
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∞2 =
∑

i q
′
i on C ×K C, supported on Weierstrass points away from s = 0, such

that for all pairs of integers i, j ∈ {1, . . . , g}, the divisors pi− qi and p−j − q′j satisfy

the hypotheses of at least one of Lemmas 6.5.21, 6.5.22 or 6.5.23.

Proof. pi is close to a Weierstrass point d if and only if p−i is also close to d, hence

there are at most g Weierstrass points which have points in Supp(D) ∪ Supp(D−)

close to them. Since there are 2g + 1 distinct Weierstrass points away from s = 0,

we are left with g + 1 to select the qi and q′i from. Since the qi are permitted to

repeat themselves, and similarly the q′i, the requirements are easy to achieve.

Corollary 6.5.25. There exists a computable constant B3 depending only on C

such that for all semi-reduced divisors D on C, and all choices of base-divisors ∞1

and ∞2 as in Lemma 6.5.24, we have

∣∣gD−∞1(D− −∞2)− log(1/d(D −∞1, D
− −∞2)

∣∣ ≤ B3. (6.200)

Proof. Given any p ∈ Supp(D −∞1) and q ∈ Supp(D− −∞2), if d(p, q) ≥ µ then

− log(µ) ≥ − log d(p, q) ≥ − log(3) and |gp(q)| ≤M(µ), so |gp(q)− log(1/ d(p, q))| ≤
M(µ) − log(µ). Otherwise d(p, q) < µ, whereupon we appeal to Lemma 6.5.24 to

see that we are in the situation of one of Lemmas 6.5.21, 6.5.22 or 6.5.23, which will

supply a bound.

6.6 Reconstruction of global heights

In this section, we will combine the local computations of the previous sections to

obtain a global näıve height and to compare it to the Néron-Tate height. We define a

näıve height for points on the Jacobian using the metrics from Section 6.1. That this

height has bounded difference from the Néron-Tate height will follow immediately

from results in previous sections.

We restrict from now on to curves over number fields K with only one

Archimedean place (for example, K = Q). This is so that in Definition 6.6.1 for

each semi-reduced divisor D supported away from Weierstrass points, we can choose

as base point Weierstrass points which are ‘not too close’ to D in any Archimedean

place.

If K had many Archimedean places this might not be possible, since it could

happen that there exists such a divisor D such that for every Weierstrass point

q there exists an Archimedean place |−| and a point p in the support of D such

that |p− q| is very small. In fact, this problem is easily worked around by allowing

ourselves to choose for eachD different Weierstrass points at each Archimedean place
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of K. We can then use the behaviour of Green’s functions and Néron symbols under

linear equivalence to show that this will affect the height by at most a function linear

in the square root of the height. This would allow all our results to continue to work

without significant change, but it would make the notation and later comparison

results (see Chapter 7) considerably more messy. Given that in high genus it seems

likely that in the near future these results will only be applied over Q in any case,

we restrict in this thesis to the case of K having a single Archimedean place.

Definition 6.6.1. We define a näıve height H̃ : A(K) → R>1 as follows. Given

p ∈ A(K), write p = [D − g∞] where D is a semi-reduced divisor on C. If the

support of D contains any Weierstrass points, replace D by the divisor obtained by

subtracting them off; this equates to translating p by a 2-torsion point, and so will

not affect the Néron-Tate height. Let d denote the degree of the resulting divisor D.

Choose once and for all a pair of degree-d effective divisors ∞1
p and ∞2

p with

disjoint support, supported on Weierstrass points away from ∞, such that no point

in the support of D is within Archimedean distance µ of any point in the support of

∞1
p or ∞2

p. Here µ is the ‘sufficiently small’ constant from Section 6.4 (which may

have been further shrunk in Section 6.5) and the existence of such divisors is clear

since there are 2g + 1 Weierstrass points away from ∞ and semi-reduced divisors

have degree g.

Set L to be the minimal finite extension of K such that D, ∞1
p and ∞2

p are

pointwise rational over L. Now define

H̃(p) =

 ∏
ν∈ML

1

dν(D −∞1
p, D

− −∞2
p)

 1
[L:K]

, (6.201)

recalling that if D =
∑

i di, ∞1
p =

∑
i q

1
i and ∞2

p =
∑

i q
2
i then

dν(D −∞1
p, D

− −∞2
p) =

∏
i,j

dν(pi, p
−
j ) dν(q1

i , q
2
j )

dν(pi, q2
i ) dν(p−i , q

1
i )
. (6.202)

We define a logarithmic näıve height by H (p) = log(H̃(p)).

Proposition 6.6.2. The products in the definition above are finite; in particular,

the heights are well defined.

Proof. From the definitions of the metrics over non-Archimedean places, it is clear

that dν(D −∞1
p, D

− −∞2
p) = 1 for all but finitely many such places.
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Combining previous results, we obtain the following theorem, which is the

main result of this chapter.

Theorem 6.6.3. Fix a finite extension L/K (such that #M∞L = 1). Then for all

p ∈ A(L) we have ∣∣∣ĥ(p)−H (p)
∣∣∣ ≤ B1 + B2 + B3, (6.203)

where B1 is from Definition 6.2.3, B2 is from Corollary 6.3.3 and B3 is from

Corollary 6.5.25.

Write c = c(L) for the constant B1 + B2 + B3.

The näıve height H has the great advantage that it is far easier to compute

that the Néron-Tate height; the former is completely elementary, whereas the latter

required considerable machinery and took up the whole of Chapter 5. Given a real

number B > 0, define M̂(L,B) = {p ∈ A(L) : ĥ(p) ≤ B} and M (L,B) = {p ∈
A(L) : H (p) ≤ B}. Then by construction we have M̂(L,B) ⊂M (L,B + c(L)), so

it suffices to compute the latter (finite) set. This problem will be the subject of the

next chapter.
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Chapter 7

An algorithm to compute the

number of points up to bounded

height

For the remainder of this chapter K will denote an algebraic closure of our number

field K. Given a divisor D, we write LD for the minimal finite extension of K over

which D becomes pointwise rational. L will usually denote a finite extension on K,

and we then let ML denote a proper set of valuations satisfying the product formula

- in particular, each valuation in ML extends a valuation in MK . As usual, C is a

hyperelliptic curve over K. As we proceed, various conditions will be imposed on

C; these conditions will be sufficiently mild that every hyperelliptic curve over K

has a model of the required form after possible passing to a finite extension of K

(though recall the remark in Definition 6.6.1).

In this chapter, we will construct two new näıve heights, each simpler than

the last, and bound the differences between these heights and the näıve height of

Chapter 6. The last of these heights will be simple enough that it will enable us to

solve Problem 2 of Section 1.1, using the algorithm given in the final section of this

chapter.

Lemma 7.0.4. There exist computable constants 0 < c1 < c2 with the following

property:

for all non-Weierstrass points p = (x : s : y) ∈ C(K), and for all Archimedean

norms |−|ν on K, we have

c1 ≤ dν(p, p−)/(2 min(|Y |ν ,
∣∣Y ′∣∣

ν
)) ≤ c2, (7.1)
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where as usual we write Y = y/sg+1 and Y ′ = y/xg+1.

Proof. Write |−| for |−|ν . We may assume without loss of generality that |x| ≤ |s|,
so write X = x/s. We wish to show that dν(p, p−) ∼ 2 |Y |. Now by Lemma 6.5.5

we see |Y | ≤ δ2(1), so in particular (1 + |Y |)2 ∼ 1.

If C has no Weierstrass point d with xd = 0, then let R > 0 be such that

there is no Weierstrass point d with |xd/sd| ≤ R. If C has a Weierstrass point d with

xd = 0, then let R > 0 be such that d is the only Weierstrass point with |xd/sd| ≤ R.

We treat first the case of |X| > R. This yields a computable upper bound

on |Y ′|, again using Lemma 6.5.5, and so in turn we see (1 + |Y ′|)2 ∼ 1. In addition

we have non-zero upper and lower bounds on |X|, in other words |X| ∼ 1. Thus

|Y ′| ∼ |Y |, so

dν(p, p−) = d2(p, p−) + d3(p, p−)

=
|2Y ′|

(1 + |Y ′|)2
+

|2Y |
(1 + |Y |)2

∼ 2 |Y | .

(7.2)

We next consider the case |X| < R. This splits in to two sub-cases, depending

on whether or not there is a Weierstrass point at X = 0.

Case 1: no Weierstrass point at X = 0.

Thus we obtain positive lower bounds on |Y |, say |Y | ≥ δ > 0. Then |Y | ∼ 1, and

hence d3(p, p−) ∼ |2Y | ∼ 1. Now Y ′ = Y/Xg+1, so we see |Y ′| > δ/Rg+1. Now

d2(p, p−) =
|2Y ′|

(1 + |Y ′|)2

=
|2/Y ′|

(1 + |1/Y ′|)2
,

(7.3)

so this lower bound on |Y ′| yields a computable upper bound on d2(p, p−). Then

d(p, p−) = d2(p, p−) + d3(p, p−) ∼ 1 ∼ 2 |Y | , (7.4)

so we are done.

Case 2: there is a Weierstrass point d with Xd = 0.

Our assumptions on R show that
∣∣Y 2
∣∣ ∼ |X|, yielding an upper bound on |Y | (say

|Y | ≤ c), so d3(p, p−) ∼ |2Y |. Now let 0 < c1 ≤ c2 be such that

c1

|Y |2g+1 ≤
∣∣Y ′∣∣ ≤ c2

|Y |2g+1 . (7.5)
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Hence

d2(p, p−) =
2 |Y ′|

(1 + |Y ′|)2
≤ 2 |Y ′|

(1 + c1/ |Y |2g+1)2
≤ 2c2 |Y |2g+1

(c1 + |Y |2g+1)2
≤ 2c2 |Y |2g+1

c2
1

,

(7.6)

and

d2(p, p−) =
2 |Y ′|

(1 + |Y ′|)2
≥ 2 |Y ′|

(1 + c2/ |Y |2g+1)2
≥ 2c1 |Y |2g+1

(c2 + |Y |2g+1)2
≥ 2c1 |Y |2g+1

(c2 + c2g+1)2
,

(7.7)

so

d2(p, p−) ∼ 2 |Y |2g+1 . (7.8)

Hence

d(p, p−) ∼ 2 |Y | , (7.9)

since |Y | is bounded above.

Definition 7.0.5. Let L/K be a finite extension, and let p 6= q ∈ C(L) be distinct

points. Set

〈p, q〉L =
−1

[L : K]
log

∏
ν∈ML

dν(p, q). (7.10)

Lemma 7.0.6. Let L/K be a finite extension, and let p = (x : s : y) ∈ C(L) be a

non-Weierstrass point. Then there exists a computable constant c such that

∣∣〈p, p−〉
L
− (g + 1) h(x/s)

∣∣ ≤ c. (7.11)

Note that although 〈p, p−〉L depends on the field L, h(x/s) and c do not.

Proof. For |−| non-Archimedean, we have that if |x| ≤ |s| then d(p, p−) =
∣∣2y/sg+1

∣∣,
and if |s| ≤ |x| then d(p, p−) =

∣∣2y/xg+1
∣∣. Hence for non-Archimedean ν we obtain

dν(p, p−) = |2y|ν min(1/ |x|g+1
ν , 1/ |s|g+1

ν ). (7.12)

We have shown above that for Archimedean ν we have computable 0 < c1 < c2 such

that

c1 < dν(p, p−)/min(
∣∣2y/xg+1

∣∣ , ∣∣2y/sg+1
∣∣) < c2. (7.13)

Hence

∏
ν∈M∞L

1/c2 ≤
∏
ν∈ML

1/dν(p, p−)∏
ν∈ML

|2y|−1
ν

∏
ν∈ML

max(|x|ν , |s|ν)g+1
≤

∏
ν∈M∞L

1/c1. (7.14)
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Now
∏
ν∈M∞L

c
−1/[L:K]
1 is bounded uniformly in L, and similarly for c2. Finally, note

 ∏
ν∈ML

|2y|−1
ν

 ∏
ν∈ML

max(|x|ν , |s|ν)

g+1

= H(x/s)[L:K](g+1). (7.15)

Definition 7.0.7. Assume that the hyperelliptic polynomial f is monic. Given a

Weierstrass point d with sd 6= 0, set f̃d to be the univariate polynomial such that for

all p 6= d ∈ C(K), we have

f̃d(Xp)(Xp −Xd) = f(Xp). (7.16)

It is clear that f̃d will have integral coefficients, since f does and Xd is a root of f .

Lemma 7.0.8. Let p, d ∈ C(L) such that sp 6= 0 and d is a Weierstrass point

with sd 6= 0. Assume further that the hyperelliptic polynomial f is monic, so that

Xd is integral. Let ν be a non-Archimedean place of L, and suppose |Xp −Xd|ν <∣∣∣f̃d(Xd)
∣∣∣
ν
. Then

|Yp|2ν = |Xp −Xd|ν
∣∣∣f̃d(Xd)

∣∣∣
ν
. (7.17)

Proof. By definition, we have

|Yp|2ν = |Xp −Xd|ν
∣∣∣f̃d(Xp)

∣∣∣
ν
, (7.18)

so it suffices to show that
∣∣∣f̃d(Xp)

∣∣∣
ν

=
∣∣∣f̃d(Xd)

∣∣∣
ν
. Writing

f̃d(Xp) = (Xp −Xd)
n + ?(Xp −Xd)

n−1 + · · ·+ ?(Xp −Xd) + f̃d(Xd) (7.19)

where the coefficients ? are integral, we see that the greatest norm of any term on the

right hand side is achieved by f̃d(Xd) and no other term, so the result follows.

Lemma 7.0.9. Let L/K be a finite extension, and let p 6= d ∈ C(L) be such that

sp 6= 0 and d is a Weierstrass point with sd 6= 0. Assume further that the hyperelliptic

equation f is monic, so that Xd is integral. Then

−
∑
ν∈M0

L

log dν(p, d) ≤ [L : K]

(
1

2
h(Xp −Xd) + h(f̃(Xd))

)
. (7.20)

Note that the sum is over the non-Archimedean places.
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Proof. The right hand side naturally decomposes as

[L : K](
1

2
h(Xp −Xd) + h(f̃d(Xd))) =

∑
ν∈ML

1

2
log+ |Xp −Xd|−1

ν + log+
∣∣∣f̃d(Xd)

∣∣∣−1

ν
.

(7.21)

Now it is clear that∑
ν∈M∞L

1

2
log+ |Xp −Xd|−1

ν + log+
∣∣∣f̃d(Xd)

∣∣∣−1

ν
≥ 0, (7.22)

so it suffices to prove that for each non-Archimedean ν we have

− log(dν(p, d)) ≤ 1

2
log+ |Xp −Xd|−1

ν + log+
∣∣∣f̃d(Xd)

∣∣∣−1

ν
, (7.23)

or equivalently that (at this point we drop the subscript ν from the norm)

dν(p, d)−2 ≤ max(|Xp −Xd|−1 , 1) max(
∣∣∣f̃d(Xd)

∣∣∣−1
, 1)2. (7.24)

Recalling that
∣∣∣f̃d(Xd)

∣∣∣ ≤ 1 and writing F =
∣∣∣f̃d(Xd)

∣∣∣ for simplicity, we see this is

equivalent to showing

dν(p, d)2 ≥ F 2 min(|Xp −Xd| , 1). (7.25)

We divide proving this in to two cases. The first is when |Xp −Xd| ≥ F .

Then

dν(p, d) ≥

{
F if |Xp| ≤ 1

1 if |Xp| > 1,
(7.26)

so Equation (7.25) follows.

The harder case is when |Xp −Xd| < F . We apply Lemma 7.0.8 to see that

105



|Yp|2 = |Xp −Xd|F , and so

dν(p, d)2 =

{
max(|Xp −Xd|2 , |Yp|2) if |Xp| ≤ 1

1 if |Xp| > 1

=

{
max(|Xp −Xd|2 , |Xp −Xd|F ) if |Xp| ≤ 1

1 if |Xp| > 1

≥

{
F max(|Xp −Xd|2 , |Xp −Xd|) if |Xp| ≤ 1

1 if |Xp| > 1

=

{
F |Xp −Xd| if |Xp| ≤ 1

1 if |Xp| > 1

≥ F min(|Xp −Xd| , 1)

≥ F 2 min(|Xp −Xd| , 1)

(7.27)

Lemma 7.0.10. Fix µ > 0. Let L/K be a finite extension, let d ∈ C(L) be a

Weierstrass point, and let p ∈ C(L) be such that for all Archimedean places ν ∈M∞L ,

we have dν(p, d) ≥ µ. Then

µ#M∞L ≤
∏

ν∈M∞L

dν(p, d) ≤ 3#M∞L . (7.28)

Note that according to our normalisations, #M∞L = [L : Q].

Proof. The lower bound is clear, and the upper bound follows from Proposition

6.1.12.

Lemma 7.0.11. Let X1, X2 ∈ L. Then

H(X1 +X2) ≤ 2#M∞L /[L:K] H(X1) H(X2). (7.29)
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Proof.

H(X1 +X2)[L:K] =
∏
ν∈ML

max(1, |X1 +X2|ν)

≤

 ∏
ν∈M0

L

max(1, |X1|ν , |X2|ν)

 ∏
ν∈M∞L

max(1, |X1|ν + |X2|ν)


≤

 ∏
ν∈M0

L

max(1, |X1|ν) max(1, |X2|ν)

 ∏
ν∈M∞L

2 max(1, |X1|ν) max(1, |X2|ν)


= 2#M∞L H(X1)[L:K] H(X2)[L:K]

(7.30)

as required.

Lemma 7.0.12. Fix µ > 0. There exists a computable constant φµ with the follow-

ing property:

Let L/K be a finite extension, and let p, d ∈ C(L) such that sp 6= 0 and d

is a Weierstrass point with sd 6= 0. Assume further that the hyperelliptic equation f

is monic, and also that for all Archimedean places ν ∈ M∞L , we have dν(p, d) ≥ µ.

Then

〈p, d〉L ≤
1

2
h(Xp) + φµ. (7.31)

Proof. Combining Lemmas 7.0.9 and 7.0.10, we see that

〈p, d〉L ≤
1

2
h(Xp −Xd) + h(f̃d(Xd)))− log(µ)#M∞L /[L : K]. (7.32)

Now by Lemma 7.0.11, we have

h(Xp −Xd) ≤ h(Xp) + h(Xd) +
#M∞L
[L : K]

log(2), (7.33)

so for fixed L and d we may take

φL,dµ =
1

2
h(f̃d(Xd)))− log(µ)

#M∞L
[L : K]

+ h(Xd) +
#M∞L

2[L : K]
log(2). (7.34)

Thus the existence of a bound uniform in L and d is clear (since there are only

finitely many Weierstrass points).

Lemma 7.0.13. There exists a computable constant c such that the following holds:

given p ∈ A(K), let D, ∞1
p and ∞2

p denote the divisors given in Definition

6.6.1. Let L?K be the minimal extension such that D, ∞1
p and ∞2

p are all pointwise
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rational over L, so we may write

D =

d∑
i=1

pi

∞1
p =

d∑
i=1

qi

∞2
p =

d∑
i=1

q′i.

(7.35)

Then

H (p) ≥
d∑
i=1

〈pi, p−i 〉L − d∑
j=1

〈pi, qj〉L −
d∑
j=1

〈
pi, q

′
j

〉
L

+ c. (7.36)

Proof. Recall that

H (p) =
d∑

i,j=1

〈
pi, p

−
j

〉
L

+
d∑

i,j=1

〈
qi, q

′
j

〉
L
−

d∑
i,j=1

〈pi, qj〉L −
d∑

i,j=1

〈
p−i , q

′
j

〉
L
. (7.37)

Since the qi and q′i are distinct Weierstrass points we easily bound
∑d

i,j=1

〈
qi, q

′
j

〉
L

.

For i 6= j, we see 〈
pi, p

−
j

〉
L
≥ − log(3).#M∞L /[L : K], (7.38)

so the result follows.

Lemma 7.0.14. There exists a computable constant c′ such that in the setup of

Lemma 7.0.13 we have

H (p) ≥
d∑
i=1

h(Xpi) + c′ (7.39)

Proof. In Lemma 7.0.13 we showed

H (p) ≥
d∑
i=1

〈pi, p−i 〉L − d∑
j=1

〈pi, qj〉L −
d∑
j=1

〈
pi, q

′
j

〉
L

+ c. (7.40)

In Lemma 7.0.6 we showed (using that the pi are never Weierstrass points) that for

some computable c1 we have

∣∣〈pi, p−i 〉L − (g + 1) h(Xpi)
∣∣ ≤ c1. (7.41)

In Lemma 7.0.12 we showed (using that dν(pi, qj) ≥ µ where µ is as in Definition

108



6.6.1) that

〈pi, qj〉L ≤
1

2
h(Xpi) + φµ. (7.42)

and similarly for q′j .

Combining these, we see using d ≤ g that for each i

〈
pi, p

−
i

〉
L
−

d∑
j=1

〈pi, qj〉L −
d∑
j=1

〈
pi, q

′
j

〉
L
≥ (g + 1) h(Xpi)− 2

d∑
j=1

1

2
h(Xpi)− c1 + 2dφµ

= ((g + 1)− 2d
1

2
) h(Xpi)− c1 + 2dφµ

≥ h(Xpi)− c1 + 2dφµ.

(7.43)

from which the result follows.

Definition 7.0.15. Given p ∈ A(K), we take the divisor D =
∑d

i=1 pi over some

finite L/K as in Definition 6.6.1. Then set

h♥(p) =
d∑
i=1

h(Xpi), (7.44)

and set

h†(p) = h

(
d∏
i=1

(X −Xpi)

)
, (7.45)

where the right hand side is the height of a polynomial, which equals the height of

the point in projective space whose coordinates are given by its coefficients. Given

B > 0, define

M♥(B) = {p ∈ A(K) : h♥(p) ≤ B} (7.46)

and

M †(B) = {p ∈ A(K) : h†(p) ≤ B} (7.47)

Theorem 7.0.16. There exists a computable constant c such that for all p ∈ A(K)

we have

ĥ(p) + c ≥ h♥(p). (7.48)

Proof. From Theorem 6.6.3 we know that there exists a computable constant c′ such

that

ĥ(p) + c′ ≥H (p). (7.49)

The result follows from combining this with Lemma 7.0.14.
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Corollary 7.0.17. For any constant B:

M̂(B) ⊂M♥(B + c) (7.50)

where c is the computable constant from Theorem 7.0.16, and M̂ is as defined on

page 87.

Lemma 7.0.18. Fix a finite extension L/K. Given a1, . . . , an ∈ L, set ψn =∏n
i=1(t− ai). Then∣∣∣∣∣h(ψn)−

n∑
i=1

h(ai)

∣∣∣∣∣ ≤ #M∞K log(4)(n2 + n− 2)/2. (7.51)

Proof. From [Lan83, Chapter 3, Proposition 2.4] we have for all m ≥ 2 that

|h(t− am) + h(ψm−1)− h(ψm)| ≤ m#M∞K log(4) (7.52)

(note the difference in normalisations between our heights and Lang’s). The formula

follows by induction and using that h(t− ai) = h(ai).

Corollary 7.0.19. For all p ∈ A(K) we have∣∣∣h♥(p)− h†(p)
∣∣∣ ≤ #M∞K log(4)(g2 + g − 2)/2. (7.53)

The main result of this chapter is then

Theorem 7.0.20. Let c be the computable constant from Theorem 7.0.16. Then

for all constants B we have

M̂(B) ⊂M †
(
B + c+ #M∞K log(4)(g2 + g − 2)/2

)
. (7.54)

The point is that these finite sets M †(B) are effectively computable, so we

can in turn use the results from Chapter 5 to compute the finite sets M̂(B). We

describe one algorithm to compute M †(B), setting K = Q for simplicity:

1) Let S be the finite set of all polynomials
∏d
i=1(X−ai), for d ≤ g, of height

up to B.

2) for each polynomial a ∈ S, if a is not irreducible remove it from S and

insert into S each of the irreducible factors of a.

3) it suffices to determine for each a ∈ S whether a is the ‘x-coordinate

polynomial’ of a divisor in Mumford representation; in other words, whether there

exists another univariate polynomial b such that (a, b) satisfy the properties listed
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in Section 2.3.4. Now the polynomial a also determines a set of 2 deg(a) distinct

complex points on C - the preimages of zeros of a under the hyperelliptic projection.

These can be computed to any finite precision. Such points will satisfy y = b(x),

thus if we can bound the denominators of the coefficients of b then we can find a finite

precision to which we need to compute the complex points to see if they correspond

to a polynomial b with rational coefficients. Such a bound on the denominators is

supplied by the folllowing proposition.

Proposition 7.0.21. Let K/Q be a finite extension, with integers OK and p a

prime ideal in OK . Let g > 0 be an integer. Let f , h ∈ K[x] be polynomials which

are integral with respect to p and such that

- h2 + 4f is separable

- f has degree 2g + 1

- h has degree at most g + 1.

Fix an integer 1 ≤ d ≤ g. Suppose we are given a pair of polynomials

a =
∑d

i=0 aix
i of degree d and b =

∑d−1
i=0 bix

i of degree at most d− 1 in K[x] and a

constant c ∈ K with the following properties:

- a, b and c are integral at p

- a is primitive

- ordp c > mini(ordp bi)

- ∆ = disc(a) is non-zero.

Suppose also that

a |
(
b

c

)2

+

(
b

c

)
· h− f. (7.55)

Then

ordp c ≤
1

2
ordp ∆ +

(
d2 − d+ max

(
2g + 1

2
,deg(h)

))
ordp ad. (7.56)

Proof. Let L be a ‘sufficiently large’ extension of the completion Kp; by this we

mean that L is a finite extension of the completion which we will require to be

closed under taking roots of a certain finite collection of polynomials, which will be

described as we go along. Let π denote a uniformiser of L, and OL its integers.

We assume a splits in L; write x1, . . . xd for the roots. Each xi may be

uniquely written as xi = x̃i/π
ri where ri ≥ 0 and x̃i ∈ OL has minimal valuation.

Let

ã =
d∏
i=1

(πrix− x̃i) ∈ OL[x]. (7.57)

Now a and ã have the same degree and (distinct) roots, are integral, and both have
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at least one coefficient which is a unit in OL, hence a and ã differ by a unit in OL.

Let

M̃ =


π(d−1)r1 π(d−2)r1 x̃1 . . . x̃d−1

1

π(d−1)r2 π(d−2)r2 x̃2 . . . x̃d−1
2

...

π(d−1)rd π(d−2)rd x̃d . . . x̃d−1
d

 , (7.58)

so det(M̃)2 = disc(ã) = unit×∆. Let

M =


1 x1 . . . x1

d−1

1 x2 . . . x2
d−1

...

1 xd . . . xd
d−1

 . (7.59)

By (7.55) we know that for all 1 ≤ i ≤ d we have

d−1∑
j=0

(
bj
c

)
xji = yi (7.60)

for some yi in L (obtained by assuming L sufficiently large) satisfying y2
i +h(xi)yi =

f(xi), and hence that

1

c


b0

b1
...

bd−1

 = M−1


y1

y2

...

yd

 . (7.61)

In order to bound above the order of c at π, it therefore suffices to bound

below the order of the right hand side of (7.61) at π. We do this in two steps.

Firstly, we easily obtain from properties of valuations that

ordπ yi ≥ −ri max

(
2g + 1

2
, deg(h)

)
. (7.62)

Secondly, we must do the same for M−1. Now M ·π(d−1) maxi ri is a matrix over OL,

and hence so is its transposed matrix of cofactors, which we shall denote Mc. We

then find that

M−1 =
1

πd(d−1) maxi ri
× 1

det(M)
×Mc. (7.63)
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We also compute that

det(M) = π−(d−1)
∑
i ri det(M̃)

= π−(d−1)
∑
i ri
√

∆ · unit,
(7.64)

and hence

M−1 =
Mc√

∆ · unitπd(d−1) maxi(ri)−(d−1)
∑
i ri
. (7.65)

We also note that
∑

i ri = ordπ ad, and maxi(ri) ≤
∑

i ri, so combining the above

results we see that

ordπ c ≤
1

2
ordπ ∆ +

(
(d− 1)2 + max

(
2g + 1

2
,deg(h)

))
ordπ ad, (7.66)

from which the result immediately follows.

We note that in the elliptic case, we recover the classical result that c2 | a3
1.
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Néron-Tate height. Math. Z., 147(1):35–51, 1976.

[ZM72] Ju. G. Zarhin and Ju. I. Manin. Height on families of abelian varieties.

Mat. Sb. (N.S.), 89(131):171–181, 349, 1972.

118


	coverholmes.pdf
	University of Warwick institutional repository: http://go.warwick.ac.uk/wrap


