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Abstract

This thesis is concerned with the study of biophysicochemical processes using

electrochemistry and related techniques. The first part of the thesis discusses the

electrochemical detection of biological species, and characterisation of the

electrode materials employed. A comparison of two novel forms of carbon

electrode, namely carbon nanotubes and polycrystalline boron doped diamond

(pBDD), with more conventional carbon electrode materials reveals their

enhanced characteristics for bioelectrochemistry, with improved sensitivity and

resistance to fouling. These materials are further characterised using novel

high-resolution electrochemical imaging methods, to determine heterogeneous

electron transfer rates for a number of different redox species. The kinetic rate

constants are determined from measured electrochemical currents using finite

element method (FEM) modelling, which proves to be a powerful technique for

the quantitative analysis of intrinsic system parameters that cannot be studied

directly. The electrochemical response of isolated regions of pristine SWNTs is

investigated using scanning electrochemical cell microscopy, demonstrating high

electrochemical activity at the nanotube sidewalls. A similar analysis of the

different facets of pBDD is performed using intermittent contact scanning

electrochemical microscopy coupled with FEM simulations, revealing that the

electroactivity is strongly influenced by the local density of states of the material.

New techniques are also presented for the investigation of transport processes at

membrane interfaces. A new method of bilayer formation is developed, which

overcomes many of the limitations of current techniques, and is used to

investigate the permeation rates of a series of aliphatic carboxylic acids. Using

confocal laser scanning microscopy (CLSM) with a pH-sensitive fluorophore, the

pH change as a weak acid permeates across the bilayer can be visualised, and the

permeation coefficient determined by comparison with FEM simulations. This

reveals a trend of increasing permeability with lipophilicity. Finally, CLSM is

used to study the lateral diffusion of protons at lipid bilayers and other surfaces.

Protons are generated galvanostatically by a UME positioned close to the

substrate, altering the local pH which can be visualised by means of a

pH-sensitive fluorophore. The fluorescence profile is again compared to FEM

simulations, allowing the lateral diffusion coefficient to be determined.

xvii



Chapter 1

Introduction

The aim of this thesis is the investigation of key biophysicochemical processes via

the use of experimental procedures coupled with simulation methods. This chapter

gives an overview of the motivation behind the study of the biophysical systems

presented herein, some of the present electrochemical and related techniques used

to investigate these processes, the type of electrode materials used along with their

benefits and limitations, and the simulation methods used to extract quantitative

data from the experimental data.

1.1 Detection of Biological Species

There is a huge range of possible analytical techniques available for sensing

biomolecules including NMR, mass spectrometry, chromatographic methods and

fluorescence techniques to name a few. However, one key technique missing from

this list is electrochemistry. Electrochemistry is advantageous in many ways since

it allows the rapid, quantitative and sensitive detection of many types of

biomolecules, provided they are electroactive. Moreover, electrochemistry is

inherently a flux-sensing technique and so opens up the possibility of

quantitative dynamic analysis as outlined in this thesis. The major interest is to

demonstrate how two broad classes of (bio)physicochemical processes, namely:
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(i) the electrochemical detection of biomolecules and (ii) lateral and

trans-membrane transport can be studied, analysed and understood using a

framework of common principles and methods. As well as advancing these two

areas, the work herein may provide a platform for the future application of the

approaches described.

1.2 Dynamic Electrochemistry

Dynamic electrochemistry describes the process of charge transfer of an

electroactive species at an electrode. The general scheme for such an electrode

reaction is shown in Figure 1.1 where a species O is transported from the bulk

solution to the electrode surface and undergoes electron transfer to produce

species R. This process may also involve chemical reactions and adsorption or

desorption processes, and the rate of each of the steps in the reaction controls the

overall current flow at the electrode.

1.3 Electron Transfer Processes

For an electrode reaction where the rate of mass transport is considerably slower

than electron transfer, the potential applied to the system can be related to the

concentrations of the oxidised and reduced species at the electrode by the Nernst

equation.1

E = E
 +
RT

nF
ln

(O)

(R)
(1.1)

2
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Figure 1.1: Schematic for a general electrode reaction.

where E is the electrode potential, E
 is the standard electrode potential, R is

the molar gas constant, T is the temperature, F is the Faraday constant, n is the

number of electrons transferred, and O and R are the reduced and oxidised species

which are in equilibrium as described by the equation

O + ne−
R (1.2)

When mass transport is the kinetically limiting step in the reaction, the system

is said to exhibit reversible or Nernstian kinetics as described above. However,

when this is not the case, the kinetics of electron transfer must be considered.

For this process, the following equations, derived by Butler and Volmer, are used

to describe the electron transfer kinetics in terms of the standard rate constant

k0.1

3
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kf = k0exp

[
−α(E − E0′)F

RT

]
(1.3)

kb = k0exp

[
(1− α)

(E − E0′)F

RT

]
(1.4)

where kf and kb are the forward and reverse rate constants for the equilibrium

in equation 1.2, α is the electrochemical charge transfer coefficient and E0′ is the

electrode formal potential.

1.4 Mass Transport

For most metallic electrode systems, the transport of the electroactive species

to the electrode interface is the kinetically limiting step and is described by the

Nernst-Plank equation.2

Ji = −Di∇Ci −
ziF

RT
DiCi∇φ+ Ciν (1.5)

where Ji is the flux of species i to/from the electrode, Di, Ci, and zi are the

diffusion coefficient, concentration and charge of species i, respectively, φ is the

electrostatic potential, and ν is the velocity vector of the solution. This equation

can be separated into terms which describe the diffusion, migration and

convection of the species in solution, which will be introduced in more detail in

this section.

4
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1.4.1 Diffusion

As a reaction occurs at an electrode, the reactant is consumed leading to a

concentration (strictly activity) gradient from the bulk solution to the electrode

surface. This gradient causes the reactant to diffuse and the diffusive flux of this

species can be described by Fick’s law,2

Ji,d = −Di∇Ci (1.6)

which states that the flux of a molecule is dependent on its diffusion coefficient, Di,

and the concentration gradient. By combining this law with the law of conservation

of mass

∇ · Ci = 0 (1.7)

Fick’s second law2 is obtained which describes how the concentration of a species

changes over time due to diffusion.

∂Ci
∂t

= Di∇2Ci (1.8)

The Laplace operator (∇2) is dependent on the geometry of the system and can

take a number of different forms, of which, the 2D axisymmetric and 3D equations

are of most relevance in this work. A 2D axisymmetric system can be used to

describe diffusion to an ultramicroelectrode (UME) close to a surface (Chapters 5

and 7) whilst a 3D model is necessary to simulate the geometry of a dual-barrel

(theta) pipet on a surface (Chapter 4).

5
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1.4.2 Migration

Migration describes the movement of charged species within a solution due to an

external electric field (∇φ). When a potential is applied in an electrochemical

system, charged species are electrostatically attracted to or repelled from the

electrode-solution interface, and/or electrolysis occurs, both of which give rise to

a migrative flux, which is described by the following equation:

Ji,m = −ziF
RT

DiCi∇φ (1.9)

The magnitude of the term
ziF

RT
Di is referred to as the mobility of the species

and is denoted ui. Migration can often be ignored in many electrochemical

systems where there is an excess of inert supporting electrolyte compared to any

charged analyte, which also serves to reduce the effects of ohmic drop by

reducing the solution resistance.1 However, in systems where the concentration of

supporting electrolyte is relatively low, migration must be accounted for,

particularly in nanoscale systems (Chapter 4).

1.4.3 Convection

Whereas diffusion and migration describes the movement of species within the

solution, convection describes the transport of species carried by the movement

of the solution itself. There are two types of convection, natural convection,

which arises due to thermal gradients or differences in density within the

solution, and forced convection, where a mechanical force is introduced to the

6
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system to dominate any contribution that may arise from natural convection.1

The movement of solution due to an applied force can be achieved in a number of

ways. This includes flow of the solution over an electrode, movement of the

electrode within the solution, or stirring of the solution, which can all increase

the rate of mass transport to the electrode. In each of these cases, the resulting

movement of the solution is engineered to exhibit well-defined hydrodynamic

behaviour so that it can be characterised easily. The general equation to describe

the convective flux of a species is given by:

Ji,c = Ciν (1.10)

For systems where stirring is used to increase the rate of mass transport to an

electrode, a stationary layer will exist close to the electrode, in which species can

only move via diffusion (assuming migration effects are minimal). This layer is

referred to as the unstirred layer (USL), and can play a significant role in the

determination of transport rates.3 Failure to account for this accurately can lead

to large measurement errors as will be discussed in Chapter 6. For such systems,

Fick’s second law is adapted to give the convective-diffusion equation:2

∂Ci
∂t

= Di∇2Ci − ν · ∇Ci (1.11)

1.5 Micro- and Nanoscale Electrodes

Simply adding a convective force may not be sufficient to enhance mass transport

to an electrode to a level where electron transfer kinetics can be measured.

7
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Interestingly, diffusion to the electrode can be increased by decreasing the size of

the critical dimension of the electrode. On typical experimental timescales, the

behaviour of an electrode with a critical dimension in the range of micrometres

will deviate from that of electrodes with dimensions on the order of millimetres

(macroelectrodes) due to a change in the rate of mass transport.4 For a

macroelectrode, planar diffusion of the reactant occurs perpendicular to the

electrode. In this diffusion regime, unreacted species cannot be delivered to the

electrode surface rapidly enough to replace those being consumed and so a

depletion layer propagates over time. However, for micrometer (or smaller) sized

electrodes, the diffusion profile quickly becomes hemispherical (after imposing a

surface reaction to induce diffusion) due to the increased contribution of the

radial diffusion component (Figure 1.2).

Figure 1.2: (a) Planar diffusion of a species to a macroelectrode and (b) hemispherical diffusion

exhibited at a microelectrode.

1.5.1 Ultramicroelectrodes

The most commonly used electrode of this type is the disc ultramicroelectrode

(UME), which is fabricated by sealing a small metal wire or carbon fibre in a

tapered glass capillary which is subsequently polished to give a well-defined

8
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geometry.2 Due to their small size, the currents typically measured at UMEs are

on the order of nA or pA. These low currents significantly decrease the effects of

“ohmic drop” in solution, the magnitude of which depends on the resistance of

the solution and the current flowing.5 Other advantages of the small dimensions

of UMEs include high current densities and signal-to-noise ratios due to the high

mass transport. As instrumentation to measure low currents has improved, the

use of UMEs has become more widespread for a variety of applications due to

their advantageous properties.6–9

1.5.2 Scanning Electrochemical Microscopy

One of the most important applications of UMEs is in scanning electrochemical

microscopy (SECM), where the physicochemical properties of a substrate can be

mapped by moving a probe, such as a UME, above the surface.10 The probe

is connected to a piezoelectric positioning system, which enables movement with

nanoscale precision in the x, y and z directions as shown in Figure 1.3. The sample

and probe are immersed in electrolyte solution containing a redox mediator. A

potentiostat can be used to apply a potential to the UME, and if the substrate is

conducting or semiconducting, this can be connected as a second working electrode

using a bipotentiostat.11 As the probe is moved towards the substrate, the tip

current will start to deviate from the value in bulk solution. If the probe approaches

an insulating substrate, the diffusion of species to the electrode becomes hindered

and the current decreases, in a process known as negative feedback. Alternatively,

if the substrate is conducting and held at an appropriate potential, the redox

species consumed at the probe can be regenerated at the substrate. Therefore, as

9
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the tip-substrate distance decreases, the rate of turnover increases, giving a higher

current. This mode of operation, where the tip produces and then detects the

species of interest, is known as feedback mode. SECM of conducting substrates

can also be employed in generation-collection modes where the redox species is

consumed at one of the electrodes and generated at the other. Substrate generation

tip collection (SG-TC) is often used to study the electrochemical activity of the

substrate for the generation of the redox species. However, when the substrate is

heterogeneous, it can be difficult to determine whether the change in current is

due to variations in surface activity or topography. To address this, a number of

combined techniques have been developed, with the aim of decoupling the response

due to electrochemical activity from the topography. These are discussed in section

1.5.4.

Whilst SECM is most commonly used to probe a solid substrate in

solution,12–15it should also be mentioned that liquid-liquid interfaces,16–19

liquid-gas interfaces,20,21 biological tissues22–24 and even single cells25,26 have all

been imaged using this versatile technique.

The tip size is extremely important in SECM as this controls the resolution of the

instrument. The reason for the increase in lateral resolution with decreasing tip

size is twofold: firstly, the smaller the tip, the smaller the area of the sample probed

at a given time, thereby reducing the contribution of signals from neighbouring

areas. Secondly, the tip-substrate separation also has a large impact on resolution,

with a remote tip leading to a loss in resolution as material is collected from larger

regions of the surface. In a typical SECM setup, the tip is positioned at a distance

of approximately one radius (of the active part of the electrode) away from the

10
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surface, which means that by decreasing the size of the electrode, it is possible to

scan much closer to the surface, as long as there is a mechanism to provide some

distance regulation. Because of the importance of the size of the electrode, the

trend over the last few decades has been to produce increasingly small electrodes

to enhance the resolution of the instrument.27–29 Nanoelectrodes for SECM have

been fabricated by electrochemically etching a metal wire and sealing in glass,

which can produce electrodes with their critical dimension on the order of a few

nanometres.30,31 The dimension of the metal wire can also be reduced by first

sealing in a glass capillary and then pulling using a laser puller to give an extremely

fine tip.32 Small scale electrodes are not only important in SECM however, and

there are a variety of other techniques which rely on nanoscopic probes to optimise

the resolution.

Figure 1.3: Schematic of a typical SECM setup.

11
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1.5.3 Scanning Ion Conductance Microscopy

A solid electrode is not always needed to probe a physicochemical process at a

surface. In scanning ion conductance microscopy (SICM),33 the electrode is

inserted into a micro- or nanopipet which is filled with an electrolyte solution,

and the flux between this electrode and a second electrode in the surrounding

solution is measured. In contrast to SECM, the flux measured is a migrative flux,

not diffusive or convective since the electrolyte solution is electrochemically inert.

As with SECM, there is a strong correlation between the measured flux and

distance from the surface, and this can be used to maintain a constant height of

the probe from the surface to extract topographical information. Again, the

resolution of this technique is entirely dependent on the size of the probe, and

since nanopipets are considerably easier to fabricate than nanoelectrodes, this

technique has produced extremely high resolution images and has been

particularly useful in the study of biological systems.34,35

1.5.4 Combined Techniques

Whilst SECM is a powerful tool in itself, in combination with other techniques,

significantly more information can be extracted. For example techniques such

as shear force SECM,36,37 SECM-atomic force microscopy (AFM)38,39 or SECM-

SICM40,41 can decouple the topography of a substrate from its activity which is not

possible with SECM alone. SECM-AFM incorporates an electrode into the AFM

tip so that the electrochemical response can be measured as the tip scans across

the surface. Alternatively, the electrode can be used to instigate a topographical

12
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change (for example the dissolution of a surface) which can then be mapped.42

SECM-SICM probes use dual channels with one open channel (SICM) and the

other channel containing an electrode.40,41,43–45 Again, with one part of the probe

measuring the topography, the response due to the electrochemical activity can

easily be determined.

1.6 Non-Electrochemical Techniques

There are a huge variety of surface techniques for the study of biological systems

including those discussed previously. There are, however, many

non-electrochemical techniques which also provide valuable information, of

which, one important class is fluorescence methods.

1.6.1 Confocal Laser Scanning Microscopy

One powerful fluorescence-based technique for the study of biological samples is

confocal laser scanning microscopy (CLSM), which makes use of a pinhole to

improve the spatial resolution compared to a conventional wide-field fluorescence

microscope (Figure 1.4).46 The pinhole ensures only light originating from the

focal plane reaches the detector, which not only eliminates out of focus light but

also background light (since only a small area is illuminated at a time),

improving signal-to-noise ratios. The sample is excited by focusing a laser beam

at a particular excitation wavelength onto a specific area which causes the

sample to fluoresce. The beam is focussed onto the sample by a dichroic mirror

which reflects this shorter wavelength light, but allows the longer wavelength

13
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emitted light to pass through, so that only light from the sample is collected at

the detector.

Figure 1.4: Schematic of the principles of the confocal laser scanning microscope. The pinholes

reject any out of focus light originating from outside of the focal plane (represented here by the

dashed red and green lines), reducing background noise.

The use of the pinholes, combined with point-illumination, greatly increases the

resolution of the CLSM and provides another advantage in comparison to

conventional microscopy techniques. Figure 1.5 shows that by focussing the laser

beam on the sample at different focal depths, a series of images through the

14
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sample can be collected and used to generate a 3D reconstruction, known as a

z-stack.47 This enables the interior of a sample to be examined non-destructively,

which is particularly advantageous for biological samples.48

Figure 1.5: Illustration of how a series of 2D images at different focal depths can be

reconstructed to produce a 3D image

1.6.2 Fluorescein

For samples which are not naturally fluorescent, a fluorophore may be added to

allow visualisation with CLSM. One of the most commonly used fluorophores is

fluorescein, the structure of which is shown in Figure 1.6. Highlighted in this

figure are the three sites which may be protonated (or not) depending on the pH

of the solution. Fluorescein absorbs radiation at 496 nm and emits at 518 nm

(giving a Stokes shift of 22 nm),48 provided sites 2 (pKa 4.4) and 3 (pKa 2.1)

remain deprotonated. At high pH, the molecule is negatively charged and highly

fluorescent since the pKa of site 1 is 6.5. As the pH decreases, sites 2 and 3 start

to become protonated, increasing the proportion of neutral and positively charged

molecules, giving a gradual decrease in fluorescence. This relationship between

fluorescence and pH means that with the addition of even low concentrations

of fluorescein, the local changes in pH of a system can be mapped49 as will be

15
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discussed in Chapters 6 and 7.

Figure 1.6: The chemical structure of fluorescein with the three available protonation sites

labelled.

1.7 Biomembranes

Every cell is surrounded by a cell membrane, which separates the intra- and

extracellular components, and acts as a selectively permeable barrier, which

maintains homeostasis within the cell.50 Certain species must be able to cross the

membrane, for example, to replace molecules being consumed, or to leave the cell

as waste products. The principal component of the cell membrane, which

prevents molecules from passing freely in or out of the cell, is the phospholipid

bilayer. The bilayer is made up of individual amphipathic phospholipid

molecules, which spontaneously assemble into this organised structure in an

aqueous environment. The structure of the individual phospholipid molecules

and assembled bilayer structure are shown in Figure 1.7.

The interaction between the hydrophobic tails of the phospholipids in the interior

of the bilayer gives rise to this permeability barrier, particularly to ionic species.

16
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Figure 1.7: (a) Structure of a typical phospholipid molecule with the hydrophilic head and

hydrophobic tail regions highlighted. When placed in aqueous solution, the phospholipid

molecules spontaneously assemble into the bilayer structure illustrated in (b).

The chemical structure of the phospholipids can affect the structural properties

of the bilayer. For example, if the tail groups are unsaturated, kinks will be

present, which will prevent close packing of the phospholipids and will therefore

17
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cause the bilayer to be less rigid. If cholesterol is present within the bilayer, this

small molecule can occupy the irregular spaces between phospholipid molecules

increasing the rigidity of the membrane. In a typical cell membrane, there are

a number of types of different phospholipids and cholesterol present, however,

these molecules are not evenly distributed, and “lipid rafts” exist, which contain

a higher proportion of some lipids and cholesterol than the rest of the bilayer.51

The fluid mosaic model, proposed by Singer and Nicholson,52 describes how the

bilayer can be considered as two-dimensional fluid, where the lipid molecules, along

with the other components of the cell membrane, can diffuse laterally within the

bilayer.

Whilst some small, uncharged molecules are able to diffuse through the bilayer,

most molecules can only pass through with the aid of proteins, which are

embedded within the bilayer. In some cases, a concentration gradient may exist

between the interior and exterior of the cell, but due to the size or charge of the

molecule, it still cannot diffuse through the bilayer. In this case, a protein

channel is required, which provides an alternative pathway through which the

molecule can cross the membrane. Sometimes, however it is necessary to move

molecules against a concentration gradient, for example, K+ and Na+ ions are

pumped across the membranes of neurons to create an imbalance of ions, which

allows nerve impulses to propagate. These protein pumps require energy to move

molecules across the cell membrane. Membrane proteins, however, are not only

involved in the transport of molecules; they have a variety of other functions

including signalling, cell-to-cell adhesion and surface recognition, and make up

around 50% of the volume of the cell membrane.51

18



CHAPTER 1

1.7.1 Model Cell Membranes

The transport of molecules across the cell membrane is a fundamental and

essential cellular process, and furthering our understanding has many important

applications. However, due to the complexity of the cell membrane, isolating the

effect of a particular component and how a specific molecule interacts with it is

extremely difficult. For this reason, model cell membranes are often used,

whereby just the lipid bilayer is present, and is made up of a well-defined

composition of lipids.53 Particular protein channels may be incorporated if

desired to investigate ion transport,54,55 but simple lipid bilayers can be used in

isolation to study the passive diffusion of small molecules directly across the

membrane.56–58

Typically two types of model cell membrane are often used: planar lipid bilayers,

which are two-dimensional bilayer structures,59,60 or liposomes,61,62 which are

spherical bilayer structures encapsulating a small volume of aqueous solution in

their interior. Each structure has its advantages and disadvantages, but both

have been widely used for a number of applications, including permeability

measurements,63,64 investigation of membrane protein properties65,66 and the

structural and mechanical properties of the bilayer,67 and binding studies.68 In

Chapter 6 a novel method of planar lipid bilayer formation is presented, which

overcomes some of the limitations of currents techniques, and these bilayers are

used to investigate rates of passive permeation of small molecules. Planar lipid

bilayers prepared from liposomes have also been used in Chapter 7 to investigate

the lateral diffusion of protons at the membrane surface.
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1.8 Carbon Electrodes

Carbon electrodes have been widely used in electrochemistry for many years,69–72

due to their favourable properties compared to conventional noble metal electrodes.

For example, they are typically inexpensive, have a wide potential window, and

electrocatalyse many redox reactions.73 However, for the work presented herein,

their main advantage is their biocompatibility. Since the 1990s there has been

considerable development of new carbon electrode materials including boron doped

diamond, carbon nanotubes and graphene, which offer further benefits including

resistance to fouling and improved limits of detection, as well as new applications

in electronics and electrocatalysis.74

1.8.1 Graphitic Carbon Electrodes

Some of the most widely used carbon electrodes are those with an sp2 hybridised

carbon morphology, the simplest being a two-dimensional graphene sheet.75

Whilst monolayer graphene has only recently come to prominence, graphitic

materials have been widely used in electrochemistry for many years.69,70,76,77

Highly oriented pyrolytic graphite (HOPG) is the most ordered of these

materials, with in-plane crystallite sizes of over 1 µm2 corresponding to around

107 carbon atoms.77 This ordered plane with the carbon atoms arranged in a

hexagonal lattice is commonly referred to as the “basal plane”, whereas the

irregularly structured surface perpendicular to the basal plane is known as the

“edge plane”. The basal plane had typically been viewed as being relatively

inactive compared to the edge plane,78–80 but recent work demonstrated that the
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basal plane is in fact, much more active.81–84 It can, however, be influenced by

the mode of preparation or reaction conditions, which can affect the

reproducibility of surface activity measurements.85

Carbon fibre electrodes are widely used in electrochemistry, particularly for

applications where small electrodes are required such as in vivo

measurements.86,87 They are typically synthesised from precursor polymers, and

are aligned such that the graphitic plane is oriented along the length of the

fibre.74 Because of their small size (typically 5-50 µm), carbon fibre electrodes,

have been the most commonly used for the in vivo detection of neurotransmitters

within the brain,88–90 however, they are limited by their sensitivity and

susceptibility to fouling.91

Another important graphitic carbon electrode material is glassy carbon (GC),

which is produced via the heat treatment of polyacrylonitrile or other polymers.

Typically the polymer is heated to 1000-3000 ◦C, so that only carbon atoms

remain.92 Small graphitic planes are formed with lengths of only a few nm, since

the C-C bonds do not break and therefore the formation of a full graphite

structure is not possible. The structure is typically depicted as intertwined

ribbons of graphitic carbon,93 although full structural characterization is difficult

due to its disordered nature.94

1.8.2 Boron Doped Diamond

Whilst the sp3 hybridized bonding of carbon atoms produces one of the hardest

naturally occurring materials, the low electrical conductivity of diamond means
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it is not a particularly interesting electrode material. However, doping the

carbon lattice with boron increases the conductivity, since boron is

electron-deficient compared to carbon, producing a p-type semiconductor.95 At

boron concentrations of around 1020 atoms cm−3, the diamond undergoes a

transition from semiconducting to semimetallic, and as such, becomes useful for

electrochemical applications.96,97 Boron doped diamond (BDD) is produced by

chemical vapour deposition from methane and a boron containing source such as

B2H6.
98 This method produces polycrystalline BDD (pBDD) with grain sizes on

the order of a few µm, although larger grains are possible (Figure 1.8). In

Chapter 5, the impact of this structural heterogeneity is investigated in terms of

the electrochemical activity, to assess the effect of the local dopant density on

electron transfer kinetics.

BDD has many advantageous properties compared to other electrode materials,

including a wide potential window,99 low background currents,100 and stability in

extreme environments.97,101 However, for bioelectrochemistry, the principal

advantage of BDD is its resistance to fouling due to its inert surface chemistry.102

This is particularly beneficial, for example, in the detection of

neurotransmitters,103–106 which are often present in low concentrations and can

quickly foul the electrode surface, making detection even more difficult. The

advantageous properties of pBDD for the detection of neurotransmitters are

investigated in Chapter 3 in comparison to other carbon electrodes, to assess the

detection limit of each material and the extent to which fouling occurs.

The surface of BDD electrodes can be modified in a number of ways to improve

their properties for different applications. For example, the surface of CVD grown
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Figure 1.8: FE-SEM image of polycrystalline BDD.107 The contrast between areas is a result

of different boron concentrations in different grains, with lower doped grains lighter in colour.96

BDD is usually hydrogen-terminated, making the surface hydrophobic, however,

with anodic oxidation in an aqueous environment, the surface becomes oxygen-

terminated, and becomes sensitive to the pH of the solution.99 Other functional

groups can be incorporated by electrochemical methods, which can infer selectively

for particular molecules such as DNA or enzymes.108

BDD is also used as a support for metallic nanoparticles with the aim of exploiting

the much higher catalytic activity of nanoparticles compared to a bulk electrode.109

For this application, the supporting electrode must not be electrochemically active

at the potentials where the reaction of interest is taking place, and since diamond

has an extremely wide potential window and low background currents, it is ideal

for this purpose.99 One common use of these modified BDD electrodes is with gold

nanoparticles for the amperometric detection of oxygen, which is considerably more

sensitive to dissolved oxygen than a bulk gold electrode.109 Platinum-modified

BDD electrodes have also received a significant amount of interest due to their

potential applications in fuel cells.110
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1.8.3 Carbon Nanotubes

One further, important class of sp2 hybridized carbon electrode materials are

carbon nanotubes (CNTs), which can be categorized as single walled carbon

nanotubes (SWNTs), the structure of which can be thought of as a “rolled up”

graphene sheet, or multi walled carbon nanotubes (MWNTs) which consist of

several concentric tubes oriented along the same axis.111 One of the most

common methods of CNT production is arc discharge, where a high potential is

applied between two carbon electrodes, vaporizing the surface of one of the

electrodes. This material is deposited at the other electrode and contains CNTs

amongst other forms of sp2 carbon.112 The main disadvantage with this method,

however, is the need for purification of the CNTs to remove other types of carbon

including fullerenes, which are also produced.113 CNTs can also be produced via

catalysed chemical vapour deposition (cCVD), where catalyst nanoparticles such

as Fe or Ni are deposited onto a substrate, which is then heated to very high

temperatures whilst a carbon feedstock is introduced.114

By controlling the density and arrangement of the nanoparticles, different CNT

geometries can be produced, from aligned tubes,115 to random networks,116 to

three-dimensional forests (Figure 1.9).117 With this method, the CNTs can be

grown on an insulating substrate, to elucidate their electrochemical properties

independent of that of the supporting material.118

Individual SWNTs can exhibit either metallic or semiconducting behaviour,

depending on the orientation of the hexagonal lattice along the length of the

tube,114 however due to the difficulty in isolating single nanotubes, very few
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experiments have been carried out to investigate their electrochemical

behaviour.119,120

Figure 1.9: Different morphologies of cCVD-grown SWNTs: (a) aligned SWNTs, (b) 2D

networks, (c) 3D forests.

CNTs have found a wide range of applications in electrochemistry, from the

earliest studies by Britto et al., where unpurified arc-produced CNTs were used

to investigate dopamine oxidation.121 The authors reported the superior

electrochemical behaviour of the CNT electrode compared to other carbon

electrodes, with ideal reversible oxidation of dopamine observed. Other studies

have used the same type of CNTs to investigate the voltammetric response of a

number of electroactive species including Ru(NH3)
3+/2+
6 ,122 ferrocyanide123 and

oxygen.124 However, the relatively poor characterisation of the CNTs and the

likely presence of impurities, means that direct comparisons between CNTs and

other carbon electrodes cannot be made.

Other studies have focussed on using purified CNTs to modify other electrode

surfaces. Liu et al. first demonstrated the possibility of modifying Pt or Au

electrodes with purified SWNTs.125 This technique was subsequently applied to

produce modified glassy carbon electrodes, which exhibited an improved
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voltammetric response to dopamine, epinephrine and ascorbic acid compared to

that of a bare GC electrode.126 Following these initial studies, there has been

considerable interest in the use of CNT-modified electrodes to detect a variety of

redox species in solution. The supporting electrode material is typically GC or

basal plane graphite, onto which purified CNTs are randomly dispersed using a

number of methods including drop casting,127 abrasive attachment128 or the

application of CNT composites.129 These modified electrodes have shown

significant improvements in the detection of a number of biological species

including NADH,127 norepinephrine130 and cytochrome c131 at low overpotentials

and with increased sensitivity. The simultaneous detection of dopamine and

ascorbic acid has also been reported,132 demonstrating the potential applications

for these electrodes as sensors in vivo. However, once again, the CNTs used to

modify the electrodes were subject to very little characterisation. Moreover,

there would certainly be effects of purification and additional chemicals used to

apply the CNTs to the supporting electrodes, making difficult to determine

exactly how the CNTs influence the electrode behaviour. In Chapter 3, the

electrochemical detection of serotonin is reported at pristine CNTs grown on

insulating substrates, therefore eliminating any contribution to the

electrochemical activity from the supporting material. The intrinsic

electrochemical response of the CNTs is compared to other carbon electrodes,

including pBDD, demonstrating the high sensitivity of the CNTs at low

concentrations.

Over the last decade, much work has been done to examine the inherent activity of

CNTs, to determine the reasons behind their apparently superior electrochemical

properties. Most studies have used commercially available CNTs produced by arc-
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discharge or similar methods, which require purification prior to use. Studies have

shown that even after extensive purification, many metallic nanoparticles remain

in or around the nanotubes, and it has been proposed that it is these metallic

impurities which are responsible for the CNTs electroactivity towards a number

of redox species.133–135

Alongside the issue of metallic nanoparticle activity, there is a further debate as

to the intrinsic CNT electroactivity in terms of its structure. There is a

consensus amongst many working in the field, that the sidewalls of the CNTs are

relatively inactive and that defects (such as open ends) are responsible for

electron transfer.136,137 CNTs have often been compared to HOPG, with the

sidewalls likened to the basal plane (which is assumed to be inactive), and the

nanotube ends and other defects likened to the edge plane (which is assumed to

be responsible for electron transfer).138,139 Under this assumption, studies have

compared different arrangements and morphologies of CNTs, and, largely by CV

measurement, have concluded that electrodes with more edge plane-like sites

exhibit faster electron transfer rates.138,140,141 However, the unknown quality of

the CNTs and sometimes poor characterization means that it is difficult to draw

conclusions from these macroscale measurements. In addition, since the CNTs

are attached to another electrode, the response of the nanotubes cannot be

isolated from that of the supporting electrode. To counteract this, more work is

being done on SWNTs which are grown directly onto insulating substrates, such

as Si/SiO2, via cCVD. Not only does cCVD produce SWNTs with fewer

nanoparticles and less amorphous carbon,114 the configuration means that many

high resolution techniques such as AFM, electron microscopy (EM), scanning

tunnelling microscopy (STM) and Raman spectroscopy can be employed to
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characterize the nanotubes extremely thoroughly.116 These isolated SWNTs show

excellent electrochemical properties despite a low concentration of defects

(typically one per every 100 nm - 4 µm142) for a range of different

mediators.118,143,144 Using this method of growth, a number of studies have

attempted to examine the activity of the sidewall compared to nanotube ends, by

either isolating a portion of an individual nanotube,119 or probing the sidewalls

and ends of a three-dimensional forest separately.145,146 Each of these studies has

shown the sidewalls to be active and the most recent work from this group has

shown the responses from sidewalls and ends is extremely consistent.146 Chapter

4 builds on this work, examining the electrochemical response of defined regions

of individual SWNTs to a range of redox mediators, allowing conclusions to be

drawn about the activity of the sidewalls in isolation.

1.8.4 Graphene

For completeness, graphene should also be mentioned, as this is closely related to

the graphitic materials discussed above. Since the first reports of the preparation of

individual graphene sheets in 2004,147 there has been a surge of interest in the use

of this material in a number of areas including electronics,148 energy storage149 and

conversion,150 and sensors,151 due to its superior properties including high surface

area, high thermal and electrical conductivity, chemical inertness, and mechanical

strength.152

The first reports of the production of single layer graphene employed the technique

of micromechanical exfoliation of HOPG.147 This involves peeling away layers of

the HOPG surface with scotch tape, which can then be transferred to an alternative
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substrate. This simple procedure produces single or few-layer graphene with very

few defects and as such, has proved an extremely popular technique for graphene

research.153,154 The limitation of this technique is the difficulty in producing large

quantities of graphene, and so alternative methods must be used if graphene is to

be used for commercial applications. One potential method of large-scale graphene

production is the thermal decomposition of SiC,155 or SiC-coated surfaces, which

can produce sheets of monolayer graphene with areas on the order of tens of

µm.156 However, the reproducibility of the graphene sheets must be improved,

and the effects of the interface between the graphene and substrate must be better

understood before this technique can be used industrially. Graphene has also

been produced from natural graphite by intercalating small organic solvent157 or

acid molecules158 between the layers, which allows the subsequent separation of

the sheets, typically by rapid heating159 or sonication.160 Although this method

can produce high quality graphene, often only monolayer fragments are obtained,

limiting its applications. One way to overcome this problem is with the use of

graphite oxide (GO), which can be exfoliated much more easily than graphite.161

However, the graphite oxide contains many functional groups such as hydroxyls

and epoxides that make this material an insulator, and although these groups

can be removed by reduction, the resulting material contains many defects, which

affect its electronic properties.151,158

One recent, novel method of producing graphene is via “unzipping” MWNTs.

This can be achieved by the intercalation of molecules within the CNTs,

rupturing the nanotube walls,162 chemical unzipping, whereby the CNT is “cut”

along its length by an oxidising agent,163 or physical methods, such as plasma

etching.164 These techniques produce extremely narrow graphene sheets
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(typically tens of nm in width), termed graphene nanoribbons (GNRs), which

have great potential applications in field effect transistors (FET).165 Since

graphene is a zero-gap semiconductor, it would not normally be a suitable

material for FET, where non-zero band gap semiconductors are required.

However, due to the electronic band structure of graphene, where the conduction

and valence bands meet at only a finite number of points, quasi-one dimensional

GNRs can exhibit non-zero band gaps if they are sufficiently narrow that their

electronic structure does not include any points of intersection.166

One final promising method for the production of large-scale graphene sheets is

CVD of hydrocarbons onto metal substrates such as Ni167,168 or Cu.169 Graphene

sheets on the order of cm2 have been reported with few defects, which can be

transferred to an insulating substrate for a variety of applications.170 In addition,

the growth conditions can easily be modified to optimize the size, quality and

number of layers of graphene produced.171 Aside from the use of GNR in FET

mentioned earlier, graphene has a range of potential applications. Due to the

extremely high theoretical surface area of graphene, it is a particularly attractive

material for energy storage.172 Graphene has been used instead of graphite as an

anode material in Li-ion batteries,173 and in ultracapacitors174 to improve

performance. Graphene sensors for small molecules such as NO2, NH3, H2O and

CO have proved to be extremely sensitive even down to single-molecule level.175

Graphene is an ideal sensor material since its whole area is available for the

adsorption of these molecules, and its high conductivity means that even a small

number of conformational changes due to adsorption affect its resistance.175 In

addition to being an excellent electrode material, graphene is also highly

transparent, which makes it a promising candidate for use in liquid crystal
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displays, touch screens and solar cells.171 Furthermore, unlike indium tin oxide

(ITO), which is currently widely used, graphene is flexible and has a much higher

mechanical strength.165 Finally, as an electrochemical sensor, graphene has the

same advantages as carbon nanotubes, but unlike many CNT electrodes, there is

no issue with metallic impurities.172 As a biosensor, graphene electrodes are able

to detect dopamine and serotonin in the presence of ascorbic acid,176 and have

been fabricated into novel glucose detectors.177

1.9 Modelling

In order to analyse and interpret the results from an electrochemical experiment,

a model is often required, to give information on transport processes or reaction

kinetics. Whilst sometimes the design of the experimental setup is such that an

analytical solution can easily be derived, more often, the geometry may be too

complex or there may be multiple processes occurring, which necessitates the use

of a numerical simulation to solve the problem. The two principal methods that

are commonly used for these types of problem are the finite difference method

(FDM) and finite element method (FEM). The FDM generates a solution by

discretizing the problem into a series of grid points, with the approximate

solution at one point used to generate a solution at the next. Whilst this method

is not particularly computationally expensive, the main limitation is the need to

represent the geometry of the system as a series of horizontal and vertical lines,

which limits the accuracy when dealing with complex geometries such as curved

surfaces. One particular version of the FDM, the alternating direction implicit

(ADI) method, is commonly used to solve the diffusion equation in two or more
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dimensions, and hence is a widely used method in UME and SECM

studies.14,178–181

For systems with more complex experimental geometries, the FDM is not a

practical option and an alternative method must be found. One option is the

finite element method, which uses triangular elements to more accurately map

the system geometry. The mathematics of FEM is considerable more complex

than FDM, and instead of approximating the differential equations at each point,

approximates the solution itself. The triangular mesh can be adapted to give

greater resolution in areas where a particular property changes rapidly, for

example, the concentration of the electroactive species close to the electrode. By

refining the mesh in this region but not elsewhere, the accuracy of the solution is

improved, without greatly increasing the computational time. With the wider

availability of powerful computational packages, FEM simulations are now much

more commonly used for the qualitative analysis of many electrochemical

systems.182–185

COMSOL Multiphysics is one such FEM package, which is now widely used for

the quantitative analysis of a variety of electrochemical techniques. With this

package, complex three-dimensional geometries can be handled, and system

equilibria and reactions can be incorporated to accurately model experimental

systems. Since the early work of Kwak and Bard186 who used the finite element

method to model SECM approach curves to conducting and insulating

substrates, models have become increasingly more complex with the aid of

software packages such as COMSOL. For example, Lefrou used a series of

simulations performed in COMSOL, to derive an analytical expression for SECM
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steady-state positive feedback currents at a series of different tip-substrate

separations and UME geometries.187 Whilst these studies have used the FEM to

derive expressions for observed electrochemical currents, more recent work has

used simulations to extract information about the electrochemical system which

cannot be measured directly. Reaction mechanisms have been proposed based on

the results of COMSOL simulations of SECM and linear voltammetry

experiments,188 and determination of reaction kinetics has been the focus of

many studies.189,190

Other electrochemical imaging methods have also had their potential

applications broadened by the use of COMSOL. The effect of tip geometry on

SICM currents measured in different scanning regimes has been investigated,

allowing optimisation of the SICM probe for enhanced resolution,191 and in more

recent work, SICM coupled with FEM simulations has been used to determine

the stiffness of living cells with sub-micrometre resolution, to provide information

on the mechanism of cell migration.192 Recent, novel electrochemical imaging

techniques have used COMSOL simulations extensively to maximise the

information that can be extracted. Intermittent contact SECM has been used to

quantify the flow of material through porous membranes,193 and scanning

electrochemical cell microscopy has been used to determine heterogeneous

electron transfer (HET) rates at a variety of different electrode

materials.194,195

In this work, FEM simulations have been used to provide an insight into the

reaction kinetics of different systems, and have allowed for the quantitative analysis

of system properties that would otherwise only be qualitative. In Chapters 4 and
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5, FEM simulations are used to determine the HET kinetics at different electrode

materials by analysing the measured electrochemical currents. In Chapters 6 and

7, fluorescence data is interpreted via COMSOL to determine the transport rates

of molecules at biological interfaces.

1.10 Aims of this Thesis

The aim of this thesis is to explore a number of biophysicochemical processes

using electrochemistry and related techniques. A number of novel

electrochemical probes are investigated for biological applications, and by

coupling the results of these experiments with FEM simulations, quantitative

kinetic data can be extracted for systems that have previously been difficult to

study. Two broad classes of processes are investigated. Firstly, electrochemical

processes at novel forms of carbon electrodes, with a view to elucidating key

properties, ultimately for the study of biomolecules such as neurotransmitters

(Chapters 3-5). Secondly, membrane processes, specifically proton translocation

(by weak acids) across membranes, and lateral proton transport along

biomembranes (Chapters 6 and 7).

In Chapter 3, the electrochemistry of two novel carbon electrode materials,

namely SWNTs and pBDD, is compared to that of commonly used glassy

carbon, to determine their suitability for the detection of neurotransmitters at

low concentration. The detection limit of each electrode material is assessed,

along with the resistance to fouling from oxidation products. These two

properties are extremely important in the design of electrodes for in vivo sensing,
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where concentrations of neurotransmitters are low, and fouling must be

minimised to ensure consistent results. Chapter 4 continues to explore the

electrochemical response of individual SWNTs to serotonin, as well as simpler

redox mediators, with scanning electrochemical cell microscopy. Using this novel

electrochemical imaging technique, the question of whether or not SWNT

sidewalls are electrochemically active can be addressed, since the activity of a

specific region of an SWNT can be probed, independent of the rest of the

nanotube. Coupling these results with FEM simulations, allows the rates of

heterogeneous electron transfer at the SWNTs to be extracted for different redox

mediators. The high mass transport rates in the SECCM setup allow extremely

fast HET rates to be measured, which would not be possible with conventional

electrochemical techniques.

Intermittent contact scanning electrochemical microscopy (IC-SECM) is another

novel, high resolution electrochemical imaging technique, which allows the

kinetics of different substrates to be probed. In Chapter 5, IC-SECM is used to

investigate the electrochemical response of different regions of pBDD, correlating

physical heterogeneities with different electrochemical currents. With the aid of

FEM simulations, HET rate constants can be extracted for individual regions,

allowing conclusions to be drawn about the origin of these variations.

Switching to biomembranes, Chapter 6 makes use of the high mass transport

properties of the probes used in SECCM, to investigate the permeation of weak

acid molecules across lipid bilayers. The transport of these species across bilayers

formed at the end of theta capillaries, can be observed with the confocal

microscope, and permeation rates can be quantified using FEM simulations. The
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permeation rates of a series of weak acid molecules are investigated, in order to

determine the effect of different properties of the permeant on its rate of

transport, with implications for pharmaceutical molecules, whose efficacy

depends on their ability to permeate across the cell membrane. The lateral

movement of molecules, in particular protons, along cell and organelle

membranes is also of considerable interest, as this is a key process in energy

production within the cell. In Chapter 7, the lateral diffusion of protons along

lipid bilayers is investigated using CLSM, along with the interaction with other

biological substrates. A FEM model is designed to quantify the interaction of

protons with each of these surfaces, and to extract lateral diffusion coefficients

for the transport of protons along the membrane.

From this work, a number of conclusions can be drawn about key

biophysicochemical processes, and the electrode materials and techniques used to

study them. The impact of these findings and potential areas for future study

are summarised in Chapter 8.
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Espinosa-González, C. G.; Tristan-Lopez, F.; Ramı́rez-González, D.;
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Chapter 2

Experimental Methods

This chapter describes the materials and methods used throughout this thesis.

Details are given about the different electrode materials used, including methods

of preparation and characterisation. The instrumentation used for different

microscopic techniques is discussed, including a detailed description of the

scanning electrochemical cell microscope, which has only recently been developed.

Finally, the process of designing and implementing a finite element simulation is

presented, and methods for data analysis are discussed.

2.1 Chemicals

All solutions were prepared with 18.2 MΩ Milli-Q reagent water (Millipore Corp.).

Details of all chemicals used in this thesis are given in Table 2.1. Solution pH values

were measured with a pH meter (UltraBASIC pH meter, Denver Instruments) and

all experiments were performed at room temperature (∼22 ◦C)
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Table 2.1: List of chemicals used in this thesis.

Chemical Purity Supplier

Ferritin (horse spleen)
50 - 150 mg/ml

Sigma-Aldrich
in 150 mM NaCl

Ethanol > 99.99% Fisher Scientific Ltd.

Sodium chloride (NaCl) > 99.9% Fisher Scientific Ltd.

Potassium nitrate (KNO3) > 99.99% Fisher Scientific Ltd.

Potassium chloride (KCl) > 99.99% Sigma-Aldrich

Phosphate buffer solution, pH 7.2 Fluka

Serotonin hydrochloride > 98% Sigma-Aldrich

Ruthenium (III) hexaamine (Ru(NH3)
3+
6 > 99% Strem Chemicals Ltd.

Ferrocenylmethyltrimethylammonium
Prepared in-house

(FcTMA+)

Sodium acetate > 99% Sigma-Aldrich

Sodium propionate > 99% Sigma-Aldrich

Sodium butyrate > 98.5% Sigma-Aldrich

Sodium hexanoate > 99% Sigma-Aldrich

HEPES > 99% Fluka

Fluorescein sodium salt Sigma-Aldrich

Dichlorodimethylsilane > 99% Fluka

Silver nitrate (AgNO3) BDH

Mercury (I) nitrate dihydrate
> 97% Sigma-Aldrich

(Hg2(NO3)2.2H2O)

Nitric acid (HNO3)
Laboratory

Fisher Scientific Ltd.
reagent grade

Poly-L-lysine > 99% Sigma-Aldrich

Poly-L-glutamic acid > 99% Sigma-Aldrich

1,2-dipalmitoyl-sn-glycero-3-
> 99% Avanti Polar Lipids

phosphocholine (DPPC)

Soy phosphatidylcholine (PC) > 95% Avanti Polar Lipids

Egg phosphatidylcholine (PC) > 99% Avanti Polar Lipids

1,2-dioctadecanoyl-sn-glycero-
> 99% Avanti Polar Lipids

3-phospho-(1’-rac-glycerol) (DSPG)

Chloroform > 99.8% Sigma-Aldrich
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2.2 Electrode Materials

2.2.1 CNT Growth

All CNTs were grown via catalytic chemical vapour deposition (cCVD) on

insulating substrates to which catalytic, metal nanoparticles had been applied.

Growth took place in a CVD reactor, through which a mixture of gases flowed

during the growth process. Ethanol was used as the carbon feedstock, which was

submersed in an ice bath to maintain its temperature at 0 ◦C. Argon was

bubbled through the ethanol before flowing into the tube furnace, to transport

the carbon source to the substrate. For the different morphologies of SWNTs

grown, different substrates, catalysts and growth conditions were used, which are

detailed in the following sections.

2D CNT Networks

Quartz wafers (Hoffman Materials Inc., 500 mm thick with double side polish)

were cut into 1.5 × 1.5 cm squares and Co catalyst was deposited by sputtering

(Quorum Technologies SC7640 sputter coater) from a target consisting of Co foil

attached to an aluminium target holder using conductive carbon cement. The

quartz samples were sputtered for 20 s with 10 mA plasma current and 1 kV

voltage. The substrates were heated in a CVD oven, shown in Figure 2.1,

consisting of a 1 inch diameter quartz tube (Enterprise Q ltd.) in a tube furnace

(Lindberg/Blue M, Thermo-Fisher Scientific, US), to 850 ◦C from room

temperature in 20 min under a flow of 150 standard cubic centimetres per minute
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(sccm) H2. The temperature was allowed to stabilise at 850 ◦C for 5 min before

growth was initiated. The carbon feedstock (ethanol) was then introduced via a

flow of Ar (850 sccm), which was maintained for 10 min. After the growth phase,

the argon flow was terminated and the substrates were allowed to cool under the

flow of hydrogen. Previous work has shown that growth using this method

produces little amorphous carbon.1,2 To provide a macroscopic electrical contact

to the CNTs, an Au band (70 nm, with a 2 nm Cr adhesive layer) was thermally

evaporated (Moorfield Minibox evaporator) onto the CNT samples. For

electrochemical measurements, a sharp tip probe (xyz 300TR Quarter Research)

was employed to make electrical connection to the gold band.

Figure 2.1: CVD system for the growth of 2D CNT networks.
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Flow Aligned SWNTs

SWNTs were grown on silicon/silicon oxide substrates (IDB Technologies Ltd.,

n-type Si, 525 µm thick with 300 nm thermally grown SiO2) cut into 1 cm ×

1 cm squares. Each substrate was partially immersed in an aqueous solution of

horse spleen ferritin, diluted from the original concentration in a ratio of 1:200,

to give a band of Fe catalyst nanoparticles along one side of the substrate. The

substrates were ashed in an oxygen plasma for 2 minutes (K1050X plasma system,

Emitech, UK; O2 pressure 6 × 10−1 mbar) to break down the protein shell of the

ferritin molecules, exposing the catalytic iron nanoparticles stored within.3 The

samples were then placed in the cold wall CVD reactor with the area of catalyst

nanoparticles in line with the direction of flow (Figure 2.2). The samples were

heated to 950 ◦C under a flow of 150 sccm H2 and 250 sccm Ar in 5 minutes.

Ethanol was then introduced to the system via a flow of 250 sccm Ar with 150

sccm H2, which was maintained for 5 minutes. After this period, the flow of ethanol

and H2 was terminated and the system was left to cool under a flow of 1000 sccm

Ar. A macroscopic electrical contact to the SWNT network was provided by an

evaporated Pd band (60-90 nm, with a 2 nm Cr adhesive layer).

2.2.2 Polycrystalline Boron Doped Diamond

For all the work in this thesis, high quality pBDD with a ∼nm smooth surface

(Element Six Ltd., Ascot, UK) was used. For the cyclic voltammetry

measurements in Chapter 3, the pBDD was laser cut into 1 mm column and acid

cleaned, resulting in an oxygen terminated surface. An electrical contact was
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Figure 2.2: CVD system for the growth of flow aligned SWNTs. (b) Interior of the CVD

reactor showing the alignment of the substrate.

made and the pBDD was sealed into a glass capillary, producing a disk

electrode.4 In Chapter 5, a 2 mm column of pBDD with an average dopant

concentration of ∼ 5× 1020 atoms cm−3 was laser cut, and electrically connected

and isolated using procedures described previously.5

2.2.3 Pt Ultramicroelectrode Characterisation

For intermittent contact SECM (IC-SECM) measurements (Chapter 5), 2 µm Pt

UMEs were fabricated in house from Wollaston wire as described elsewhere,6 and

the size of the electrode determined from equation 2.1 by recording the limiting

current (ilim) for the reduction of Ru(NH3)
3+
6 or oxidation of FcTMA+ in solution

using diffusion coefficients, D, of 8.8 × 10−6 cm2 s−1 and 6.0 × 10−6 cm2 s−1
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respectively.

ilim = (4x)naFDc (2.1)

Here x is a function of the RG (ratio of glass to Pt radius) of the UME (x = 1.02

when RG = 10),7 n is the number of electrons involved in the redox reaction (1

for both cases), a is the radius of the electrode and c is the concentration of the

redox species.

2.3 Electrochemical Measurements

Electrochemical measurements were performed using a potentiostat (CH760A,

CH Instruments) in a three electrode setup, unless otherwise stated. For the

cyclic voltammetry measurements in Chapter 3, the GC and pBDD working

electrodes were polished with alumina paste (0.05 µm) and washed with Milli-Q

water between measurements to avoid contamination. The CNTN electrode was

washed with Milli-Q water and dried in a nitrogen stream after each

measurement.

In Chapters 4 and 6, purpose-built, high sensitivity current to voltage converters

were used for current measurements, with data acquisition performed using an

FPGA card (7852R, National Instruments) with a LabVIEW 9.0 interface.
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2.4 Characterisation Techniques

2.4.1 Atomic Force Microscopy

CNT characterisation was performed by atomic force microscopy (AFM) using a

Veeco Enviroscope with Nanoscope IV controller in tapping mode. Measurements

were performed in air using Si tips (RFESP-type, Veeco Probes). CNT heights

were determined from image analysis using Gwyddion V2.0, a scanning probe

microscopy data analysis software.

2.4.2 Raman Spectroscopy

Further characterisation of the CNTs and pBDD samples was carried out using

Micro-Raman spectroscopy. A Micro-Raman RenishawInVia Microscope with

incorporated Leica microscope was employed using an Ar+ laser at excitation

wavelength 514.5 nm. For quantitative analysis of the pBDD spectra, the area

beneath the peak centred at ∼1332 cm−1 was integrated and plotted as a

function of the position of the laser. Spectra were recorded at intervals of 1.2 µm

over the wavenumber range 900-1800 cm−1.

2.4.3 Pressure/Area Isotherms

Pressure/area isotherms were recorded using a Langmuir trough (Nima

Technology, Model 611D), with surface pressures measured using a Wilhemy

balance. Before any monolayer compression measurements were made, the
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Langmuir trough was thoroughly cleaned with chloroform, and a pressure/area

isotherm was run on Milli-Q water to check for the presence of any surface

contamination. After cleaning, 50 µl of 0.5 mg/ml DPPC in chloroform was

deposited onto the 0.1 M KCl subphase, and the solvent allowed to evaporate

before compression was initiated.

2.5 Microscopy Techniques

2.5.1 Scanning Electrochemical Cell Microscopy

(SECCM)

Tip Fabrication

SECCM tips were pulled from borosilicate theta capillaries (TG 150-10, Harvard

Part No. 30-0114) using a Sutter P-2000 laser puller to give pipets with

approximately 400 nm diameter tip openings, measured accurately by field

emission-scanning electron microscopy (FE-SEM; Zeiss SUPRA 55-VP). In order

to confine the size of the meniscus to the pipet tip, each pipet was silanized by

submerging the end in dimethyldichlorosilane whilst flowing through argon at

high pressure to avoid silanization of the inside of the pipet. Each barrel was

filled with electrolyte solution containing the redox species of interest, and a

chloridized silver wire, acting as a QRCE, was inserted into each barrel. Full

details of the composition of the solutions used can be found in Chapter 4.
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Instrumentation

The home-built SECCM setup consisted of a one-axis piezoelectric positioner (P-

753.31C, Physik Instrumente), onto which the tip was mounted, and a second,

two-axis piezoelectric stage (P-622.1CD, Physik Instrumente) positioned below,

on which the sample was positioned (Figure 2.3(a)). A sinusoidal oscillation in

the z-direction was applied to the tip by means of an AC signal generated by a

lock-in amplifier (SR830, Stanford Research systems), and applied to the one-axis

piezoelectric positioner via a home-built signal adder. Home-built, high sensitivity

current to voltage converters were used to measure currents between the barrels

and at the substrate. Tip and substrate positioning and data acquisition were

performed using an FPGA card (7852R, National Instruments) with a LabVIEW

9.0 interface.

Imaging Procedure

For SECCM scans, a potential bias of 0.5 V was typically applied between the two

QRCEs inducing an ion current between the barrels. The tip was oscillated in the

z-direction at 230 Hz with a peak to peak amplitude of 50 nm. As the meniscus

was brought into contact with the sample, an AC component of the conductance

current was induced, due to the periodic deformation of the meniscus with the tip

oscillation.8 The AC component was detected through the lock-in amplifier and

used as a set point for imaging, to maintain a constant distance between the end

of the tip and the substrate.

The substrate was connected as the working electrode, and the amperometric
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Figure 2.3: (a) SECCM setup for a typical experiment. (b) Illustration of the meniscus of

the SECCM tip scanning over SWNTs. The applied potentials and measured currents are also

depicted.

current was recorded by grounding the substrate and varying the potentials of

the two QRCEs whilst maintaining a constant bias between them. The potential

experienced by the substrate is approximately the midpoint of the potential of the

two QRCEs. Figure 2.3(b) illustrates this electrical circuit, which is completed

when the tip makes contact with the substrate. In each SECCM scan, the tip

was scanned across the sample at a rate of 300 nm s−1 and data were collected at

488 Hz giving a spatial resolution between data points of around 0.6 nm. A vast

amount of information can be extracted from the electrochemical and conductance

currents in the SECCM setup which is discussed in Chapter 4.
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2.5.2 IC-SECM Measurements

High resolution electrochemical images of a pBDD substrate were recorded using

IC-SECM in Chapter 4. Positioning of the UME was controlled by a two-axis

piezoelectric positioner (PIHera P-625.2CD, Physik Instrumente) in the

x, y-direction and a one-axis piezoelectric positioner (PIHera P-621.ZCD, Physik

Instrumente) in the z-direction, through a data acquisition card (NI PCIe-6259,

National Instruments) from a PC with a LabVIEW 9.0 interface. A sinusoidal

oscillation with a frequency of 80 Hz was generated by a sine wave generator

(Digimess TG100, Digimes), which was applied to the piezoelectric positioner

controller via a home-built signal adder. The UME was approached towards the

surface until intermittent contact was detected. This was determined by

observing a damping of the oscillation of the piezoelectric positioner and was

used as a feedback parameter during the scan to maintain a constant

tip-substrate separation. In substrate generation tip collection mode, the

substrate and UME were both connected as working electrodes, biased at

appropriate potentials to generate and collect the redox species respectively.

Once tip-substrate contact had been detected, the UME was scanned across the

surface as in conventional SECM.

2.5.3 Confocal Laser Scanning Microscopy

CLSM experiments were performed using a Leica TCS SP5 X confocal system on

a Leica DMI6000 inverted microscope. An Ar laser at 488 nm was used to excite

the fluorescein in solution and the resulting emission was collected between 500
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and 540 nm. Samples were mounted on an aluminium sample holder (fabricated

in house) and the entire assembly was housed in a Faraday cage mounted on the

CLSM stage.

For visualisation of weak acid permeation (Chapter 6), the line scan frequency was

1400 Hz. To produce a 3D fluorescence profile, a series of x−y slices were collected

at 1 µm intervals in the z-direction. In Chapter 7, line scans at a distance of 10

µm from the substrate were captured with a scan speed of 8000 Hz and 16 × line

averaging, giving a data acquisition rate of one image every 2 ms, in order to track

the change in fluorescence over time.

2.6 Surface Modification with Ultrathin

Films

For the lateral proton diffusion studies in Chapter 7, glass surfaces were modified

with a number of different coatings. Poly-L-lysine (PLL) was deposited by drop

coating a solution of 1 mg/ml PLL onto glass coverslips. After 20 minutes, the

excess PLL was removed by washing with Milli-Q water and drying in an air

flow. This produced a uniformly positively charged surface. To produce negatively

charged substrates, poly-L-glutamic acid (1 mg/ml) was deposited by the same

method onto samples with an existing PLL coating.

Supported lipid bilayers were produced by incubating glass coverslips with small

unilamellar vesicle (SUV) solutions. To prepare the SUVs, egg PC and DSPG

lipid were dissolved in chloroform in the desired ratios to a final concentration of 1
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mg/ml. The solution was dried in a nitrogen stream and desiccated for 4 hours to

remove all of the chloroform solvent. The lipids were resuspended in the aqueous

solution (0.1 M KNO3 and 8 µM fluorescein) and sonicated for 2 minutes. This

solution was then frozen and thawed five times using dry ice and warm water,

before repeatedly extruding through 100 nm polycarbonate membranes using the

LiposoFast apparatus.

2.7 Simulation Details and Analysis

2.7.1 Simulation Details

All simulations were performed with COMSOL Multiphysics (v3.5a for the

simulations in Chapter 5, v4.2a for Chapter 6, and v4.3 for Chapters 4 and 7)

(COMSOL AB, Sweden). Analysis of the data was performed in Matlab 2010a

(Mathworks Inc., Cambridge). The specific details of each simulation are given in

Chapters 4-7, however, the section below details the general method of simulating

an electrochemical process. For each simulation in this thesis, the Nernst-Planck

equation is solved,9 however, for the processes being modelled, the convective

term is not included, and migration is only accounted for in Chapter 4.

2.7.2 Building the Model

When modelling any system, the geometry of the domain of interest must first be

defined. It is not necessary to simulate the entire experimental setup, as often this

would be computationally inefficient, but a large enough region must be simulated
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to prevent the edges of the simulation domain influencing the interior. A mesh is

then defined, in which a numerical approximation to the mass transport equations

is sought for each element during the simulation. To ensure the solution is accurate,

the mesh must be fine enough to allow for sharp changes in the concentration of

a particular species. The resolution of the mesh can be defined differently on

each boundary to minimise the overall number of elements required as is shown in

Figure 2.4(a).

Once the geometry and mesh have been defined, boundary conditions are

implemented around the edges of the simulation domain. Some of the most

common boundary conditions are listed in Table 2.2, along with a short

description of when they are implemented.

Finally, initial conditions are defined for the concentration of each species and

any applied potentials. Reactions, including equilibria can be defined, and the

properties of each species, such as diffusion and mobility coefficients must be

entered. The system can then be solved for the time-dependent or steady-state

case, by finding a consistent solution to the Nernst-Planck equation for each

mesh element. Figure 2.4(b) shows a normalised concentration profile produced

by solving the Nernst-Planck equation subject to boundary conditions

indicated.

2.7.3 Data Analysis

Using simulations it is possible to determine an unknown parameter in the

experimental system based on the results observed. For example, in Chapters 4
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Table 2.2: Description of some of the common boundary conditions implemented in the

modelling programmes described herein.

Boundary Type Equation Description

Axial symmetry 0 = ∇c.n

For axisymmetric models, this

condition is implemented on the

boundary around which the domain

is rotated

No Flux 0 = ∇c.n
There is no net change in concentration

across the boundary, i.e. it is inert

Concentration c = x (e.g. c∗, 0)

The concentration is set to a particular

value. Most commonly this is a bulk

value, where, in the experimental

setup there is no change in the variable

beyond this point

Flux D
∂c

∂z
= f(c)

This describes the flux of a particular

species across a boundary, for

example, the oxidised or reduced form

of a redox species as it loses or gains

an electron at the electrode surface, or

a species permeating across a bilayer

Potential V = V ∗ Applies an electric potential to the

boundary
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Figure 2.4: (a) Example geometry and mesh, and (b) normalised concentration profile for the

simulation of a UME near an inert substrate.

and 5, simulations are used to extract the standard rate constant k0 of the

electrode material based on the observed currents. To achieve this, the

simulation is run for a series of different k0 values, which are then plotted against

the simulated current to produce a working curve (Figure 2.5).10 Thus, by

inputting the experimental current, a k0 value can be obtained. If there are two
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unknowns and two pieces of experimental data to match, a working plane can be

generated, as is used in Chapter 4.

Figure 2.5: Example working curve relating k0 to tip current.
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Chapter 3

Trace Voltammetric Detection of Serotonin

at Carbon Electrodes

In this chapter, three different carbon electrodes are investigated as possible

voltammetric sensors for the detection of serotonin. The electrochemical response

of the commonly used glassy carbon (GC) electrode is compared to newer carbon

materials, namely polycrystalline boron doped diamond (pBDD) and “pristine”

carbon nanotube networks (CNTN). Cyclic voltammetry (CV) measurements on

each of these electrodes demonstrate the significantly lower background currents of

the pBDD and CNTN electrodes, leading to much lower limits of detection. The

CNTN electrode exhibits an exceptional detection limit for serotonin of 10 nM,

two orders of magnitude lower than GC. The susceptibility of the electrodes to

fouling is also investigated, indicating that the pBDD electrode is much more

resistant to fouling than the CNTN electrode, and that fouling can be significantly

reduced by careful selection of the CV potential limits for the pBDD case.

3.1 Introduction

Carbon-based electrodes are widely used in voltammetric analysis for many reasons

including low cost, ready availability, chemical stability, wide potential window

and electrocatalytic activity for certain redox reactions. These electrodes are also

biocompatible,1,2 making them more suitable, compared to metal electrodes, for
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the study of biologically relevant redox systems and in vivo analysis. Of the

carbon-based electrodes in use, glassy carbon (GC), polycrystalline boron doped

diamond (pBDD) and carbon nanotubes (CNTs) are a group of electrode materials

that present a wide range of characteristics that are interesting to compare. In

essence, GC is a widely used and well-established material in electrochemistry,

while CNT and pBDD electrodes, as newer materials, offer potential improvements

in stability and improved sensitivity and detection limits.3,4

As some neurotransmitters are voltammetrically active, electrochemistry

represents a powerful technique that can be employed in the detection of these

molecules.5–7 This chapter focuses on serotonin (5-hydroxytryptamine), a

neurotransmitter which plays a role in a great number of essential biological

processes.8 For example, it regulates mood and sleep, and serotonin receptors in

the brain are now a target for many drugs designed to treat psychiatric disorders,

such as depression.7 Serotonin also plays an important role in the gut, where it

regulates intestinal movements and appetite.6

Two of the key issues in serotonin detection are achieving better detection limits

and reduction of electrode fouling. Serotonin itself may adsorb on electrodes9

and, when oxidised,9,10 reactive species form10,11 which are also thought to

adsorb strongly, impeding subsequent electron transfer.7,9 GC and carbon fibre

electrodes have found common use in the electrochemical detection of

serotonin,6,12,13 however, they both suffer from fouling during voltammetric

analysis and a limited detection sensitivity.7

To enhance detection limits and minimise the effect of fouling, alternative carbon

based electrodes have been considered. Notably, pBDD electrodes not only
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exhibit a very wide potential window and resistance to corrosion,14–17 but also

show reduced background currents and fouling compared to GC electrodes.6 The

latter has often been attributed to the H-surface termination of as-grown pBDD

electrodes.15,18 pBDD electrodes have thus been used in the detection of

serotonin,6,14,19 and other neurotransmitters,20,21 showing a superior performance

in terms of detection sensitivity, stability and resistance to fouling, compared to

GC electrodes.15,22

With their very high aspect ratio, good conductivity and low capacitance (when

used in the pristine state),3,23 CNTs constitute a particularly interesting new

electrode material. There has been an explosion of interest in CNTs for many

different electrochemical applications, with reports of enhanced attributes and

characteristics.3 Treating a surface with CNTs has also been proposed as a

method to reduce fouling by biomolecule adsorption/decomposition.24–27 For

serotonin detection, CNT-coated carbon fibre electrodes were found to result in

higher signal/noise (S/N) ratios and reduced fouling compared to the bare

electrode.7

Voltammetric studies with CNTs have tended to use harsh chemical (acid)

treatments to purify the CNTs (which also results in chemical functionalisation)

before deposition on an electrode surface. However, more recently, catalysed

chemical vapour deposition (cCVD) has been used to produce “pristine” multiply

interconnected networks of CNTs, directly on an insulating surface, which are

clean and thus require no purification.28 This approach not only allows the direct

assessment of the electrochemical response of the CNTs, without any

contribution from a substrate electrode, but the pristine nature and low surface
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coverage of the CNTs results in low electrode capacitance, enabling

unprecedented electrochemical detection limits using simple cyclic voltammetry

(CV) analysis alone,29,30 although fast scan CV measurements using carbon fibre

electrodes have yielded similarly low detection limits.31,32

Herein, we use cCVD to produce CNT network (CNTN) electrodes and compare

the sensitivity and fouling of these electrodes to both GC and pBDD electrodes

for the detection of serotonin in aqueous buffered media. Compared to GC both

the pBDD and CNTN electrodes show significantly better detection limits for

serotonin, with the very low background currents of the CNTs enabling the

detection of serotonin concentrations two orders of magnitude lower than for GC

(limit of detection ∼ 10 nM using CV) and more than one order of magnitude

lower than pBDD. The pBDD electrodes show reduced fouling effects, compared

to the CNTN electrodes, which can almost be eradicated by employment of

appropriate CV cycling protocols. As the pBDD electrodes employed here are

oxygen-functionalised, the data suggest that H-termination is not a prerequisite

for achieving reduced fouling (surface adsorption) at pBDD electrodes.

3.2 Characterisation of CNTs

Figure 3.1(a) shows a typical 2 µm × 2 µm tapping mode AFM image of a cCVD

grown CNT sample. The sample can be seen to comprise of a network of CNTs with

each nanotube randomly oriented, making numerous contacts with neighbours.

The Raman spectrum (Figure 3.1(b)) shows both the tangential modes derived

from the in-plane Raman vibrations in graphite (G-band, 1500-1600 cm−1) and
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the disorder modes (D-band, 1300-1400 cm−1). The shape and position of the G-

band positively identifies the sample as containing single walled carbon nanotubes

(SWNTs), in accordance with previous work.27 While most of the SWNT heights

are in the range 1-5 nm, larger height features are apparent (10-20 nm), indicating

SWNTs that have bundled together or small diameter multi-walled CNTs. The

cross-section taken from the AFM (Figure 3.1(a)) also indicates that the sample

contains a few overlapping layers of CNTs. However this architecture is still very

open (it does not have a high surface area) giving small background currents due

to the low capacitance, as reported previously for similar samples.27

Figure 3.1: (a) AFM image, 2 µm × 2 µm, of a CNTN on quartz. The arrows indicate where

the line for the cross-section has been taken (shown below). (b) Micro-Raman spectrum of a

CNT sample.
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3.3 Cyclic Voltammetry Measurements

Figure 3.2 shows the three electrode setup used for cyclic voltammogram (CV)

measurements at the CNTN electrode. A droplet of solution (∼10 µL, 3 mm

diameter) was placed on the CNTN electrode close to the gold contact, and an

Ag/AgCl wire reference electrode and Pt wire counter electrode were positioned

within the droplet to complete the circuit. For the GC and pBDD disk electrodes,

a saturated calomel electrode (SCE) reference electrode was used with Pt gauze

as a counter electrode.

Figure 3.2: Schematic diagram of the CNTN electrode setup for electrochemical measurements.
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3.3.1 Background currents

CVs were recorded in the supporting electrolyte (0.1 M NaCl with 5 mM HEPES

as a buffer) to determine the background currents for each type of carbon

electrode. Figure 3.3 shows CVs recorded at 100 mV s−1 over the potential

window appropriate for the electrochemical detection of serotonin (0.0 V to 0.7

V) with GC (dotted line), pBDD (dashed line) and CNTN (solid line). The

currents have been normalised by the geometric area of each electrode and are

shown as current density to allow comparison between the three electrodes, and

the potential scales have been corrected to the SCE reference electrode.

Figure 3.3: Left hand side: CVs recorded at 100 mV s−1 in 0.1 M NaCl and 5 mM

HEPES buffer showing the background response for the GC (dotted line), pBDD

(dashed line), and CNTN (solid line) electrode. The currents have been normalised

by electrode area to facilitate comparison of the CV response. Right hand side: The

current scale has been magnified in order to distinguish the low capacitive current

of the CNTN electrode.

Clearly the CNTN electrode exhibits, by far, the lowest background currents.

To quantify, for each electrode the background currents were measured at the
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oxidation peak potential of serotonin (vide infra), to give 0.23 µA cm−2 at 0.38

V for the CNTN, 5.8 µA cm−2 at 0.53 V for pBDD and 18 µA cm−2 at 0.43 V

for GC. From these values and taking into account the potential scan rate, ν,

capacitances per unit area, C, can be calculated using iC = νC,33 where iC is

the capacitative current density contribution, to give 2.3 µF cm−2 (CNTN); 58

µF cm−2 (pBDD) and 180 µF cm−2 (GC ). Thus, the CNTN electrode exhibits

background contributions 25 times lower than the pBDD electrode and ca. 80

times lower than the GC electrode. As background current is a major factor in

determining detection limits in CV, it is evident that it should be possible to detect

much lower concentrations using the pBDD and CNTN electrodes than the GC

electrode.

3.3.2 CV responses for serotonin oxidation and limits

of detection

CVs were recorded initially using relatively high serotonin concentrations (taking

into account the detection sensitivity of each electrode, vide infra) to investigate

the electro-oxidation characteristics of serotonin in 0.1 M NaCl and 5 mM

HEPES buffer, for the three different types of carbon electrode. Figure 3.4 shows

CVs recorded at a scan rate of 100 mV s−1 for the (a) GC electrode at 1 mM

serotonin; (b) pBDD electrode at 100 µM serotonin and (c) CNTN electrode at

10 µM serotonin. For all three electrodes, in the potential range investigated, one

peak is clearly observed, attributed to the oxidation of serotonin to

p-quinone-o-imine.9,10 The process is clearly irreversible on this timescale,

consistent with expectations that the oxidation product is unstable and
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undergoes further chemical reaction.9,15 The electron transfer characteristics

appear most sluggish on the pBDD electrode, as has also been observed by

others,14,34 and is fastest on the CNTN electrode.

To investigate concentration detection limits, CVs were recorded at a scan rate of

100 mV s−1 for different serotonin concentrations, with the concentration range

investigated dependent on the detection sensitivity of the electrode. For the CNTN

electrode, the same electrode was used for a series of concentrations but the CVs

were recorded from lowest (50 nM) to highest concentration (1 µM) to minimise

fouling effects. The data was validated by recording one CV only on a fresh CNTN

sample for the highest concentration employed and comparing the CV response.

Figure 3.5 shows CVs (black solid line) recorded at 100 mV s−1, for (ai) GC at 10

µM serotonin; (bi) pBDD at 1 µM serotonin and (ci) CNTN at 50 nM serotonin.

These concentrations are towards the detection limit of each particular electrode.

Also shown is the CV response recorded under the same potential scan conditions

but in the background electrolyte solution only (dashed black line).

The background corrected peak current10,35 was measured and plotted against

serotonin concentration, as a log-log plot to emphasis the full concentration range

explored, (Fig. 4(aii)-(cii)), for all three electrodes. A clear linear trend is observed

for all three cases, with gradients close to one, confirming a linear correlation of the

peak current on concentration. For the electrodes, the limit of detection (defined by

the 3Sb/m criteria, where m is the slope of the linear current signal-concentration

calibration plot and Sb is the relative standard deviation of the amperometric

signal of the blank for n = 5)13 is ∼2 µM for GC, ∼500 nM for pBDD and ∼10

nM for CNTN. To our knowledge, serotonin concentration detection limits of this
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Figure 3.4: CVs recorded at 100 mV s−1 in 0.1 M NaCl and 5 mM HEPES buffer

at (a) GC and 1 mM serotonin; (b) pBDD and 100 µM serotonin and (c) CNTN

and 10 µM serotonin. The currents have been normalised with respect to electrode

area.
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Figure 3.5: (i) CVs of background current (dashed line) and serotonin oxidation

(solid line) at GC, pBDD and CNTN electrodes at concentrations close to the

detection sensitivity of the electrode; in particular (a) GC electrode [10 µM]; (b)

pBDD [1 µM]; (c) CNTN [50 nM]. (ii) Calibration plot for the three different

electrodes showing the logarithm of the background corrected oxidation peak current

versus logarithm of serotonin concentration. All the CVs were carried out at 100

mV s−1 and in 0.1 M NaCl and 5mM HEPES buffer.
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order (CNTN electrode) with simple CV have never been reported at any kind of

electrode.

3.4 Assessment of electrode fouling

effects

One of the major issues with the detection of neurotransmitters such as serotonin

is fouling of the electrode surface.11 Oxidation of serotonin produces

hydroxylated products, dimers and other species that are thought to adsorb

irreversibly onto electrodes7,9,11 (in addition to the reactant serotonin itself

adsorbing) creating an “insulating” layer which blocks the electrode area and/or

retards electron transfer. This problem is considered to be exacerbated the

higher the serotonin concentration in solution.12,36 An investigation was thus

carried out into electrode fouling on pBDD and CNTN electrodes as these were

found to be the most promising for the sensitive detection of serotonin.

To assess the extent of electrode fouling, ten consecutive CVs, at a potential scan

rate of 100 mV s−1, were recorded for the pBDD and CNTN electrodes for 10 µM

concentration serotonin, for which both electrodes showed measurable oxidation

peaks in supporting electrolyte. Representative CVs are shown in Figure 3.6. The

background corrected peak current density was monitored as a function of CV

cycle number and normalised with respect to the first CV recorded. These data

are shown in graphical form below the respective CVs for (a) pBDD and (b) the

CNTN electrode. The red dashed line indicates the first CV scan. For the pBDD

electrode, CVs were recorded with the electrode placed in 5000 µL of solution,
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whilst for the CNTN electrode, solution was confined to a droplet of volume 10

µL.

Figure 3.6: Ten repetitive CVs carried out at the (ai) pBDD electrode and (bi)

CNTN electrode, at 100 mV s−1 and in 0.1 M NaCl and 5 mM HEPES buffer for

a serotonin concentration of 10 µM. The first scan is indicated by the red dashed

line. The degree of fouling with subsequent scans is indicated by recording the

background corrected peak current for serotonin oxidation as a function of CV scan

number, as shown below in (aii) for pBDD and (bii) for CNTN.

It can be seen that the response of both electrodes deteriorates as the number of CV

cycles increases, but the CNTN electrode appears to foul quicker. After ten CV
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scans the background corrected peak current at the CNTN electrode decreased

from the initial value by ∼ 90% compared to ∼ 65% for the pBDD electrode.

To check that volume effects (e.g. product build-up) were not important some

experiments were also recorded with a 10 µL droplet, placed on the surface of

the pBDD electrode, to mimic the experimental set-up for the CNTN electrode.

Similar data were obtained irrespective of the solution volume.

Previous studies have shown that pBDD electrodes show reduced fouling

compared to other carbon electrodes, an effect which had been attributed to the

pBDD being used as-grown, i.e. H–terminated.14,18 However, our work (vide

infra) suggests that H–termination may not be essential and is in agreement with

the preliminary reports by Fujishima et al.15 who showed that electrochemically

oxidising an H-terminated surface (hydrophobic) to create a more O–terminated

one (hydrophilic), did not change the size of the peak current or peak potential

for serotonin oxidation.

Figure 3.7 shows repetitive CVs recorded for the electrolysis of 10 µM serotonin at

a pBDD electrode recorded at 100 mV s−1 by scanning from 0.0 to +0.8 V, back

to -0.6 V and forward again. In the first CV scan (red dashed line), a redox couple

response is just observable in the negative potential window, with current peaks

seen at -0.2 and 0.0 V. This is most likely due to a redox-active quinone species

which is an oxidation product of serotonin electrolysis.11,15 Interestingly the return

peak at 0 V is significantly smaller than the peak at -0.2 V, a result which was also

observed by Fujishima et al. on an electrochemically oxidised pBDD surface.15 In

our studies the surface was made O-terminated by a strong acid clean at elevated

temperatures prior to electrode fabrication.17
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Figure 3.7: Repetitive CVs recorded at 100 mV s−1 in 0.1 M NaCl and 5 mM

HEPES buffer for 10 µM serotonin electrolysis at (a) a pBDD electrode and (c) a

CNTN electrode using an extended cathodic window, compared to Figure 3.4-3.6.

The red dashed line indicates the first scan. (b) CV data from (a) plotted only in

the anodic potential region to highlight minimised fouling of the electrode surface.
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After repeated CV scans encompassing the extended cathodic potential limit it

can be seen that the serotonin oxidation peak current density does not decrease

appreciably compared to the case where the CV is only scanned in the positive

potential window (Figure 3.7(a)). This is emphasised in Figure 3.7(b).

Interestingly, Fujishima et al. showed that for an as-grown H-terminated pBDD

surface, potential cycling over a similar potential range (same concentration and

scan rate), did not minimise electrode fouling in the same way as seen here.15

Thus deliberate O-termination coupled with appropriate potential cycling

appears to be beneficial for the clear voltammetric detection of serotonin at

pBDD.

Figure 3.7(c) shows repetitive CVs recorded for the CNTN electrode for 500 nM

serotonin at a potential scan speed of 100 mV s−1 but scanning out to -0.35 V.

The peak for serotonin oxidation is again very clear, and in particular, the peaks

attributed to the reduction and subsequent oxidation of the quinone/hydroquinone

redox couple are very evident, at -0.21 and -0.16 V, respectively. Scanning further,

to -0.6 V (as for Figure 3.7(a)), showed no change in the current density peak

responses or peak potentials observed.

The three key differences between Figure 3.7(a) and (c) are: (1) the peak current

density for serotonin oxidation decays at a greater rate with repeat cycling for

the CNTN electrode than pBDD, (2) as the background currents are lower at the

CNTN electrode the redox current density peaks for the serotonin oxidation

by-product are clearly resolvable against the background (even when using a

lower concentration of serotonin). There is also no significant difference in the

magnitude of the reduction and oxidation current density peaks, which are (3)
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much more closely spaced than on pBDD (indicating much faster electron

transfer kinetics).

It should be noted that the CNTs used herein, prepared by cCVD and used as

grown, are hydrophobic. Thus it would appear that surface wettability, which in

the case of pBDD is controlled by surface termination, in conjunction with

potential cycling plays a role in controlling the degree of surface blocking by

adsorption processes. Additionally, we cannot rule out the effect of the more

complex surface architecture of the CNTN electrode on surface adsorption, which

could also contribute to fouling.

3.5 Conclusions

An assessment has been made of three different carbon-based electrodes, GC,

pBDD and CNTNs, for the determination and quantification of a key

neurotransmitter, serotonin (5-hydroxytryptamine). The pBDD electrode was

∼nm smooth and oxygen terminated (hydrophilic), whilst the CNTN was cleanly

grown by cCVD (hydrophobic) on an insulating substrate and electrically

contacted. A major outcome of the work was that using CV analysis, the CNTN

electrodes were found to exhibit background currents ca. two orders of magnitude

smaller than the GC electrode and ca. twenty times smaller than pBDD, as a

consequence of their “pristine” low capacitance state and low surface coverage.

This led to serotonin detection limits, using simple CV analysis, of 2 µM for GC,

500 nM for pBDD and 10 nM for the CNT network electrode.

Surface blocking effects were investigated for the two most sensitive electrodes,
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i.e. pBDD and the CNTN. From observation of the current decay during

repeated CV scans, pBDD was found to be less sensitive to fouling than the

CNTN electrode. Fouling was primarily attributed to electrolysis products

formed during serotonin oxidation. By scanning to suitable negative potentials a

redox active by-product could be electrochemically detected; a response

significantly clearer with the CNTN electrode due to the reduced background

currents. Fouling of the pBDD electrode was significantly reduced by CV cycling

to cathodic potentials, however, the effect was less pronounced for the CNTN

electrode, most probably due to differences in surface wettability and the

complex surface architecture of the electrode.
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Chapter 4

Scanning Electrochemical Cell Microscopy

of Single Walled Carbon Nanotubes:

Quantitative Analysis of Heterogeneous

Electron Transfer Rates

This chapter reports the use of a novel, high resolution electrochemical imaging

technique to investigate the electron transfer characteristics of individual

single-walled carbon nanotubes (SWNTs). Scanning electrochemical cell

microscopy (SECCM) employs a dual channel probe as a mobile electrochemical

cell, enabling the electrochemical response of isolated regions of an individual

SWNT to be examined. Two different redox mediators

(ferrocenylmethyltrimethylammonium and serotonin) are studied herein. These

studies demonstrate high electrochemical activity along the length of the SWNT.

A finite element method simulation is developed to analyse the data, revealing

fast rates of heterogeneous electron transfer (HET) for the oxidation of

ferrocenylmethyltrimethylammonium, with values for the standard rate constant,

k0, equal to 2.5 ± 1.2 cm s−1. High electrochemical activity is even observed for

complex redox processes such as the oxidation of serotonin. In this case,

serotonin oxidation products cause fouling of the SWNTs, however, at low

concentrations, fouling is minimised and reproducible currents are observed for

the trace and retrace scans over the same area.



CHAPTER 4

4.1 Introduction

The exceptional electronic, structural and mechanical properties of carbon

nanotubes (CNTs)1 have led to their use in a variety of applications, including

electronics,2 electrocatalysis,3 sensing4,5 and energy storage.6 Their low cost,

high conductivity, and chemical and mechanical stability1 make them extremely

attractive for electrochemical applications, and the ability to functionalise CNTs

with simple chemical groups broadens their potential uses.7 Furthermore, their

nanometre size greatly enhances the rate of mass transport in an electrochemical

setup, enabling the study of extremely fast kinetic processes such as those

presented herein.8 CNTs are commonly produced in bulk, via arc discharge or

similar methods,9 however, with newer techniques such as catalytic chemical

vapour deposition (cCVD),10 CNTs can be grown in a number of different

geometries, including individual aligned nanotubes,8 2D networks11 and 3D

forests,12 further increasing their versatility.

As a result of their numerous electrochemical applications, there has been

considerable interest in understanding heterogeneous electron transfer (HET) at

CNTs,13–16 however there are a number of challenges associated with probing

this process, and consequently there is still some uncertainty about the kinetics

of electron transfer on CNTs. Many studies have used a coating of nanotubes

applied to an electroactive substrate (for example, by drop casting), to determine

the effect of the nanotubes on the electrochemical response.17,18 However, since

the support is itself electroactive, it is difficult to distinguish the electrochemical

activities of the two materials individually. Due to the difficulty in isolating the
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electrochemical response of the CNTs, the activity of other sp2 carbon materials

such as highly oriented pyrolytic graphite (HOPG) have been compared to that

of the CNTs, and these results have led to the conclusion that edge-plane-like

defects and open nanotube ends are responsible for the electroactivity of the

CNTs, with the sidewalls relatively (or completely) inactive.14,17,18

Alternative methodologies have been employed to study the electroactivity of

CNTs in isolation. Pristine single-walled carbon nanotubes (SWNTs) have be

grown on insulating substrates via CVD,19,20 to ensure the electrochemical

response can be decoupled from that of the supporting material.21 Studies on

individual SWNTs,8 2D networks16,22 and 3D forests23 with a range of redox

mediators, have shown fast HET kinetics, indicating that the sidewalls are highly

active, however, most studies present data averaged over many SWNTs, and very

few electrochemical studies have been carried out on individual SWNTs.

Recently, the Warwick group has reported the use of scanning electrochemical cell

microscopy (SECCM) as an electrochemical imaging technique to investigate the

kinetics of HET on a variety of substrates, with very high spatial resolution.24–26

Using this high resolution technique, it is possible to probe the HET kinetics

along the length of individual SWNTs to assess the electroactivity of the sidewalls.

SECCM employs a theta pipette, which contains two barrels separated by a glass

septum, each filled with the redox species of interest in the supporting electrolyte,

and a quasi-reference counter electrode (QRCE). When the meniscus protruding

from the end of the pipette is in contact with the substrate, it forms a mobile

electrochemical cell which can be scanned across the sample. In this study, the

individual SWNTs are connected as a working electrode in the system by means
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of an evaporated palladium contact, so that their electrochemical response can

be recorded. With the mobile electrochemical cell setup of SECCM, only a small

section of the SWNT is probed at a time, before moving to a new area. This is

particularly advantageous in the investigation of the electrochemical response of

complex mediators such as serotonin, which can foul electrode materials during

electrochemical oxidation as discussed in Chapter 3.27–29

To fully characterise the HET kinetics of individual nanotubes, flow-aligned

SWNTs were grown via CVD onto insulating substrates (SiO2). The density of

nanotubes was optimised to ensure SWNTs were adequately spaced for easy

imaging of each nanotube individually. Previous work has demonstrated that

SWNTs grown in this way contain very few defects,11 and therefore this

configuration is optimal for exploring the intrinsic HET rates along the sidewalls

of CNTs. SECCM was used to investigate the electrochemical response of

defined regions of the pristine SWNTs to different redox mediators, enabling

rates of HET at the sidewalls to be assessed in isolation. To quantitatively

analyse this response, a finite element method (FEM) model was developed,

allowing the measured electrochemical currents to be converted into HET kinetic

rate constants.

4.2 Theory and Simulations

To quantitatively analyse the electrochemical response of the SWNTs, FEM

simulations were performed, to correlate the observed electrochemical response

with HET rate constants for the SWNTs. The geometry of the pipette was
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approximated by a circular based cone of radius 200 nm, determined from

scanning electron microscopy images of the pipettes used, and the SWNT was

represented as a rectangle of with w with the length defined by the edges of the

meniscus. The SWNT was oriented parallel to the septum of the pipette, to

match the configuration of the experimental setup as can be seen in Figure 4.1.

To improve computational efficiency, half of the pipette was modelled by

symmetry, with the plane of symmetry perpendicular to the pipette

septum.

Figure 4.1: 3D FEM simulation domain showing the position and orientation of the SWNT

with respect to the pipette.

Furthermore, the focus of the simulations was only the terminus of the pipette and

meniscus. Consequently, the potential applied to planes 1 and 2 in the simulation

domain was smaller than at the electrodes in the experiments. To match the

simulated results to the ion current measured experimentally, simulations were

carried out at a range of effective potential bias values and meniscus heights (which

cannot be measured experimentally), generating working planes for the AC and
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DC currents, such as those shown in Figure 4.2.

Figure 4.2: Working planes of AC and DC currents vs meniscus height and effective bias.

The experimental AC and DC values were matched to the working planes to obtain

values for the meniscus height and effective bias, which were then used as inputs

for the subsequent modelling. Typical values of 60-90 nm meniscus height and

0.2-0.3 V bias were found, with parameters calculated for each different SECCM

image acquired.

The initial calibration step was performed in the absence of a working electrode

reaction by solving the steady-state Nernst-Planck equation subject to the

boundary conditions listed in Table 4.1:

∇ (−DiCi − ziuiFci∇V ) = 0 (4.1)
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with

∑
i

zici = 0 (4.2)

where Di, ci, zi and ui are the diffusion coefficient, concentration, charge and

mobility of species, i, respectively. F is the Faraday constant and V is the electric

field due to the potential bias applied between the two QRCEs.

Table 4.1: Summary of the boundary conditions used for the simulation of the electrochemical

current at the SWNT surface during SECCM imaging.

Label in
Boundary

Boundary
Equation

Figure 4.1 Type

1 Pipette barrel 1
Potential V = Bias

Concentration ci = c∗

2 Pipette barrel 2
Potential V = 0

Concentration ci = c∗

3 SWNT surface Flux D
∂c

∂z
= kf(c

∗ − c)− kbc

4

Pipette septum,

No Flux D
∂ci
∂z

= 0pipette walls

and substrate

The potential field was determined using ion mobilities and diffusion coefficients

obtained from the literature for 0.5 mM ferrocenylmethyltrimethylammonium

(FcTMA+) as the PF−
6 salt, with 50 mM NaCl in 50 mM phosphate buffer

solution (PBS) at pH 7.2. This potential field was then implemented in the

second step of the simulation, in which the current response of the SWNT was

determined using Butler-Volmer kinetics (see section 1.3), reasonably assuming a
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transfer coefficient α = 0.5 for this fast process. Simulations were run at a range

of k0 values to find the rate constant corresponding to the observed current as

detailed in section 2.7.3. Since the solution contained an excess of supporting

electrolyte compared to the electroactive species, the changes in migration

current due to the redox reactions were assumed to be negligible, and therefore

not included so as to increase computational efficiency.

Figure 4.3(a) shows a typical potential field calculated in the first step of the

simulation. As can be seen, the potential difference at the SWNT/solution

interface is well approximated by the difference between the potentials of the two

QRCEs, as noted in section 2.5.1. Figure 4.3(b) shows a typical FcTMA+

concentration profile as it is oxidised at the SWNT surface in step 2 of the

calculation (with k0 = 1 cm s−1 and applied potential, E = 0.5 V), with a low

concentration at the SWNT surface as it is consumed. The effect of the potential

field on the concentration profile is evident, as the charged species migrate

towards the oppositely charged QRCE.

4.3 SWNT Growth and Characterisation

4.3.1 Silver Deposition Procedure

Flow aligned SWNTs were grown onto inert Si/SiO2 wafers as described in section

2.2.1. After growth, a macroscopic electrical connection to the SWNTs was made

via the evaporation of a palladium contact (60-90 nm) with a chromium adhesive

layer (2 nm). Since the SWNTs cannot be visualised with optical microscopy, a
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Figure 4.3: (a) FEM simulation of the potential field due to the application of a bias between

the two QRCEs. (b) Typical simulated concentration profile of FcTMA+ as it is consumed at

the SWNT (k0 = 1 cm s−1, E = 0.5 V).

procedure to mark the nanotubes was developed to enable location of the SWNTs

in the SECCM setup. A tapered single channel pipette (tip diameter ∼100 µm)

was filled with 10 mM silver nitrate and 50 mM potassium nitrate, and silver wire

was inserted. This was connected as a QRCE, with the sample connected as the

working electrode (at ground), and a potential of -0.3 V applied to the QRCE. The

amperometric response of the SWNT electrode was recorded as the capillary was

brought into contact with the sample and then scanned laterally across the surface

using a micropositioner (Figure 4.4(a)). As the capillary passed over an SWNT, a

change in current was observed due to silver deposition, and these deposits could

be visualised under the optical microscope, identifying the position of each SWNT

(Figure 4.4(b)).
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Figure 4.4: (a) Schematic illustrating the Ag deposition procedure for marking SWNTs to

allow visualisation under the optical microscope. (b) Optical microscopy image of Ag deposits

on flow-aligned SWNTs.

4.3.2 AFM Analysis

The SWNTs were characterised with tapping mode AFM prior to use and were

found to have an average height of 1-3 nm consistent with previously reported

values for single walled nanotubes.30 Peak heights from the AFM images were

extracted for 20 lines of each image to give an average height for each SWNT.

Figure 4.5 shows histograms of these heights for three different SWNTs which

display a similar range of values. The AFM images also demonstrated the linearity

of the SWNTs.

4.3.3 Electrical Characterisation

In order to characterise the electrical properties of the SWNTs, conductance

current-voltage curves were recorded using a mercury hemisphere electrode,

101



CHAPTER 4

Figure 4.5: (a) Typical AFM image of an individual aligned SWNT. (b) Histogram of heights

of three separate SWNTs.

deposited at the tip of a 25 µm diameter Pt ultramicroelectrode (UME). To

achieve this, the UME was connected as a working electrode held in a solution of

10 mM mercury nitrate and 50 mM nitric acid with an Ag/AgCl reference

electrode, whilst a potential of -0.15 V was applied. When the diffusion limited

current increased to π
2

times the initial value, a hemisphere could be reasonably

assumed to have formed, as confirmed by optical microscopy. The UME/mercury

hemisphere (connected as the reference electrode) was then brought into contact

with the sample (connected as the working electrode) whilst a potential of -0.5 V

was applied to it. The UME was scanned laterally across the surface until a

change in current was observed, corresponding to the mercury hemisphere

coming into contact with a SWNT. Once in contact, the potential between the

UME/mercury hemisphere electrode and the substrate was scanned between +3

and -3 V vs ground, producing a current-voltage curve.

As described in section 1.8.3, SWNTs exhibit either metallic or semiconducting

behaviour dependent on their structure, and these different characteristic
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behaviours give rise to different current-voltage responses. Figure 4.6 shows a

current-voltage curve for an individual SWNT. The symmetrical response in the

positive and negative potential regions indicates that this is a metallic SWNT.31

For semiconducting SWNTs, the response is asymmetrical, with lower currents

observed in the positive potential region, since SWNTs are p-type

semiconductors.31 For this study, we chose to work with only SWNTs that

demonstrated metallic behaviour, to eliminate any variations in observed

electroactivity between metallic and semiconducting SWNTs. Analysis of the

current-voltage curves for these SWNTs yielded resistance values of 5.3 ± 4.4

MΩ, at a distance of ∼1 mm from the Pd contact, consistent with reported

values for pristine SWNTs containing relatively few defects.31

Figure 4.6: Typical current-voltage curve recorded on a metallic SWNT using a mercury

hemisphere electrode.
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4.4 Determination of Formal Potentials

The formal potential, E0’, for the oxidation of FcTMA+/2+ was determined by

CV measurements on a freshly cleaved HOPG sample. The CV measurements

displayed consistent, reversible behaviour in different areas of the HOPG surface,

giving an E0’ value of +0.30 V and a difference in quartile potentials of 53 mV

(Figure 4.7(a)). Whilst the oxidation of FcTMA+ is reversible, serotonin oxidation

is a complex and irreversible process. CV measurements of serotonin oxidation

shows that the current does not reach a steady state value as the electrode fouls

due to oxidation products adsorbing to the surface, causing a decrease in the

current as can be seen in Figure 4.7(b). However, an approximation of the formal

potential can be made from these measurements, allowing appropriate potentials

to be chosen for SECCM imaging using the two different mediators, although

kinetic analysis of the serotonin data is not possible without an accurate, known

E0’ value.

4.5 Redox Activity of SWNTs for the

Oxidation of FcTMA+

CVs were recorded on individual SWNTs which showed consistent responses at

different positions along the length of the nanotube. Figure 4.8 shows a typical

CV with the potentials used for SECCM imaging indicated.

The SECCM imaging procedure and instrumentation is described fully in section
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Figure 4.7: Cyclic voltammograms recorded on freshly cleaved HOPG at 100 mV s−1 with 0.5

V bias applied between the QRCEs for (a) the oxidation of 0.5 mM FcTMA+ with 50 mM NaCl

in PBS with a 2 µm pipette and (b) the oxidation of 5 mM serotonin with 100 mM NaCl and

10 mM HEPES with a 400 nm pipette.

Figure 4.8: Typical cyclic voltammogram recorded at an individual SWNT for the oxidation of

0.5 mM FcTMA+ with 50 mM NaCl in PBS at 100 mV s−1. The red dots indicate the applied

potentials used for SECCM imaging.

2.5.1. The samples were oriented with the SWNTs perpendicular to the x-direction

of the scan, so that the tip scanned across the SWNT on each line of the scan.
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Imaging was carried out in the region between the palladium contact and the silver

deposits to avoid any influence of the silver nanoparticles on the electrochemical

response.

Figure 4.9: (a) SECCM map for the oxidation of 0.5 mM FcTMA+ at the SWNT surface

(η = 0.2 V) in the forward scan direction with corresponding trace and retrace line profiles for

the region indicated. (b) Conductance current recorded between the two QRCEs in the forward

scan direction. (c) AC component of the conductance current recorded between the two QRCEs

in the forward scan direction.

Each sample was connected as a working electrode and used to drive the oxidation

of FcTMA+ at the SWNT surface. Figure 4.9(a) shows a typical SECCM image

for the oxidation of 0.5 mM FcTMA+ at an overpotential (η = E − E0, where E

is the applied potential) of 0.2 V in the forward scan directions. In each line of
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the scan, the length of SWNT in contact with solution was approximately 700 nm

(corresponding to the size of the meniscus) and each line was spaced 800 nm apart

so that there was a small region of SWNT between the scanned areas, to prevent

the previous line scan influencing the following one in any way. The image in Figure

4.9(a) was produced by smoothing together the line scans in the y-direction.

The SECCM image produced clearly demonstrates that the SWNT is uniformly

active along its length, in contrast to the widely held assumption that only

SWNT ends and defect sites are responsible for electron transfer. Previous

studies, upon which this assumption is based, have compared the electroactivity

of basal plane and edge plane pyrolytic graphite electrodes to a basal plane

pyrolytic graphite electrode modified with carbon nanotubes.14,17,18 Since the

edge plane and CNT modified electrodes showed similar behaviour, with much

faster kinetics than the bare basal plane electrode, the authors concluded that

the edge plane like defects in the CNTs must be responsible for the observed

activity. However, recent work has demonstrated that in fact basal plane HOPG

exhibits high electrochemical activity when freshly cleaved, suggesting that this

relationship is not accurate.25,32,33 Furthermore, the bulk produced CNTs used

are likely to contain many more defects than the pristine cCVD-grown SWNTs

used in this study, further complicating the analysis and conclusions that may be

drawn about sidewall activity. Recent investigations on CVD-grown CNTs in

which the activity of sidewalls and nanotube open ends (which contain many

defects) have been studied independently, have shown comparable

electrochemistry on the two regions, suggesting that the view of CNT sidewalls

as inactive is no longer accurate.23,34
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Analysis of the variation within the SECCM maps provides further evidence for

the role of the sidewall in electron transfer. Comparing the highest and lowest

peak currents in Figure 4.9(a) yields a difference of approximately 8 %.

Assuming that defects alone were responsible for electron transfer, this variation

would require a defect density of approximately one defect every 50 nm. Raman

analysis on cCVD-grown SWNTs has demonstrated their high quality,11 and

investigations into defect concentrations have reported values of one defect every

few micrometres, indicating that this estimated defect density is physically

unrealistic.35 Moreover, simulations have been performed comparing the case

where defects alone are assumed to be responsible for electron transfer to where

the entire sidewall is active, which demonstrate that even very high defect

concentrations, with unfeasibly high kinetic rate constants, cannot reproduce the

observed electrochemical currents and that the entire sidewall must be considered

active.22

The line profile in Figure 4.9(a) shows good agreement between the trace and

retrace line scans for the region indicated, demonstrating the consistency of the

measurements and indicating that no fouling of the SWNT is occurring. The

curved shape of the profile after initial contact with the SWNT is made, is due to

the increasing length of nanotube in contact with the meniscus as the tip moves

into alignment with the nanotube. The peak current corresponds to the position

where the septum of the pipette is directly above the SWNT. Figure 4.9(b) shows

the conductance current recorded between the two QRCEs throughout the scan.

There is very little variation in the magnitude of the current, indicating that the

size and shape of the meniscus remain constant, which is important for accurate

kinetic analysis of the observed SECCM currents. Finally figure 4.9(c) shows the

108



CHAPTER 4

AC component of the conductance current, which is used as the feedback parameter

during scanning. There is clearly very little variation over the duration of the scan,

indicating that excellent feedback is maintained throughout.

Figure 4.10: (a) SECCM map for the oxidation of 0.5 mM FcTMA+ at the SWNT surface

(η = 0.05 V) in the forward direction with corresponding trace and retrace line scans for the

region indicated. (b) Histogram of peak currents from each line of the trace and retrace SECCM

images.

SECCM imaging was carried out at a range of different applied overpotentials,

to ensure the kinetic response was consistent, independent of the driving force

for FcTMA+ oxidation. Figure 4.10(a) shows an SECCM image for η = 0.05 V

with trace and retrace line profiles for the region indicated. High activity is still

observed along the length of the SWNT, although there is more slightly variation
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in the response compared to Figure 4.9(a).

Figure 4.10(b) illustrates the range of peak currents for each line of the trace and

retrace SECCM images. This indicates that although there is more variation than

for the full driving case, the range of observed currents is relatively narrow, and

there continues to be good agreement between trace and retrace currents.

4.6 Quantitative Analysis of HET kinetics

In order to correlate the observed electrochemical currents with the standard

HET rate constant, k0, a FEM model was developed as described in the previous

section. SECCM images for FcTMA+ oxidation were recorded at a range of

different overpotentials, from 0 to 0.3 V. For η > 0.1 V, the reaction was

considered to be fully driven and hence k0 values could not accurately be

determined for these data. However, for all SECCM scans with η ≤ 0.1 V, the

electrochemical currents were determined for a range of simulated k0 values,

producing working curves of substrate current vs. log(k0) (Figure 4.11(a)). For

rate constants above 100 cm s−1, the concentration of FcTMA+ is effectively zero

and so this boundary condition was used to simulate the current for high k0

values. From the working curves, the k0 values corresponding to the observed

electrochemical currents could be determined for each SWNT. As can be seen in

Figure 4.11(b), the extracted k0 values are relatively consistent along the length

of the SWNT imaged. Between different SWNTs, k0 values ranged from 1.1 cm

s−1 to 5.7 cm s−1 with an average value of 2.5 ± 1.2 cm s−1. Previous studies

have reported k0 values of > 4.6 cm s−1,36 4 ± 2 cm s−1,8 and 2 ± 1 cm s−1 37 for
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the oxidation of FcTMA+ at individual SWNTs, giving confidence in our

assigned k0 values, which are in good agreement.

Whilst these values closely match previous work, there are a number of assumptions

made during the simulation process which could lead to errors in the reported

values. The approximation of the SWNT as a 2-dimensional band may lead to

errors in the simulated electrochemical current since the surface area in contact

with the solution may be slightly inaccurate, and the different geometry may have

an impact on the mass transport to the nanotube. Whilst these factors would

certainly impact the magnitude of the determined rate constants, the values would

still be within the same order of magnitude and therefore comparable with previous

work. The geometry of the meniscus is assumed to be constant throughout, despite

slight variations in the measured conductance current. However, these variations

are small and are highly unlikely to have any measurable impact on the determined

rate constants.

Figure 4.11: (a) Working curve of electrochemical current vs standard rate constant, k0, for

the oxidation of FcTMA+ with η = 0.05 V. (b) Histogram of k0 values for an individual SWNT

with η = 0.05 V.
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Line profiles were also simulated by varying the position of the SWNT in relation

to the centre of the pipette in the simulations. Figure 4.12 clearly shows good

agreement between experiment and simulation for the data shown in Figure

4.9(a) (with k0 = 1.8 cm s−1), indicating that modelling the SWNT as a fully

active band electrode is justified in explaining the experimental data. Previous

simulations have shown that modelling only point defects on the SWNT cannot

feasibly account for the observed electrochemical activity, providing further

evidence that the SWNT sidewall is fully active.22

Figure 4.12: Comparison of experimental and simulated (k0 = 1.8 cm s−1, η = 0.2 V) data for

the electrochemical currents as the SECCM pipette is scanned laterally across the SWNT.
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4.7 Electrochemical Response of SWNTs to

Complex Redox Mediators

To investigate the response of SWNTs to more multi-step reactions, SECCM

maps were recorded for the oxidation of serotonin (in 0.1 M NaCl and 10 mM

HEPES). Once again, uniform activity along the length of the nanotube is

observed, however there is significant difference in the shape of the line profiles

recorded as the meniscus is scanned over the SWNT, compared to those for

FcTMA+ oxidation (Figure 4.13(a)). There is a large asymmetry in the peak due

to fouling of the SWNT from adsorption of the oxidation products. Thus, as

soon as the meniscus makes contact with the SWNT and serotonin oxidation

begins, there is an initial surge in current, but as the meniscus continues its

movement, the current decays even though the area of the SWNT exposed to the

solution increases. This can be attributed to blocking of the SWNT by oxidation

products, known to occur for serotonin oxidation (see Chapter 3).28,38,39 This

effect is further evident in the reverse scan, where the current for the oxidation of

serotonin is greatly diminished. By reducing the concentration of serotonin from

2 mM to 5 µM, this effect is mitigated and the line profile becomes symmetrical,

and the forward and reverse maps are extremely consistent, indicating that

fouling of the SWNT has been minimised; see Figure 4.13(a). This profile and

associated image shows that the oxidation of serotonin occurs uniformly and

readily over the SWNT.
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Figure 4.13: SECCM maps for the oxidation of (a) 5 mM and (b) 5 µM serotonin at the SWNT

surface (E = 0.55 V) in the forward direction with corresponding trace and retrace line scans

for the region indicated.

4.8 Conclusions

Individual pristine flow-aligned individual SWNTs have been imaged with scanning

electrochemical cell microscopy using two different redox mediators. With the

format developed, the electrical character of each SWNT can be determined and

the structure elucidated by techniques such as AFM. Electrochemical maps showed

clear electrochemical activity along the length of the SWNT, providing evidence

that HET occurs at the nanotube sidewalls, and defects and open ends are not

solely responsible for the electrochemical activity of SWNTs. A FEM model was
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developed in order to extract values of the standard rate constant, k0, for the

oxidation of FcTMA+ at different SWNTs. Kinetic analysis for the FcTMA+/2+

couple, revealed fast HET rates, with average k0 values of 2.5 ± 1.2 cm s−1, which

were consistent along the length of each SWNT and in agreement with previous

studies.

Complex, multi-stage reactions have also been shown to exhibit uniform activity

along the length of the SWNTs, indicating that the density of defects is not

governing the electrochemical response of the nanotube. Fouling was observed

during the oxidation of serotonin, significantly reducing the electrochemical

current on the reverse scan, and causing an asymmetry in the line profiles.

However, reducing the concentration of mediator to the µM level, which is more

physiologically relevant, virtually eliminated any fouling effects in the two line

scans recorded and gave reproducible signals for both trace and retrace

scans.

Overall, SECCM has great potential as a technique to probe the electrochemical

activity of substrates on the nanometre scale, and coupled with FEM simulations,

enables kinetic analysis of fast HET processes, which would be inaccessible with

conventional electrochemical techniques.
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Chapter 5

Investigation of Heterogeneous Electron

Transfer Kinetics at Polycrystalline Boron

Doped Diamond Electrodes using Finite

Element Method Simulations

Determination of the rates of heterogeneous electron transfer at an electrode is an

important but challenging problem. In this chapter, high resolution

electrochemical maps of a heterogeneous surface, pBDD, are obtained using

intermittent contact scanning electrochemical microscopy. With this technique it

is possible to resolve the electrochemical response of each facet of the

polycrystalline material individually, enabling correlation of structural differences

with observed electroactivity. A finite element model is developed to determine the

rate constants corresponding to the observed electrochemical currents, in order to

compare HET kinetics at facets with different dopant densities. Coupling these

results with local capacitance measurements reveals that HET kinetics correlate

with the local density of states of the material.

5.1 Introduction

Understanding the kinetics of heterogeneous electron transfer (HET) is of

widespread interest and has been investigated extensively with a variety of

different electrochemical techniques.1–4 The kinetic rates of electrochemical
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processes can be influenced by a multitude of factors associated with the redox

couple, solvent, experimental geometry and the electrode itself, making accurate

analysis challenging.5–8 The development of micrometer sized electrodes has

overcome some of these limitations by reducing the uncompensated resistive

potential drop (IR drop) and increasing mass transport rates, allowing faster

electrode kinetics to be studied.9–11

In scanning electrochemical microscopy (SECM), mass transfer can be further

enhanced by reducing the electrode-substrate separation. When operating in

substrate generation tip collection (SG-TC) mode, the close proximity of

substrate and electrode gives rise to extremely high rates of turnover of the

electroactive species between the tip and the substrate, enabling the study of fast

HET processes.12,13

Since the data collected experimentally in SECM is the tip electrode current, a

model is usually required in order to extract kinetic rates. Due to the complexity

of the experimental system, a numerical approach is often necessary, and the

most common methods for solving the differential equations governing mass

transport in the system are the finite different method (FDM)14 and finite

element method (FEM).15 In both of these approaches, solutions to the mass

transport equations are calculated at discrete locations, approximating the

continuous diffusion field. As discussed in section 1.9, the FDM is less

computationally expensive, but has limitations in terms of the experimental

geometries that can be accurately simulated. In this chapter, the finite element

method is used, implemented within COMSOL Multiphysics, to model the

kinetics of HET at a polycrystalline boron doped diamond (pBDD) electrode.
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The experimental data presented were obtained using a variant of SECM,

intermittent contact-SECM (IC-SECM).16 In this technique, the UME is

oscillated perpendicular to the substrate by applying an AC perturbation to the

piezoelectric positioner controlling its movement. As the UME is brought into

contact with the substrate, a damping in the oscillation is detected, which is used

as a feedback mechanism to maintain a constant tip-substrate separation. Since

conventional SECM has no positional feedback mechanism to ensure a constant

distance between the UME and substrate, it is extremely difficult to decouple the

effects of surface topography and activity on the electrochemical current. Even

for a substrate such as pBDD, which has a surface roughness of only 1-2 nm, if

the sample and UME are not aligned parallel to one another, the resulting

SECM image will show a variation in electrochemical current due to the tilt of

the sample, complicating the analysis of kinetic rates. IC-SECM eliminates this

complication, in addition to maintaining a small tip-substrate separation, which

enhances the resolution of the technique. In this way, the HET rates of

individual grains can be accurately extracted from the electrochemical data by

means of the FEM model presented herein.

5.2 Theory and Simulations

To quantify IC-SECM tip currents, FEM modelling was employed to simulate the

tip current response as a function of the standard rate constant, k0, using Butler-

Volmer kinetics for the pBDD electrode.17 For these simulations, the following
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one-electron redox processes were considered:

Ru(NH3)
3+
6 + e−

kf−⇀↽−
kb

Ru(NH3)
2+
6 (5.1)

FcTMA+ kf−⇀↽−
kb

FcTMA2+ + e− (5.2)

where kf and kb are the forward (reduction) and backward (oxidation) rate

constants respectively. For each redox species studied, the following steady-state

diffusion equation was solved:

Di

(
∂2ci
∂r2

+
1

r

∂ci
∂r

+
∂2ci
∂z2

)
= 0 (5.3)

where ci (mol cm3) and Di (cm2 s−1) represent the concentration and diffusion

coefficient of species i (ruthenium hexaamine (Ru(NH3)
3+
6 ) or

ferrocenylmethyltrimethylammonium (FcTMA+)) and r and z are the

coordinates in the directions radial and normal to the centre of the Pt UME

surface. In order to simplify the model, Di was assumed to be identical for both

oxidation states of the redox couple, to allow each simulation to be formulated

with only one species.

The FEM model was used to determine the current response at the Pt UME in

the SG-TC mode by solving the diffusion equation on the interior of the domain

depicted in Figure 5.1 subject to the boundary conditions of the system, which are

summarised in Table 5.1.

In Table 5.1, n represents the inward-pointing unit normal vector and c∗ represents

the concentration of the electroactive species in bulk solution. The simulations

123



CHAPTER 5

Table 5.1: Summary of the boundary conditions used for the simulation of the Pt UME tip

current in SG-TC mode.

Label in Boundary
Coordinates Equation

Figure 5.1 Type

1
Axis of r = 0

0 = ∇c.n
Symmetry 0 ≤ z ≤ h

2
Pt UME 0 ≤ r ≤ a

c = c∗
Tip z = d

3
UME Glass

a ≤ r ≤ a×RG

0 = ∇c.n
Sheath

z = d

and

r = a×RG

d ≤ z ≤ h

4
pBDD 0 ≤ r ≤ l

D
∂c

∂z
= kb(c∗ − c)− kfc (for Ru(NH3)

3+
6 )

Substrate z = 0
D
∂c

∂z
= kf(c

∗ − c)− kbc (for FcTMA+)

5
Bulk

a×RG ≤ r ≤ l

c = c∗
Solution

z = h

and

r = l

0 ≤ z ≤ h

were carried out with RG = 10, l = 200 µm and h = 200 µm. The height, h,

effectively defines the Nernst diffusion layer,18 which is typically of the order of

several hundred micrometers. Changing h over this range (150 - 300 µm) had a

negligible influence on the tip current, because this is essentially governed by d

and the substrate kinetics. By setting l to 200 µm, it was reasonable to apply a

boundary condition that resulted in planar diffusion at this position.
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Figure 5.1: 2D simulation domain (height, h, is 200 µm) for the SG-TC set-up (not to scale);

d between the Pt UME and pBDD is typically 1.0 µm.

The Butler-Volmer equations17 (Eq. 5.4 and Eq. 5.5) were used to describe HET

kinetics at the pBDD electrode/solution interface:

kf = k0exp

[
−α ηF

RT

]
(5.4)

kb = k0exp

[
(1− α)

ηF

RT

]
(5.5)

where kf and kb are as defined previously, R is the ideal gas constant, T is the

temperature, α is the transfer coefficient and η is the overpotential, E−E0, where

E0 is the formal potential of the electrode. Simulations were carried out for T =

298 K, as employed in the experiments and α = 0.5.

As an example, Figure 5.2 shows the steady-state Ru(NH3)
3+
6 concentration profile
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Figure 5.2: Example simulated steady-state diffusion-limited concentration profile of

Ru(NH3)3+6 (present in bulk solution at a bulk concentration of 5 mM) in the SG-TC mode

with an overpotential, η = -0.004 V and k0 = 0.1 cm s−1 at the pBDD surface.

in SG-TC mode. The pBDD substrate is at an overpotential, η = - 0.004 V,

at which Ru(NH3)
3+
6 is partially reduced to Ru(NH3)

2+
6 , which is subsequently

collected at the Pt UME tip.

Figure 5.3 considers in more detail the concentration profiles and flux distribution

for parameters appropriate for the study of Ru(NH3)
3+/2+
6 , with η = -0.004 V. The

plots highlight that the majority of the flux to the tip electrode comes from the

region of the substrate electrode directly below the tip. For high k0 values (k0 =

0.1 cm s−1), 70 % of the flux is collected from the region directly below the tip

and 95% from within a distance of two radii. For lower k0 values (k0 = 0.01 cm

s−1), 80% of the total flux comes from within two radii away. Since all recorded
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Figure 5.3: Contour plots (and concentration profiles) showing the flux to the tip electrode

(a = 1.0 µm) from the substrate, d = 1.0 µm, at 5% intervals for k0 values of (a) 0.1 cm s−1

and (b) 0.01 cm s−1 (for the case of Ru(NH3)3+6 with η = -0.004 V). These are as examples of

maximum and minimum rate constants observed in the IC-SECM measurements.

k0 values lie within this range, these data illustrate that it is reasonable to model

the substrate with uniform activity, as the flux to the tip is only affected by a very

small region of the substrate at the small tip-substrate separations used, and thus,

to a first approximation, the heterogeneity of the whole sample does not need to be

considered. Note that for FcTMA+/2+, the kinetics are faster (vide infra), giving

greater spatial resolution.

A series of simulations were carried out whereby k0 was varied systematically

and the limiting Pt UME tip current magnitude, itip, was obtained for each k0,

producing a sigmoidal plot of itip vs. log(k0) for each set of experimental conditions

(Figure 5.4). A Boltzmann curve was then fitted to the simulation data to obtain

an analytical expression for the form of the curve. The experimental itip currents

could then be readily converted into a k0 value, and the IC-SECM maps plotted

as k0 versus tip x, y position to obtain quantitative information on HET activity

across the heterogeneously doped surface.
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Figure 5.4: Plots of simulated Pt UME tip limiting current magnitude versus log(k0) for: (a)

collection of Ru(NH3)2+6 (by oxidation), electrogenerated at the surface of the pBDD (η = -0.004

V ); (b) collection of FcTMA2+ (by reduction) electrogenerated at the surface of the pBDD (η

= 0.045 V ).

5.3 Analysis of the Electroactivity of pBDD

with Different Redox Mediators

5.3.1 Characterisation of the pBDD Sample

The field emission scanning electron microscopy (FE-SEM) image shown in

Figure 5.5(a) clearly shows the heterogeneous structure of the pBDD surface, due

to differences in dopant densities between facets. Previous studies have shown

that the darker regions in electron microscopy images contain a higher

concentration of boron, which is confirmed by the Raman map corresponding to

the same region (Figure 5.5(b)).19 Here, the integrated area beneath the sp3 peak

centred at 1332 cm−1 is directly related to boron concentration, decreasing as the
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boron concentration increases, causing a shift of the peak to lower

wavenumbers.20 Therefore the darker regions correspond to areas of higher boron

content, as observed in the FE-SEM image.

Figure 5.5: Images of a 70 µm × 70 µm region of pBDD obtained with (a) FE-SEM at 2 kV

with an in-lens detector, (b) Raman microscopy, with each pixel displaying the integrated area

beneath the peak centred at ∼ 1332 cm−1 as a function of laser spot position, (c) IC-SECM

SG-TC mapping for the collection of Ru(NH3)2+6 , electrogenerated at the pBDD surface (η =

-0.004 V). (d) shows the k0 values determined from the tip currents in (c) with FEM simulations.
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5.3.2 IC-SECM Imaging

To determine the effect of differences in boron concentration on the local

electrochemical activity of the pBDD surface, IC-SECM imaging was carried out

in substrate generation tip collection (SG-TC) mode (Figure 5.6). The sample

was biased at a potential of -0.17 V (η = -0.004 V) vs. the Ag/AgCl wire

reference electrode (with a Pt wire counter electrode), in order to drive the

reduction of hexaamine ruthenium chloride (Ru(NH3)
3+
6 ) present in solution

(with 50 mM KNO3 supporting electrolyte). The reduced species was

subsequently collected at the UME which was held at 0.0 V, and the resulting

current was recorded as the tip was scanned across the sample. The positional

feedback available with IC-SECM was of critical importance in obtaining high

resolution images. A constant distance between tip and substrate of 1 µm was

maintained throughout each scan, enhancing mass transport of both forms of the

electroactive species, and therefore increasing the measured currents. The tip

current map shown in Figure 5.5(c), shows a clear correlation between

electrochemical activity and boron dopant concentration, and that all facets of

the substrate are active.

To extract more precise kinetic information about the rate of HET, FEM

simulations were used, modelling the kinetics at the pBDD surface with the

Butler-Volmer equations, to determine the standard HET rate constant, k0. The

kinetic map in Figure 5.5(d) indicates that the highly doped facets all exhibit a

similar level of activity, as do the lower doped facets.

To gain further insights into HET rates at pBDD, the oxidation of
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Figure 5.6: Schematic of IC-SECM setup in substrate generation tip collection mode. The

species is reduced at the surface and subsequently oxidised at the tip.

ferrocenylmethyltrimethylammonium, FcTMA+, was also studied. Figure 5.7

shows the FE-SEM, Raman, IC-SECM and k0 images for part of the pBDD

surface, with similar differences in activity between areas of high and low boron

concentration observed as with Ru(NH3)
3+
6 . The redox potential of FcTMA+/2+

is considerably more positive than Ru(NH3)
3+/2+
6 , so the sample was biased at a

potential of 0.42 V (η = 0.045 V) to drive the oxidation of FcTMA+, with the

UME held at 0.0 V to collect back the oxidised species.

5.3.3 Kinetic Analysis

In order to analyse the kinetics of the higher and lower doped regions individually,

a threshold method was applied to the k0 values. Threshold values of k0 > 5×10−2

cm s−1 for FcTMA+ oxidation and k0 > 1.5×10−2 cm s−1 for Ru(NH3)
3+
6 reduction

yielded the results shown in Figure 5.8, with values above the threshold identified
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Figure 5.7: Images of a 70 µm × 70 µm region of pBDD obtained with (a) FE-SEM at 2 kV

with an in-lens detector, (b) Raman microscopy, with each pixel displaying the integrated area

beneath the peak centred at ∼ 1332 cm−1 as a function of laser spot position, (c) IC-SECM

SG-TC mapping for the collection of FcTMA2+, electrogenerated at the pBDD surface (η =

0.045 V). (d) shows the k0 values determined from the tip currents in (c) with FEM simulations.

with a black dot.

The data from the two regions were used to determine average k0 values for the

oxidation of FcTMA+, giving k0 = 9.7(±4.0) × 10−2 cm s−1 for the high doped

facets and k0 = 2.2(±0.8) × 10−2 cm s−1 for the low doped facets. For the
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Figure 5.8: IC-SECM HET images with values above the assigned threshold of k0 identified as

black dots for (a) the oxidation of FcTMA+ and (b) the reduction of Ru(NH3)3+6 .

Ru(NH3)
3+
6 case, values of k0 = 3.3(±1.5) × 10−2 cm s−1 for the high doped

facets, and k0 = 0.7(±0.3)× 10−2 cm s−1 for the low doped facets were obtained.

These kinetic values further support the Raman data (Figure 5.5), which indicate

the whole area is doped with sufficiently high boron concentrations to ensure

metal-like behaviour with no semiconducting regions. Since the redox potential

for Ru(NH3)
3+
6 lies in the band gap of semiconducting BDD (illustrated in Figure

5.9),21 if any of these regions were present, considerably lower HET kinetic rates

would be expected than are observed here. Interestingly, the ratio of k0 values

between high and low doped facets is approximately 4 for both mediators.

The FEM simulations used to determine the kinetic rate constants are subject to

several assumptions which may impact the extracted k0 values. The largest

source of error in the model is the radius of the Pt wire, since this is calculated

from CV measurements run prior to IC-SECM imaging (see section 2.2.3 for

details) and not measured directly. The determined values ranged between 0.9
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Figure 5.9: Band structure for p-type semiconducting BDD, where EVB is the valence band

potential, ECB is the conduction band potential and EA is the acceptor band, arising due to

boron doping.

and 1.3 µm demonstrating the variability between measurements. Another source

of error comes from the assumption that the transfer coefficient, α, is 0.5, which

may be an oversimplification for this semi-metallic material. However, since these

assumptions are consistent within each IC-SECM map, the determined k0 values

will show the same qualitative relationship between the high and low doped

regions, even though the quantitative values may exhibit some inaccuracies.

5.4 Determination of the Local Density of

States

To investigate this relationship between k0 values for the high and low doped

regions, capacitance measurements were carried out in regions of different boron

dopant concentration to infer information about the local density of states

(LDOS) of the material. To ensure the capacitance of different facets could be
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measured independently, an SECCM setup was used,22 confining the

measurements to the size of the meniscus at the end of the capillary, which was

approximately 1.4 µm. The pulled theta pipet (filled with electrolyte solution (50

mM KNO3) and containing an Ag/AgCl wire quasi-reference counter electrode

(QRCE)) was approached towards the surface whilst a sinusoidal oscillation was

applied to its z-position (200 nm amplitude, 80 Hz frequency). A bias of 200 mV

was applied between the two QRCEs generating a conductance current, and

contact with the substrate was detected via a change in the AC component of

this current. A 0.15 V peak-to-peak triangular wave centred on 0.0 V (scan rate

ν = 30 V s−1) was applied to the QRCEs (whilst maintaining the bias between

them) with respect to the substrate. The observed current amplitude, iamp, is

defined as the difference between the current values for the forward and reverse

scans and is related to capacitance via the following equation:

Cmeas =
iamp

2νA
(5.6)

where A is the area of the electrode, in this case defined by the region of the

substrate in contact with the meniscus.

Measured capacitance values, Cmeas, of 5.2(±0.8) mF cm−2 for high doped facets

and 3.1(±0.4) mF cm−2 for low doped facets were observed, which, when assuming

a typical value of 20 µF cm−2 for the Helmholtz capacitance (CH), gives values for

the LDOS of 6.3(±2.0)× 1020 cm−3 eV−1 and 1.7(±0.7)× 1020 cm−3 eV−1, for the
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high and low doped facets respectively, from the following equations.23

C−1
meas = C−1

H + C−1
SC (5.7)

CSC =
√
e0εε0D(Ef) (5.8)

Here CSC is the capacitance of the space charge region, e0 is the electronic charge, ε

is the dielectric constant of pBDD, ε0 is the vacuum permittivity and D(Ef) is the

LDOS at the Fermi level. Comparing the values of the LDOS for the two regions,

gives a ratio of approximately 4 between high and low doped facets, corresponding

with the k0 values obtained from FEM simulations. Based on these observations, it

can be concluded that HET kinetics at the pBDD surface are largely governed by

the LDOS, which are determined by the local concentration of boron present.

5.5 Conclusions

IC-SECM has provided a powerful tool for extremely high resolution imaging of

heterogeneous surfaces, producing images with much greater detail than would

be possible with conventional SECM. Analysing data from this technique with

FEM simulations allows a wealth of information to be extracted on electrode

kinetics, providing quantitative analysis of HET rates. Areas of different boron

concentration, identified with FE-SEM and Raman spectroscopy, clearly exhibit

different levels of electrochemical activity for the oxidation of FcTMA+ and the

reduction of Ru(NH3)
3+
6 . Modelling the measured electrochemical currents has

allowed k0 values to be determined, and analysis of these values in high and low
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doped regions reveals a similar difference for both mediators. With micro-scale

capacitance measurements, the LDOS for each region has been estimated, which

differs by a factor of 4 between high and low doped facets. This suggests that the

LDOS has a significant influence on the HET kinetics observed and is itself

dependent on the local dopant density of the material.
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Chapter 6

A New Approach for the Fabrication of

Microscale Lipid Bilayers at Glass Pipettes:

Applications for Passive Permeation

Visualisation

In this chapter, a new method of planar lipid bilayer formation is presented,

which overcomes many of the limitations of conventional bilayer preparation

techniques. With this method, stable, solvent-free lipid bilayers exhibiting a high

seal resistance can be formed rapidly, easily and reproducibly. Using these

bilayers, the passive permeation of a series of carboxylic acids is investigated, to

determine the trend in permeability with lipophilicity. Bilayers are formed at the

tip openings of pulled theta pipettes, and the rate of permeation of each carboxylic

acid across the bilayer, from within the pipette into the bulk solution is

determined. The pH change associated with the permeation of a weak acid is

measured using a pH-sensitive fluorophore, which can be visualised with the

confocal laser scanning microscope. Fluorescence profiles can then be extracted

and matched to FEM simulations in order to determine the permeation

coefficient for each species. Analysis of the series of weak acids shows increasing

permeability with lipophilicity, in agreement with Overton’s rule.
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6.1 Introduction

For almost 50 years, planar lipid bilayers, or black lipid membranes (BLMs),

have been used as model cell membrane systems to investigate a variety of

cellular processes.1 They are widely used to study the transport of molecules

across cell membranes either via passive diffusion,2–9 or active transport

involving ion channels.10–14 BLMs containing reconstituted ion channels have

been used for many years to investigate the interaction of ligands with receptor

protein channels,15,16 however, recently there has been considerable interest in

the use of ion channels as biosensors17 for both organic18–20 and inorganic

molecules21 and DNA sequencing.22,23

Methods for the study of passive permeation across BLMs are of particular

interest since most drug compounds are transported via this mechanism, and, as

such, BLMs are used in both high throughput drug screening24–26 and more

detailed studies of trends in permeation rates between molecules.3,5,7,8

Permeation coefficients of small molecules have commonly been analysed using

Overton’s rule,27 which considers the permeation coefficient, P , of a molecule,

across a membrane between two aqueous solutions to be proportional to the

product of the partition coefficient, K, and diffusion coefficient, D of the

molecule in the membrane.28 There has, however, been some debate as to

whether this simplistic view of the permeation process is sufficient to describe the

permeation of all small molecules, since it does not take into account the

amphipathic nature of the phospholipids in a lipid bilayer. Whilst the majority

of studies show a positive correlation between lipophilicity and permeation rate,
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the relationship is often not linear4,29 and there is considerable variation in the P

values reported for the same molecules.3,7–9 Some studies have seen contrasting

trends for some molecules, suggesting permeation may be governed by other

factors such as diffusion.2,30 However, several of the existing techniques have

limitations which limit the accurate measurement of permeation

coefficients.

A significant issue in permeation studies is the method of bilayer formation. For

example, one of the most widely used procedures, the painting method,31 produces

lipid bilayers which contain residual solvent molecules in the interior of the bilayer,

raising questions about the integrity and reliability of such model membranes.32

This is also problematic for ion channel experiments, since these molecules may

denature any proteins embedded in the BLM. The folding method33 produces

BLMs containing less residual solvent, and lipid bilayers produced by the tip-dip

method34 are solvent-free, but have comparatively short lifetimes, making them

unsuitable for ion channel recordings which can take many hours. Improvements

in BLM stability have been achieved through the use of gel-phase materials which

have produced bilayers which are extremely durable,35–40 however, due to the slow

diffusion of analytes through the gel, the temporal responses are very slow.19

Some of the challenges associated with the use of planar lipid bilayers in permeation

measurements may be overcome with the use of liposomes. With most methods of

liposome preparation, there is no issue of residual solvent molecules in the interior

of the membrane and they are typically stable for considerably longer periods than

planar lipid bilayers. However, since the interior of the liposome is inaccessible for

sampling, measurement of permeation rates can be difficult. NMR techniques can
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be used, but only give a bulk view of the process at steady state. Recently CLSM

has been employed to give increased resolution of the permeation of molecules into

a single liposome.41 Using this technique, it is possible to study not only fluorescent

permeants but also weak acids, by means of a pH-sensitive fluorophore, enabling

visualisation of local pH changes as the molecule permeates either into a liposome29

or across a BLM.2

In conventional bilayer systems, BLMs are formed across an aperture in a

polymer membrane e.g. Teflon, up to 100 µm in diameter. The surface area of

the lipid bilayer affects the membrane capacitance which accounts for much of

the noise in the system.42 By reducing the size of the aperture, the system noise

is reduced which allows for greater resolution in ionic current recordings, which is

particularly advantageous for single ion channel measurements. White and

co-workers reported the formation of suspended lipid bilayers over glass

nanopores of < 100 nm, which show very high mechanical and electrical stability,

and extremely low capacitance due to the small area of the bilayers.43 The use of

fused quartz instead of glass in the fabrication of nanopore membranes, further

improves the electrical properties of the bilayers, with seal resistances of > 1 TΩ

reported for nanopores as small as 6 nm.44 These nanopore membranes are

particularly suitable for ion channel recordings as their small size limits the

number of channels that can be inserted, and exceptionally low leakage currents

give excellent current resolution. Furthermore, ion channels can be reproducibly

incorporated upon the application of a small positive pressure and subsequently

removed by a small negative pressure whilst leaving the bilayer intact.45

Here, we report the use of dual-barrel theta capillaries for the formation of
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exceptionally stable, solvent-free, suspended BLMs. This method enables the

formation of bilayers simply, quickly and reproducibly, which are long-lasting and

exhibit resistances up to 600 GΩ. Using this system, we determine the

permeation coefficients of a series of aliphatic carboxylic acids as they passively

permeate across the bilayer. By using CLSM with a pH-sensitive fluorophore,2,29

the movement of these molecules can be tracked by monitoring the local pH

changes around the end of the pipette. Combining this with FEM modelling,

permeation coefficients for the series of acids can be extracted to determine the

effect of permeant lipophilicity on permeability. By positioning quasi-reference

counter electrodes (QRCEs) on either side of the bilayer, the effect of a potential

field on the permeation rate of molecules can also be investigated.

6.2 Principles

The simple method of BLM fabrication presented herein enables the rapid

formation of solvent-free, suspended bilayers with exceptional electrical

properties. To form these bilayers, borosilicate glass theta capillaries are pulled

using a laser puller to produce pipettes with tapered tip openings 5-10 µm in

diameter. The two pipette barrels are half-filled with the weak acid solution and

a QRCE is inserted into each barrel. A small potential (typically 100 mV) is

applied between the two to ensure there is a well-formed meniscus at the end of

the pipette before it is immersed into the lipid solution (1 mg/ml

1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) or soy phosphatidylcholine

(PC) in chloroform) (Figure 6.1(a)). This concentration is sufficiently high that a

monolayer assembles at the oil/water interface, which can be tracked by
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Figure 6.1: Schematic illustration of the bilayer formation process. The pipette is lowered into

the lipid solution (in chloroform) whilst applying a small potential between the two QRCEs to

ensure the meniscus is well-formed (a). The pipette is held in the solution for one minute before

it is retracted, and the cell and solution replaced with an aqueous electrolyte. A small volume

of lipid solution (in chloroform) is dropped onto the aqueous electrolyte and the volatile organic

solvent allowed to evaporate forming a lipid monolayer (b). The pipette is then slowly lowered

until the two monolayers make contact and a bilayer is formed (c).

monitoring the change in resistance (current, ibar) between the two QRCEs in the

theta pipette. As the monolayer assembles, the resistance between the pipette

barrels increases from ∼3-5 MΩ to ∼2-10 GΩ as the meniscus is compressed.
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Once fully assembled, the pipette is removed from the lipid solution, leaving the

monolayer intact on the meniscus of the pipette and allowing any residual

volatile solvent molecules to easily evaporate (Figure 6.1(b)). The pipette is then

positioned above an electrolyte solution onto the surface of which, a small

amount of lipid solution (∼10 µl) is dropped, forming a monolayer at the

air/water interface.

Pressure/area isotherms for the DPPC were recorded using a Langmuir trough,

indicating that for a fully assembled monolayer, the area per molecule is ∼35 Å
2

with a surface pressure of ∼50 mN m−1 (Figure 6.2). To ensure full monolayer

coverage on the surface of the bulk electrolyte solution in the CLSM cell, 10 µl of

1 mg/ml lipid solution is added, giving a theoretical area per lipid of 34 Å
2
.

Figure 6.2: Pressure/area isotherm for the compression of a DPPC monolayer.

A third QRCE is placed into the bulk electrolyte solution to monitor the

resistance across the bilayer as it forms. The pipette is slowly lowered until the
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two monolayers make contact and a bilayer is formed (Figure 6.1(c)). Once

formed, the current between the pipette and bulk solution (ibulk) is monitored as

the potential is varied to determine the resistance of the bilayer from the

current-voltage curves produced.

For the measurement of permeation coefficients, the pipettes are filled with a

carboxylic acid solution containing 0.1 M KCl and 5 µM fluorescein which is

adjusted to pH ∼4.2 to ensure the protonated form of the weak acid is the

dominant species. Since charged species cannot permeate across the bilayer, it is

important to ensure the carboxylic acids are in the neutral form.46 The bulk

solution, into which the molecules permeate, contains 0.1 M KCl, 50 µM HEPES

and the pH-sensitive fluorophore fluorescein (5 µM), which is adjusted to pH 8 so

that any permeating weak acid molecules tend to dissociate, changing the pH

locally. This pH change can be visualised using the confocal laser scanning

microscope and the resulting fluorescence profiles analysed with FEM simulations

to elucidate permeation coefficients as described herein.

6.3 Theory and Simulations

Using FEM modelling, the steady state fluorescence profiles arising due to the

permeating species can be simulated as a function of permeation coefficient, which

is the only adjustable parameter in the simulations. For each weak acid (HX)

studied, the following solution process was considered:

HX 
 X− + H+ (6.1)
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where X− is the conjugate anion of the weak acid, the concentration of which

is dependent on the local pH and pKa of the weak acid. The bulk electrolyte

solution was weakly buffered with 50 µM HEPES to prevent pH changes in the

bulk solution, and so the following equilibria were also included:

(6.2)

(6.3)

The very fast kinetics of the protonation processes compared to the experimental

timescale mean that they could be considered as equilibria controlled by the local

pH. To ensure the equilibria were handled correctly, the pKa values for the weak

acid and buffer were corrected for ionic activity with 0.1 M KCl using the Davies

Equation.47

For each species, i, modelled in the simulation (H+, X−, HX, HEPES, HEPES−,

HEPES2−), a time-independent solution to the reaction-diffusion equation below

was sought

Di

(
∂2c

∂r2
+

1

r

∂c

∂r
+
∂2c

∂z2

)
+Ri = 0 (6.4)

where ci and Di are the concentration and diffusion coefficient of species i

respectively, r and z are the radial and normal coordinates with respect to the

centre of the pipette, and Ri is the rate of production of species i in the domain

(shown in Figure 6.3(a)). The diffusion coefficients and pKa values for each of
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the weak acids are listed in Table 6.1.

Figure 6.3: (a) Simulation domain for permeation coefficient determination. The pipette

geometry is determined from optical microscopy and a range of permeation coefficients for the

diffusion of the weak acid across the bilayer are simulated. (b) Series of simulated fluorescence

profiles at different P values for the permeation of 100 mM propanoic acid.

Table 6.1: Diffusion coefficient, DHX, and pKa values for each weak acid studied.2

Carboxylic Acid pKa DHX(×10−6 cm2s−1)

Acetic 4.76 12.71

Propanoic 4.83 9.18

Butanoic 4.83 8.17

Hexanoic 4.85 7.84

The protonation state of fluorescein has been shown to have no significant effect at

the concentrations used here and was therefore ignored in the calculations.2
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The finite element method was used to determine the concentration of each of the

species on each side of the bilayer over time by solving equation 6.4 subject to

the boundary conditions of the system which are summarised in Table 6.2. Here

Nbilayer describes the flux of the neutral weak acid across the bilayer (with couti and

cini , the concentration of the species outside and inside the pipette respectively).

Although the neutral form of the HEPES buffer may permeate across the bilayer,

due to the relatively high pH in the bulk solution, the concentration of the neutral

molecule was less than 0.1 nM and so was not considered as a permeating species.

All other species were treated as impermeable. The initial concentrations of each

of the species, i, inside and outside of the pipette are denoted cin*i and cout*i .

Table 6.2: Summary of the boundary conditions used for the simulation of the permeation of

a weak acid across a bilayer.

Label in
Boundary

Boundary
Equation

Figure 6.3(a) Condition Type

1
Axis of

Symmetry 0 = ∇ci.n
Symmetry

2 Bilayer Flux/No Flux

Nbilayer = P (couti − cini ) i = HX

0 = ∇cj .n
j = all other

species

3 Pipette Wall No Flux 0 = ∇ci.n

4 Top of Pipette Concentration cini = cin*i

5 Bulk Solution Concentration couti = cout*i

The resulting steady-state profiles for the H+ ions were converted to pH and

subsequently to fluorescence intensity (I) using the empirical relation determined

previously in our group for the pH dependency of fluorescein fluorescence
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intensity under these conditions:2

I = 1− 0.983

1 + e−3.36(6.18−pH)
(6.5)

A series of simulation profiles are shown for a typical acid which visibly

demonstrates that this model is sensitive to permeation rates over 4 orders of

magnitude (Figure 6.3(b)). Moreover, it is easily tuneable to a particular region

by altering the experimental conditions: the pipette geometry, pH of internal and

external solutions and buffer concentrations can all be varied.

To correlate the experimental data with the simulations, CLSM images were

analysed to produce fluorescence profiles normal to the end of the pipette. To

calculate the average fluorescence, a cone of pixels was selected normal to the

end of the pipette and the fluorescence intensity was plotted against the absolute

distance from the end of the pipette. A polynomial fit was then applied to reduce

the experimental noise and this fit was matched to simulated profiles to extract a

permeation coefficient. The raw fluorescence profile for the permeation of 100

mM propanoic acid is shown in Figure 6.4(a) along with the polynomial fit which

allows for easier comparison with the simulated data whilst still preserving the

main features of the profile. Figure 6.4(b) shows a 2D cross-section perpendicular

to the plane of the bilayer in which the experimental CLSM fluorescence profile

for the permeation of 100 mM propanoic acid has been converted into a pH map

using equation 6.5. The simulated pH profile shows excellent agreement with the

experimental data although the noise present in the fluorescence profile in Figure

6.4(b) is also evident in the CLSM image.
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Figure 6.4: (a) Fluorescence intensity-distance plot normal to the end of the pipette extending

into the bulk solution. The CLSM fluorescence profile and polynomial fit is shown for 100 mM

propanoic acid. (b) Experimental (left) and simulated (right) pH profile for the permeation of

100 mM propanoic acid across the bilayer located at the end of the pipette. The weak acid

containing solution in the pipette is at low pH to ensure all the weak acid is in the neutral form

since the charged species is unable to permeate across the bilayer.

6.4 Bilayer characterisation

The setup for bilayer formation and weak acid permeation visualisation is shown

in Figure 6.5(a). After the formation of a lipid bilayer, suspended across the

orifice of the pipette, the seal resistance was measured by recording current-voltage

curves across the bilayer. The resistance varied over a fairly narrow range from

∼100 GΩ to 600 GΩ, with an average value of 259 ± 136 GΩ based on ∼15

independent measurements on different bilayers. These values are comparable

to those previously reported in the literature on similar sized apertures.43,45,48

Figure 6.5(b) shows typical i-V curves between the pipette and bulk solution,
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before and after bilayer formation, with a typical increase in resistance of 5 orders

of magnitude. For these measurements, the potential of one of the QRCEs in

the pipette was swept whilst the current was recorded at the QRCE in the bulk

solution (on the other side of the bilayer).

Figure 6.5: (a) Schematic illustration of the experimental setup for CLSM measurements. (b)

Typical i-V curves for a 8 µm diameter pipette. The potential of one of the QRCEs in the pipette

was swept and the resulting current was measured in the bulk solution before (blue line) and

after (black line) bilayer formation. The open pipette and bilayer seal resistances are 4.6 MΩ

and 330 GΩ respectively.

These bilayers offer several advantages compared to other methodologies, most

notably the lack of residual solvent molecules within the bilayer. By forming

the two monolayers individually, there is sufficient time for any solvent molecules

to evaporate, which is expected to produce solvent-free bilayers when the two

monolayers are brought into contact. The bilayers produced were often stable for

several hours and under extreme potentials (from -1 to +1 V). The absence of
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residual solvent molecules is particularly advantageous for this study, since the

passive permeation of small molecules greatly depends on the structure of the

bilayer and any organic residues could affect the rate of transport.

6.5 Visualisation of Weak Acid Transport

The microscale bilayer system, in which a suspended bilayer is formed at the tip of

a tapered pipette, is advantageous compared to many existing permeation systems

since very high mass transport rates can be achieved. In contrast, in many previous

studies permeation coefficients have typically been determined by measuring the

flux of a permeant between two adjacent stirred chambers separated by a bilayer.6

Stirring increases the rate of mass transport of the permeant to the bilayer, but

because of the restricted fluid flow at the interface there is a region where the

rate of transport is dominated by diffusion. In this unstirred layer (USL), which

is often difficult to define precisely, a diffusive gradient exists between the bulk

concentration of the permeant and the concentration at the bilayer interface.49

This layer can extend for several hundred microns on either side of the bilayer

which causes significant resistance to the rates of permeation that can be measured,

since the rate at which a molecule crosses the USL is generally much slower than

the rate of permeation across the bilayer.2,50 Failure to correct for the USL can

lead to large errors in the calculation of permeation coefficients and this appears

to be a key factor in explaining the variation in reported permeation coefficients

for the same molecules.3,51

The method herein of using local pH changes to detect the rate of permeation
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eliminates any USL problems, since the permeant is delivered directly to the

bilayer, and the resulting fluorescence profile is generated in seconds unlike

conventional proton titration, bulk pH or tracer molecule studies which can take

several hours.7,8

Figure 6.6 shows example profiles for the permeation of 10 mM butanoic and

hexanoic acid across bilayers formed on pipettes with 8 µm diameter tip openings.

It can clearly be seen that hexanoic acid has a significantly larger fluorescence

profile than butanoic acid, and, since the concentration of the permeant and size

of the pipette are consistent, the permeation coefficient must be higher in the

hexanoic acid case, leading to a faster rate of interfacial transfer. In fact, when

the fluorescence profiles for the rest of the series of acids at the same concentration

are compared, there is a clear correlation between the permeation rate and acyl

tail length, indicating that permeability increases with lipophilicity.

Figure 6.6: CLSM fluorescence intensity images showing the permeation of (a) 10 mM butanoic

acid and (b) 10 mM hexanoic acid across a bilayer formed on 8 µm tip diameter pipettes.
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6.6 Quantitative Determination of

Permeation Coefficients

As can be seen in Figure 6.7(a), when no weak acid is present there is sharp change

in pH between the interior and exterior of the pipette. The experimental profile,

however, shows a gradual increase in fluorescence from the end of the pipette,

which is an artefact of CLSM imaging at this magnification. Light from outside

the focal plane is not perfectly rejected, such that in the region around the end

of the pipette the measured fluorescence is a combination of that from inside and

outside the pipette. If this profile is compared to that of acetic acid, which shows

the sharpest change in fluorescence between the inside and outside of the pipette,

there is a clear difference between the two, and it is evident that this imaging

artefact does not significantly affect the shape of the measured fluorescence profile

over most of the distance (Figure 6.7(b)). However, in order to reduce the error in

fitting a simulated profile to the experimental data, the first 25 µm of each of the

profiles was discarded; after this point the profile with no weak acid has reached 90

% of its maximum value and so the contribution of this effect for further distances

in the weak acid profiles can be assumed to be minimal.

To identify the permeation coefficient P for each weak acid, a series of simulated

fluorescence profiles was produced from the FEM model to allow the best match

to the experimental profile to be determined. P values were also chosen to fit

the upper and lower bounds of two independent profiles from bilayers formed with

different pipettes. As can be seen in Figure 6.8, the experimental profiles for each

of the acids fit the simulated profiles well over this length scale. Further into the
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Figure 6.7: (a) CLSM image of a pipette containing only 0.1 M KCl at pH 4.2 after bilayer

formation. (b) Fluorescence intensity profiles normal to the pipette orifice for the same pipette

(black line) in comparison to that for 100 mM acetic acid at pH 4.2 (red line).

solution, the effects of natural convection will influence the process52 so only the

first 150 µm of the profiles were considered.

As expected from visual inspection of the CLSM images, the permeation

coefficients of each of the weak acids were found to monotonically increase with

acyl tail length and partition coefficient, K, as can be seen in Figure 6.9. This

finding supports the general trend of Overton’s rule, which predicts that there is

a correlation between P and K, but the relationship is more complex than

expected, i.e. there is not a strict dependence of P and K.

The data presented here lies within the range of values reported previously

(Table 6.3), although there is considerable variation between studies, which can

be attributed to a number of factors. The composition of the bilayer controls its

phase at room temperature, which, in turn, will affect the rate at which

molecules permeate the bilayer. A bilayer formed from saturated lipids such as

DPPC will be in the gel phase at room temperature and hence will give slower
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Figure 6.8: Experimental and corresponding simulated fluorescence-distance plot for (a) 100

mM acetic acid, (b) 100 mM propanoic acid, (c) 10 mM butanoic acid and (d) 10 mM hexanoic

acid.

permeation rates than unsaturated bilayers, formed from, for example, soy or egg

phosphatidylcholine (PC), which exist in the fluid phase. Additionally, for these

lipids, the paintbrush method is typically used to form bilayers and consequently

there will be residual organic solvent molecules within the bilayers which may

affect the rate of transport.

Finally, for studies where an USL exists, its poorly defined nature means the

accurate determination of permeation coefficients is extremely difficult and large
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Table 6.3: Permeation coefficients (P ) from previous weak acid permeation studies (units 10−2

cm s−1).

Weak Acid Ref. 29 Ref. 2 Ref. 30 Ref. 5
This study This study

(DPPC) Soy PC

Acetic 0.06 0.22 0.0028 0.66 0.0028 0.09

Propanoic 0.19 - 0.0025 2.6 0.070 0.26

Butanoic 0.72 0.089 0.0061 9.5 0.42 0.82

Hexanoic 23.0 0.0633 - 110 3.6 -

Lipid

DPPC,

Soy PC DPPC Egg PC DPPC Soy PCDOPC and

cholesterol

Temperature, ◦C 22± 2 20± 2 30 22± 2 22± 2 22± 2

Figure 6.9: Plot of the permeation coefficient (P ) of each weak acid across DPPC and soy PC

bilayers vs. (a) acyl tail length and (b) water/octanol partition coefficient (K).

errors can easily be introduced.3 To assess what effect the structural phase of the

bilayer had on permeability, preliminary experiments were carried out with soy

PC which exists in the fluid phase at room temperature. From Figure 6.9(a) it is
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evident that whilst the same trend in permeability is observed, the P values are

higher than for DPPC bilayers, particularly for acetic and propanoic acid. This

indicates that in the DPPC bilayers, there is a significant barrier to permeation

of less lipophilic molecules due to the close packing of the saturated lipid tails in

the interior of the bilayer. The differences between P values for DPPC and soy

PC bilayers, however, do not represent the full range of values reported in the

literature, indicating that the variation is not solely due to bilayer structure.

In addition to the wide range of permeation coefficients reported for the same

molecules, there has been considerable debate as to whether the qualitative

relationship predicted by Overton’s rule is accurate. Previous work from the

Warwick group demonstrated a decreasing trend in permeability with

lipophilicity, in contrast to the results presented herein, and most other existing

data.2 However, some studies also reported decreasing permeability with

lipophilicity, for at least some of the weak acids in the series.4,30 Whilst the

phase of the lipid bilayer and USL effects may account for the discrepancies in

these studies, other factors must be considered for the data presented by Grime

et al.. The bilayers used were formed via the painting method, introducing the

possibility that organic solvent molecules within the bilayer could affect the

measured permeation rates. Additionally, using a UME to electrogenerate the

weak acid molecule at the bilayer interface may not be as well defined a process

as expected (as discussed in Chapter 7), and the resulting electric field arising

during this process could affect the structure of the bilayer, influencing its

permeability.

The novel method of bilayer formation and measurement of permeation
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coefficients described in this chapter eliminates virtually all of the sources of

error listed above, providing an extremely reliable set of data from which to draw

conclusions. The bilayers produced contain no residual solvent molecules, and

the weak acid molecules are delivered directly to the bilayer interface, so that the

measured permeation rates are not influenced by USL effects or any factors

associated with the electrogeneration of the weak acid by a UME.

To assess the exact relationship between P and K, the water/octanol partition

coefficients and measured permeation coefficients have been plotted for this work

and previous studies also using DPPC (Figure 6.9(b)). The partition coefficient

is a measure of how readily a molecule will dissolve in an aqueous phase

compared to an organic phase, and as such is a measure of the lipophilicity of a

molecule. Overton’s rule states that there is a correlation between P and K, i.e.

more lipophilic molecules will permeate more readily, since they are more soluble

in the organic phase. However, the lipid bilayer contains both hydrophilic and

hydrophobic moieties, which Overton’s rule does not account for.

Our DPPC data shows a strong linear trend with the exception of acetic acid

which is lower than would be expected based on Overton’s rule. This observation

could attributed to the gel phase structure of the bilayer creating a greater energy

barrier for the permeation of the more hydrophilic molecule, compared to those

with longer acyl tails.53 Li and co-workers, avoided this issue by using a mixture

of lipids to ensure the bilayers were in the liquid phase and which explains their

reported higher permeation coefficients.29 Our soy PC data correlate exceptionally

well with the partition coefficients and the P values are in excellent agreement with

previous work.
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6.7 Effects of Potential Field on

Permeability

One other application of this bilayer system is in the study of potential field effects

on the rate of transport of molecules. Potential fields have been shown to increase

the rate of transport of ions across the membrane via the formation of pores within

the membrane.54,55 These pores may provide an additional route to permeation and

therefore increase the permeation rates of molecules through bilayers held under a

potential field. Figure 6.10 shows CLSM profiles of 5 mM hexanoic acid permeating

across bilayers at potentials of 0 V, 0.5 V and 1 V with the potential applied to one

of the QRCEs in the pipette. As can be seen visually, there is a small increase in

permeability with increasing potential, supporting the idea that the potential field

disrupts the membrane. Analysis of these profiles gives permeation coefficients of

6.5 × 10−3 cm s−1 at 0 V, 8.1 × 10−3 cm s−1 at 0.5 V and 13 × 10−3 cm s−1 at 1

V showing a two-fold increase in permeability from 0 to 1 V.

Figure 6.10: CLSM fluorescence intensity images showing the permeation of 5 mM hexanoic

acid at potentials of (a) 0 V, (b) 0.5 V and (c) 1 V vs. Ag/AgCl.
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The experiment was repeated with propanoic acid, yielding P values of 1.9× 10−4

cm s−1 at 0.1 V, 2.3 × 10−4 cm s−1 at 0.5 V, and 3.1 × 10−4 cm s−1 at 1 V

(Figure 6.11), indicating that the effect of the potential field on permeability is

not influenced by the lipophilicity of the molecule.

Figure 6.11: CLSM fluorescence intensity images showing the permeation of 100 mM propanoic

acid at potentials of (a) 0.1 V, (b) 0.5 V and (c) 1 V vs. Ag/AgCl.

6.8 Conclusions

This new method of suspended BLM fabrication allows for the rapid formation of

solvent-free bilayers which are durable over long time periods, stable under

extreme potentials and exhibit extremely high seal resistances. Each monolayer

is assembled individually allowing volatile residual solvent molecules to evaporate

before the bilayer is formed. Here, this property has been exploited to investigate

the permeability of a series of carboxylic acids across these solvent-free bilayers.

By monitoring the change in fluorescence intensity of a pH-sensitive fluorophore,

local pH changes can be visualised as these acids permeate across the bilayers. A

clear trend is observable from the fluorescence images, with the more lipophilic
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acids showing larger changes in pH and therefore faster permeation rates.

However, accurate permeation coefficients can be extracted from this data by

fitting to simulated fluorescence profiles generated by the FEM model. There is

an increase in permeation coefficient with partition coefficient, although the

relationship does not strictly follow Overton’s rule. Comparison of the data from

DPPC and soy PC bilayers indicates that the composition of the bilayer does not

affect this trend, i.e. the phase in which the lipids exist does not affect

permeation rates, at least qualitatively, although higher permeation coefficients

are observed for bilayers formed from lipids in the fluid phase.

The effects of potential fields on permeation rate have also been investigated which

show slightly increased rates of transport for more positive potentials which can

be attributed to the formation of pores in the membrane induced by the potential

field.

Since weak acids and bases are commonly used in pharmaceuticals, the technique

is of considerable value in analysing permeation rates of these molecules to

determine how particular molecular characteristics influence rates of transport.

This could also be coupled with further investigations into the effects of potential

fields on permeation to enhance the delivery of these molecules into cells.

Additionally, there are potential applications for these bilayers in asymmetric

bilayer studies due to the individual formation of each monolayer, and also in

ion-channel measurements due to their high seal resistances. Furthermore, the

ability to control the size of the pipette tip opening would allow the system to be

optimised for single ion-channel recordings for possible applications as biosensors,

where nanometre sized apertures are highly beneficial.17,43
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Chapter 7

Investigation of the Lateral Diffusion of

Protons at Surfaces using Confocal Laser

Scanning Microscopy coupled with SECM and

FEM Simulations

In this chapter, a combined CLSM-SECM technique is used to investigate the

interaction of protons with different substrates. Protons are generated

galvanostatically via the oxidation of water, due to the application of an anodic

current to a Pt UME. This process elicits a change in the local pH, which is

monitored via a pH-sensitive fluorophore, and a series of CLSM fluorescence

profiles are captured over time. In order to quantitatively analyse the data, a

FEM simulation has been developed, which models both the proton-substrate

affinity, and lateral diffusion of the protons along the substrate surface. By

comparing these simulated profiles to the experimental data, the interaction of

protons with inert (poly-L-lysine) and negatively charged (poly-L-glutamic acid)

substrates can be quantified, and the lateral diffusion coefficient of protons along

an egg PC bilayer can be extracted. The quantification of the interaction of

protons with these surfaces demonstrates that FEM simulations can be a powerful

tool for determining experimental parameters that would otherwise be inaccessible

by experimental techniques. Moreover, discrepancies observed between

experimental and simulated data can provide insights into how both the

experimental setup and FEM model can be optimised.
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7.1 Introduction

The movement of protons between sites in biological membranes is of

fundamental importance to many bioenergetic processes.1 Lateral diffusion of the

protons along the membrane surface represents the most efficient mechanism of

transport, however, there has been considerable debate as to the extent to which

this pathway operates.2–4 The process of proton transfer in biological systems is

of critical importance, as the movement of protons drives bioenergetic processes

in mitochondria, chloroplasts and bacteria. Oxidative phosphorylation occurs in

the membranes of each, and is the process by which all cells derive their energy.

It relies on the translocation of protons, generating a proton gradient, which,

when coupled with an electric potential gradient, generates a “protonmotive

force” according to the chemiosmotic theory proposed by Mitchell.5 Protons

move down this gradient, through the enzyme adenosine triphosphate (ATP)

synthase, which uses the potential energy of the protons to drive the synthesis of

ATP. Whilst the translocation of protons across the membrane is facilitated by a

series of enzymes, there are competing theories about the mechanism of lateral

transport between enzymes along the membrane.6–8

A number of experimental techniques have been used to study this phenomenon,

many of which involve the use of a fluorescent probe such as fluorescein. By

covalently attaching this molecule to the surface of the membrane at a particular

location, it can be used to monitor the local change in pH as protons are introduced

at a separate position on the membrane. For example, in some of the early studies

by Teissié et al., acid solution was injected into the system, and the change in
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fluorescence of the fluorescein was monitored several centimetres away.3,9 More

recently, a modified version of this technique has been used, whereby a micropipette

is used for acid/base injection, allowing measurement of proton diffusion over much

smaller length scales.10

Alternatively, excited-state proton emitter molecules can be used as a proton

source, which release a proton upon excitation with a laser pulse.11 Finally,

photochemically active membrane proteins such as bacteriorhodopsin will

undergo a photochemical reaction cycle upon excitation with a light pulse,

releasing protons from a fixed position in the membrane. This allows spatial and

temporal monitoring of proton transfer to the surface-bound pH indicator

molecules also present within the membrane.4,12

Electrochemical methods have also been used to study lateral proton diffusion.

Using an SECM setup, the tip-current can be recorded as the UME is positioned

close to a Langmuir monolayer whilst driving the reduction of H+.13 This current

can then be analysed to determine the rate of diffusion of protons along the

surface of the monolayer, to replace those consumed at the electrode.

Conductivity measurements in the proximity of a Langmuir monolayer have also

been used, which record the change in conductivity as the monolayer is

compressed. From this, conclusions about lateral diffusion within the monolayer

can be drawn.14

There are a number of processes that must be considered when studying lateral

proton diffusion. Firstly, the transport of protons in bulk solution is unlike any

other ion, since they diffuse by the Grotthuss mechanism (Figure 7.1).15 This

mechanism describes how the hydrogen bonds between neighbouring water
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molecules within the solvation shell of the H3O
+ ion become covalent bonds as

the charge of the proton is displaced along this network.

Figure 7.1: Illustration of the Grotthuss mechanism of proton transport through aqueous

solution.15

Secondly the interaction of the protons with the membrane surface must be

considered. Previous work has shown that protons diffuse over much longer

distances than would be expected from the average lifetime of the proton on the

surface based on its pKa value.16 Cherepanov et al. have proposed that this

phenomenon is due to a potential barrier at the membrane surface resulting from

the low dielectric permittivity of water in this region, which causes protons to

remain close to the membrane.17 In this work, the effect of mobile buffer

molecules in solution on the interfacial energy barrier was investigated, showing

that the electric charge on the buffer affected the rate of proton equilibration

between the bulk solution and the surface, by altering the height of the energy

barrier above the surface.18 These observations are in agreement with previous

work, demonstrating the influence of mobile buffers on lateral diffusion

coefficients.19

The fixed buffers on the membrane surface must also be taken into account, since

the movement of protons along the membrane is often treated as a series of binding
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and release events between these groups. These include the headgroups of the

phospholipids and other ionizable groups present in the membrane. These groups

are typically spaced 5-10 Å apart, precluding direct proton transfer between them.

The “jump” model, in which a proton dissociates from one group and diffuses

and binds to the next, predicts considerably lower diffusion coefficients than are

observed, indicating that this explanation of proton diffusion does not accurately

describe the process occurring.20

One alternative theory suggests that the overlapping Coulomb cages of the different

groups may give rise to a continuous potential well in which the proton can diffuse

unhindered, or that they are connected by water wires, along which protons may

travel.21 In either case, the pKa of these groups would be expected to have a

significant impact on lateral diffusion rates. However, Springer et al. have recently

presented data indicating that, in fact, the pKa of the surface has very little impact

on lateral diffusion rates. Furthermore, they demonstrated that replacing H2O

in the system with D2O significantly reduces the lateral diffusion coefficient of

protons, indicating that transport occurs predominantly via an interfacial water

layer.20

A number of approaches have been utilised in modelling the lateral diffusion of

protons, with varying levels of complexity. Antonenko and Pohl used simple,

analytical solutions to the 2D and 3D diffusion equations to model the change in

fluorescence at a specific point on the membrane after the injection of protons.10

This simple approach can be extended by adding a term describing the

adsorption and desorption of the protons onto and off the membrane surface

which can include contributions from both fixed buffers on the membrane
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surface, and mobile buffers in the aqueous solution. The adsorption of protons

onto fixed sites on the membrane can be modelled with an array of proton

collecting antenna of a finite radius, between which, protons diffuse laterally.21,22

The exchange of protons between the aqueous solution and proton antenna can

be modelled as a rapid or slow process, affecting the dwell time of the protons on

the surface and consequently influencing whether proton diffusion at the surface

can be considered as being decoupled from the bulk.16 Finally, the effects of the

potential barrier can also be included, which affect the adsorption and desorption

rates of the protons onto the membrane surface.18

In this chapter, a FEM model is developed to model the interaction of protons

with a number of different substrates. Combining electrochemical and fluorescence

techniques, the local pH close to different surfaces was observed by means of the

pH-sensitive fluorophore fluorescein. Protons were generated galvanostatically via

the oxidation of water, and the adsorption and lateral diffusion of these protons

gave rise to different pH profiles. Using FEM simulations, it is possible to quantify

the rates of these processes at different substrates.

7.2 SECM-CLSM Principles

For each substrate studied herein, the same experimental procedure was used to

study changes in the distribution of protons in the system over time. To generate

protons, a two electrode galvanostatic setup was used with a platinum reference

electrode and a 25 µm diameter UME working electrode (fabricated using

procedures described previously23) positioned 20 µm above the substrate using a
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piezoelectric positioner. An anodic current between 0.5 and 2 nA was applied to

the UME via a home-built galvanostat, producing a proton flux from the

oxidation of water:

H2O −→ 2H+ + 1/2O2 + 2e− (7.1)

The aqueous solution contained the pH-sensitive fluorophore fluorescein, the

fluorescence intensity of which is high in alkaline, and low in acidic environments.

The pH of the bulk solution was adjusted to 7.8 so that the initial fluorescence

intensity was high (approximately 90% of the maximum intensity, see Figure

7.3). As the anodic current was applied to the UME, generating protons, the pH

around the tip decreased, causing a reduction in fluorescence intensity. Using the

confocal laser scanning microscope, line scans were taken at the midpoint

between the substrate and UME every 2 ms, recording the change in fluorescence

intensity over time. Figure 7.2 shows the experimental setup indicating the

positioning of the UME and CLSM lens with respect to the substrate. For each

line scan recorded after the application of the anodic current, the fluorescence

intensity was lowest directly beneath the Pt tip, gradually increasing with

increasing distance from the centre of the UME. Over longer time periods, the

fluorescence intensity beneath the UME decreased as the proton concentration

increased, and a faster change in this intensity was observed at higher currents,

as the flux of protons increased more rapidly.

The spread of these fluorescence profiles can be used to quantify the

proton-substrate interaction, since adsorption of the protons onto the surface will

reduce the spread of the fluorescence profile. In order to analyse these profiles, a
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Figure 7.2: Schematic of the experimental setup for CLSM studies of proton

adsorption/diffusion (not to scale).

calibration curve was recorded by measuring the fluorescence intensity at a range

of different pH values (Figure 7.3). A Boltzmann fit was applied to the data to

give an analytical expression for the relationship, and the pH value at which the

half-maximum fluorescence intensity occurred was determined. Using this value,

each line profile was analysed to find the distance from the centre of the UME at

which the pH was equal to this value. Analysing each line profile in this way

produced a spatio-temporal plot of distance at which the half-maximum

fluorescence intensity occurred against time.

7.3 Theory and Simulations

With the aid of FEM simulations, the CLSM fluorescence profiles presented

herein can be quantified to determine quantitative information about the
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Figure 7.3: Calibration curve showing the change in normalised fluorescence intensity with pH.

different substrates, and the means by which protons interact with them. Whilst

the only species of interest in the simulation is H+, there are others which must

be taken into account. The water equilibrium:

H2O 
 H+ + OH− (7.2)

will buffer the solution to some extent and may affect the resulting pH changes. To

assess the extent of this effect, simulations were run with and without the water

equilibrium with the concentration of each species corrected for the ionic activity

of the solution (0.1 M KNO3) using the Davies equation (Figure 7.4).24 As can be

seen, the presence of this equilibrium has only a very small effect on the resulting

profile, and was therefore not included in all other simulations for computational

efficiency.

Fluorescein is also present in solution to monitor changes in pH and exists in
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Figure 7.4: Simulated spatio-temporal plots of the half-maximum fluorescence intensity for an

inert surface, with and without the inclusion of the water equilibrium.

three states of protonation depending on the pH of the surrounding solution (as

described in section 1.6.2):

(7.3)

(7.4)

(7.5)

However, as for the water equilibrium, inclusion of these equilibria had little effect

on the results of the simulations, due to the low concentration of fluorescein present
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in solution.

In order to simulate the distribution of protons within the system over time, an

axisymmetric simulation domain with length 5 mm and height 5 mm was

constructed. The UME was modelled as a 12.5 µm radius Pt wire surrounded by

a glass sheath (radius 125 µm). The initial concentration of protons was

calculated from the bulk pH value, and the diffusion coefficient was set as

7.6 × 10−5 cm2 s−1, which is appropriate for the experimental conditions

used.25

To calculate the concentration of protons within this domain, the following time-

dependent reaction-diffusion equation was solved in the axisymmetrical cylindrical

geometry appropriate to SECM:

∂c

∂t
= D

(
∂2c

∂r2
+

1

r

∂c

∂r
+
∂2c

∂z2

)
+R (7.6)

where c, D and R are the concentration, diffusion coefficient and rate of production

of protons respectively, and r and z are the radial and normal coordinates with

respect to the centre of the UME. Protons are galvanostatically generated at the

Pt UME tip, with the resulting flux reasonably described by Equation 7.7

J =
iapp
nAF

(7.7)

where iapp is the applied current, n is the number of electrons transferred (in this

case, 1) and A is the area of the electrode.

The extent to which protons adsorb onto or desorb from the substrate is dependent

on the surface potential, ψ0, which can be determined from the Gouy-Chapman
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model26

σ0 = (8εε0RTI)
1⁄2sinh

(
Fψ0

2RT

)
(7.8)

where σ0 is the charge density, ε is the dielectric constant, ε0 is the permittivity of

free space, R is the gas constant, T is the temperature and I is the ionic strength

of the supporting electrolyte.

This charge density will be dependent on the proportion of surface sites which are

protonated:

σ0 = FθN (7.9)

where θ is the proportion of unprotonated surface sites and N is the total

concentration of these sites.

The rate constants for the adsorption and desorption processes are given by the

following expressions, which can be written in terms of intrinsic parameters,

independent of the surface potential:26

ka = kiaexp

(
Fψ0

2RT

)
(7.10)

kd = kidexp

(
−Fψ0

2RT

)
(7.11)

The intrinsic adsorption and desorption rate constants are related to the pKa of

the surface functional groups:

kid = kia × 10−pKa (7.12)
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Coupling the adsorption/desorption process with lateral diffusion at the surface,

gives the boundary condition which is applied to the substrate

D
∂c

∂z
= −kdθ + ka(1− θ)c (7.13)

with the time dependence of theta given by

N
∂θ

∂t
= NDsurf

[
∂2θ

∂r2
+

1

r

∂θ

∂r

]
− kdθ + ka(1− θ)c (7.14)

The reaction-diffusion equation (Equation 7.6) is solved subject to the boundary

conditions of the system to produce a profile of the proton concentration over

time. In order to compare this profile to the experimental data, the [H+] profile is

converted into a pH profile and a line profile is extracted for each time point, 10

µm above the substrate. This data is further analysed by finding the horizontal

distance along the line profile at which the fluorescence intensity is at half its

maximum value, which corresponds to a pH of 6.1 based on calibration curves

obtained for the system (Figure 7.3).

7.4 Visualisation of Proton Interaction with

Modified Substrates

7.4.1 Case 1: Poly-L-lysine

The FEM model was first parameterised to simulate the case of an inert surface,

corresponding to the poly-L-lysine (PLL) modified substrate used for the
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experiments. The chemical structure of PLL is shown in Figure 7.5 along with

PGA, studied in the next section.

Figure 7.5: Chemical structure of (a) PLL and (b) PGA.

Whilst the substrate itself is inert since will not adsorb any protons due to its

positive charge in the pH range studied, the glass of the UME will adsorb some of

the protons produced at the Pt tip. To account for this, an adsorption boundary

condition was applied, and a number of simulations were run for different pKa

values, setting the concentration of adsorption sites as N = 1 × 10−9 mol cm−2.

As can be seen visually in Figure 7.6, adding this boundary condition greatly

affects the resulting pH profile, and the results for different pKa values clearly

show that this parameter has a large influence on the extent of proton adsorption

(Figure 7.7).

Comparing the experimental and simulated data, however, shows a significant

discrepancy between the two (Figure 7.7). Whilst the gradient of the

experimental data appears to match the simulation after around 1 s, initially

there is a considerable difference. For the simulated data, there is a very fast rise

in the diffusion profile of the protons around the UME after the initiation of

galvanostatic proton generation, which is not present in the experimental data.

After this initial period (∼30 ms), the adsorption of protons onto the glass

182



CHAPTER 7

Figure 7.6: Simulated pH profiles 3 s after initiation of a 1.5 nA anodic current for an inert

substrate with (a) no proton adsorption at the UME glass surface and (b) an adsorption boundary

condition applied (pKa = 8.3, N = 1× 10−9 mol cm−2).

surface starts to influence the shape of the profile, controlling its gradient.

Figure 7.7: Experimental and simulated spatio-temporal plots of the radial position of the

half-maximum fluorescence intensity for different effective pKa values on the UME glass surface

(N = 1× 10−9 mol cm−2).
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Figure 7.8 shows the pH profile 5 ms after initiation of the anodic current, in

which it can clearly be seen that the pH has already reached 6.1, 10 µm above

the substrate. However, in the experimental profile, this pH value is not reached

until ∼0.2 s, indicating that solution processes involving the uptake of protons are

occurring. Previous SECM studies have taken advantage of this “chemical lens”

created by scavenger molecules, which uptake species generated at the UME, to

increases the resolution of the instrument,27 however, here the unknown nature of

the solution processes convolutes the analysis.

Figure 7.8: Simulated pH profile 5 ms after the initiation of the 1.5 nA anodic current (pKa

8.3 on UME glass, N = 1× 10−9 mol cm−2).

To overcome this initial inconsistency, the distance corresponding to the time at

which surface adsorption starts to dominate the shape of the simulated profiles was

found, and the time axis offset to match the experimental data. During this initial

time period, solution processes such as the uptake of protons by dissolved CO2
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will reduce the flux of protons to the substrate, causing a discrepancy between the

experimental and simulated data. After the initial period of equilibration between

the flux of protons from the UME and uptake in solution, the solution processes

will have less of an influence on the pH profile, and proton-substrate interactions

will begin to dominate the response. Offsetting the experimental data to account

for this process results in good agreement between experiment and simulation with

an effective pKa value of 8.3 at the UME glass boundary, at a range of different

applied currents, from 0.5 to 2 nA, as can be seen in Figure 7.9.

Figure 7.9: Experimental and simulated spatio-temporal plots for PLL-modified substrates at

a range of different applied anodic currents (pKa 8.3 on UME glass, N = 1× 10−9 mol cm−2).

This simple approach to overcome the unaccounted complexities of the

experimental system is useful in demonstrating how FEM simulations can be

used to determine intrinsic parameters, however, there may be additional factors

influencing the process, for example if the applied current does not generate the

flux of proton expected, which will affect the results. Therefore, whilst this
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model is useful for providing estimates for the effective surface pKa values and

lateral diffusion coefficients, reliable conclusions about the quantitative values of

these parameters cannot be drawn at this point.

7.4.2 Case 2: Poly-L-glutamic Acid

Poly-L-glutamic acid (PGA) is a polymeric amino acid, commonly used for a wide

variety of biological applications.28–30 Each glutamic acid subunit has an intrinsic

pKa value of 4.1, and should therefore be fully deprotonated at pH 7.8, acting as a

sink for proton adsorption. However, the effective pKa value may be different due

to polymer-surface interactions. In order to determine this effective pKa value,

the substrate is no longer considered inert, and a second adsorption/desorption

boundary condition is applied to this surface. The surface density of PGA is fixed

at 5× 10−10 mol cm−2,31 corresponding to the number of sites available for proton

adsorption, and the pKa of the surface is varied. This will affect the adsorption

and desorption kinetics and giving rise to different pH profiles. As can be seen

in Figure 7.10, an effective pKa value of 7.3 fits the experimental data well for

all applied currents, indicating that protons are not adsorbing to the surface as

rapidly as expected based on the intrinsic pKa value.

7.4.3 Case 3: Phosphatidylcholine Bilayer

Bilayers composed of egg phosphatidylcholine (PC) were formed on glass

coverslips by incubating in a solution containing egg PC SUVs for 128 minutes.

After this time, a stable, uniform supported lipid bilayer was formed. As for the
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Figure 7.10: Experimental and simulated spatio-temporal plots for PGA-modified substrates

at a range of different applied anodic currents with substrate pKa = 7.3 and N = 5× 10−10 mol

cm−2.

other substrates, protons were galvanostatically generated from the UME, and

the resulting fluorescence profiles were analysed to produce spatio-temporal plots

of the half-maximum fluorescence. For the bilayer case, a lateral diffusion term

must now be included in the simulation boundary condition on this surface.

Additionally, the adsorption/desorption term is modified to more accurately

represent the proton-bilayer interaction. Since there is no buffer in the aqueous

phase (to allow changes in pH to be measured) there will be a strong potential

barrier at the surface, preventing protons from desorbing from the bilayer.

Previous studies have also shown that the pKa of the substrate has no impact on

the rate of adsorption and lateral diffusion of protons, since this is assumed to

occur predominantly in the water layer adjacent to the bilayer.20 To reflect these

conditions, the desorption term is removed and adsorption is modelled as

ka(1 − θ)c, where ka is set at a fast rate of 1 cm s−1. With this modified
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boundary condition and setting the number of concentration of surface sites as

2.5 × 10−10 mol cm−2,32 corresponding to the lipid surface coverage, the lateral

diffusion coefficient, Dsurf, can be varied to match simulated and experimental

profiles.

Figure 7.11: Simulated spatio-temporal plots for supported egg PC bilayers with a range of

lateral diffusion coefficients (Dsurf). The number of adsorption sites was set as N = 2.5× 10−10

mol cm−2 with the adsorption rate ka = 1 cm s−1.

Figure 7.11 clearly shows the effect of increasing the lateral diffusion coefficient on

the simulated profiles, since as protons adsorb onto the surface, they diffuse along

the membrane surface allowing more protons to adsorb. Once again, by shifting

the time axis of the simulated data, a good fit with the experimental data can be

achieved for a diffusion coefficient value of 5× 10−5 cm2 s−1 at the three different

currents used (Figure 7.12).
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Figure 7.12: Experimental and simulated spatio-temporal plots for supported egg PC bilayers

at a range of different applied anodic currents (Dsurf = 5× 10−5 cm2 s−1, N = 2.5× 10−10 mol

cm−2 and ka = 1 cm s−1).

7.5 Optimisation of Experimental Setup and

Simulation Methods

Whilst good agreement between experiment and simulation can be achieved by

applying a time offset, it would be more beneficial to determine methods of

reducing the inconsistency. Figure 7.13 shows the time offset applied for each

substrate at each anodic current. There is a clear trend between the applied

current and the offset implemented, indicating that this issue can be overcome to

a certain extent with the application of higher currents.

Interestingly, there is also an effect of the substrate on the time offset, which is

not observed in the simulations. Figure 7.14 shows the simulated profiles for each

of the different substrates studied using the parameters of best fit, demonstrating
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Figure 7.13: Plot of the time offset applied to the simulated data for each anodic current

applied and substrate investigated.

that the surface only affects the proton distribution once the initial flux of protons

from the UME has been established. This substrate-dependent effect could be

due to the presence of functional groups in solution, which have detached from

the surface and act as another proton carrier. For the egg PC bilayer case, it is

possible that applying an anodic current disrupts the bilayer, due to the electric

field generated. Further experiments were also carried out with bilayers containing

egg PC with 20% DSPG which is negatively charged. This charged bilayer appears

to have a greater impact on proton generation than the neutral case, indicating

that this may be due to disruption of the membrane by the electric field, which

would affect the charged bilayer to a greater extent than the neutral bilayer.
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Figure 7.14: Simulated spatio-temporal plots for each substrate studied with an applied anodic

current of 1.5 nA. For all cases, the UME glass pKa was 8.3, with N = 1× 10−9 mol cm−2. For

the PGA substrate, pKa = 7.3 with N = 5× 10−10 mol cm−2, and for the egg PC bilayer, Dsurf

= 5 × 10−5 cm2 s−1 with N = 2.5 × 10−10 mol cm−2 and the adsorption constant, ka = 1 cm

s−1.

7.6 Conclusions

This chapter has demonstrated how FEM simulations can be used to understand

the interaction of protons with different substrates. Protons were generated via

the application of an anodic current to a UME and the resulting pH distribution

was monitored with CLSM to produce spatio-temporal plots of the resulting

profiles. Although there were significant discrepancies between the initial region

of the experimental and simulated profiles, shifting the time axis of the simulated

profile to eliminate this region from the analysis produced a good fit, which was

consistent for the different applied currents. The inert, PLL surface required an

adsorption boundary condition on the UME glass sheath to account for the
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observed fluorescence profile, whilst the negatively charge PGA surface did not

adsorb protons to the extent expected from its low intrinsic pKa value. The egg

PC bilayer exhibited a high lateral diffusion coefficient, which gave consistent

agreement between experiment and simulation for all applied currents. However,

this case displayed the greatest inconsistency between the experimental and

simulated profiles, indicating that proton generation at the UME is affected by

the presence of the bilayer.

Whilst the data presented herein cannot be used to draw reliable quantitative

conclusions about the systems studied, the simulations highlight issues with the

experimental setup, which could be overcome simply to obtain more reliable

data. Increasing the anodic current would the minimise discrepancies between

experimental and simulated data, and by carrying out the experiment in an inert

atmosphere, the influence of dissolved CO2 in the system could be eliminated.

Alternatively, additional solution processes could be introduced into the model to

more accurately reflect the experimental conditions. Overall, carrying out

simulations in conjunction with experiments, provides an opportunity for both

the experimental setup and model to be optimised to give the most consistent

and reliable data, in a way that would not be possible with either approach in

isolation.
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Chapter 8

Conclusions

The aim of this thesis was to further the understanding of two broad classes of

biophysicochemical processes, namely (i) the detection of biomolecules and (ii)

the transport of molecules at biomembrane interfaces. As discussed in Chapter 1,

electrochemistry represents a powerful tool for the detection of biomolecules. In

particular, carbon electrodes demonstrate a range of exceptional properties for

this task. In Chapter 3, three different forms of carbon electrode were

investigated as voltammetric sensors for the neurotransmitter, serotonin. Carbon

nanotubes (CNTs) and polycrystalline boron doped diamond (pBDD) are two

novel forms of carbon electrode which have gained increasing interest in recent

years, and in this chapter, the properties of these materials were compared to the

more conventional glassy carbon electrode. From cyclic voltammetry

measurements, the sensitivity of each of the electrodes to low concentrations of

serotonin was assessed, revealing the enhanced limits of detection of the pBDD

and CNTN electrodes compared to GC. Whilst the CNTN electrode exhibited by

far the lowest limit of detection, the pBDD electrode was found to be

considerably more resistant to fouling from oxidation products, particularly when

appropriate potential limits for CV measurements were chosen.
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The electrochemical properties of CNTs were explored further in Chapter 4,

using high resolution SECCM imaging. Flow-aligned “pristine” single-walled

carbon nanotubes were grown by cCVD to allow the electroactivity of isolated

regions of individual SWNTs to a range of redox mediators, including serotonin,

to be assessed. There has been considerable debate in the literature as to the

source of the electroactivity of SWNTs, detailed in Chapter 1, with uncertainty

as to whether electron transfer occurs at the nanotube sidewalls. SECCM

employs a dual barrel pipet, pulled to a sharp tip, as a mobile electrochemical

cell, allowing the electrochemical response of an isolated region of the SWNT to

be probed, independent of the rest of the nanotube. Using this technique, high

electrochemical activity was observed along the length of the SWNT with

different mediators, indicating that, in fact, the sidewall is highly active.

Development of a FEM model allowed the HET rate constants to be determined

from the observed electrochemical currents, indicating fast kinetics for the

oxidation of FcTMA+. The work in this chapter provides a platform for a wide

range of electrochemical studies of CNTs in the future.

FEM simulations have been shown to be a powerful tool in the determination

of substrate kinetics in electrochemical systems. In Chapter 5, FEM simulations

were again used to investigate HET at the surface of pBDD. This heterogeneous

material is composed of facets with different dopant densities which are shown to

exhibit different levels of electroactivity. High resolution IC-SECM measurements

were made, which enabled the electrochemical response of each facet to be resolved.

Using FEM simulations, the observed electrochemical currents could be attributed

to different HET rate constants, to obtain average kinetic rates for the higher

and lower doped facets. Local capacitance measurements were made using an
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SECCM setup and used to calculate an estimate of the local density of states of

the material. Correlating these results with the kinetic rate constants indicated

that the local density of states, which is dependent on the local dopant density,

appears to have a significant influence on HET kinetics. The analysis of the local

density of electronic states on heterogeneous electron transfer is rarely carried

out in electrochemistry, and the combination of high resolution electrochemical

imaging with other complementary techniques, again provides a platform for future

studies of individual facets of electrode materials.

Moving away from electrode materials, and onto biomembranes, Chapters 6 and

7 investigated transport processes at membrane interfaces. In the study of

processes occurring at the cell membrane, model membranes are often used,

whose composition can be carefully controlled. However, these lipid bilayer

membranes can suffer from a number of limitations, restricting their applications.

In Chapter 6, a new method for the fabrication of lipid bilayers was presented,

which overcomes many of these challenges. Bilayers were formed at the tip of

pulled theta capillaries, allowing their geometry to be carefully controlled, and

without residual solvent molecules trapped between the two monolayers. Using

these bilayers, the permeation of a series of weak acids was investigated, to

determine the effect of permeant structure on permeability. Through the use of

CLSM and a pH-sensitive fluorophore, the permeation of each weak acid was

visualised as it permeated out of the pipet, across the bilayer, creating a

fluorescence profile. The FEM model used to match this experimental profile to

simulations, allowed the determination of the permeation coefficient for each

molecule. This analysis revealed an increase in permeability with lipophilicity, a

trend generally in agreement with Overton’s rule.
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Finally, the lateral diffusion of protons at lipid bilayers was investigated in

Chapter 7. Using a similar approach to Chapter 6, the movement of protons

generated galvanostatically by a UME positioned close to the membrane, was

tracked with a pH-sensitive fluorophore over time using the CLSM. The

fluorescence profiles produced were analysed to plot the position of the proton

front over time, and this could be compared to simulated data to determine the

lateral diffusion coefficient. The interaction of protons with other surfaces was

also investigated, allowing effective surface pKa values to be extracted.

In this thesis, the fundamental activity of different electrode materials has been

determined using novel, high-resolution electrochemical imaging techniques, and

new methods for the investigation of biological transport have been presented.

Throughout this thesis, the coupling of experimental data with finite element

simulations has been shown to maximise the amount of information that can be

extracted, allowing the quantitative analysis of system properties that would

otherwise be only qualitative. The broad scope of this approach has been

illustrated through the study of two important areas: electrochemistry and

membrane transport. The common approaches described open up new avenues

for the study of (bio)physicochemical processes that are of widespread

interest.
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Appendix

Attached to this thesis are the FEM models used in Chapters 4-7.

Chapter 4

SECCM FcTMA.mph - this model simulates the electrochemical current for a

range of different k0 values to determine the standard rate constant corresponding

to the observed substrate current for the oxidation of FcTMA+ at the SWNT

surface.

SECCM RuHex.mph - uses the same method as above to determine the

standard rate constant for the reduction of Ru(NH3)
3+
6 at the SWNT.

Chapter 5

ICSECM FcTMA.mph - this model simulates the observed tip current at a

UME in substrate generation tip collection mode for the oxidation of FcTMA+ at

the pBDD surface and subsequent reduction at the UME.

ICSECM FcTMA.m - corresponding Matlab file allowing a range of k0 values

to be simulated to determine the standard rate constant for the observed

electrochemical current.

ICSECM RuHex - uses the same method as above to determine the standard



rate constant for the reduction of Ru(NH3)
3+
6 at the pBDD substrate.

ICSECM RuHex.m - corresponding Matlab file.

Chapter 6

Weak acid permeation.mph - this model simulates the pH profile as a weak

acid permeates across the bilayer formed at the tip of a pipette into the bulk

solution. The fluorescence intensity profile of fluorescein in the solution can be

calculated for comparison with the experimental data, in order to determine the

permeation coefficient of the weak acid.

Chapter 7

PLL.mph - this model simulates the pH profile as protons are generated

galvanostatically at the UME positioned close to the PLL substrate. An

adsorption boundary condition is implemented on the UME glass sheath but the

substrate is considered inert.

PGA.mph - this model uses the same parameters for the PLL case with an

additional proton adsorption boundary condition implemented on the

substrate.

Bilayer.mph - this model uses the same parameters for the PLL case with an

adsorption and lateral diffusion boundary condition implemented on the bilayer

surface.
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