
http://wrap.warwick.ac.uk  

 
 

 
 
 
 
 
 
 
 
Original citation: 
Webb, Tristan J. and Rolls, Edmund T.. (2014) Deformation-specific and deformation-
invariant visual object recognition : pose vs. identity recognition of people and deforming 
objects. Frontiers in Computational Neuroscience, Volume 8 . Article number 37. ISSN 
1662-5188 
 
Permanent WRAP url: 
http://wrap.warwick.ac.uk/60277                            
       
Copyright and reuse: 
The Warwick Research Archive Portal (WRAP) makes this work of researchers of the 
University of Warwick available open access under the following conditions. 
 
This article is made available under the Creative Commons Attribution 3.0 (CC BY 3.0) 
license and may be reused according to the conditions of the license.  For more details 
see: http://creativecommons.org/licenses/by/3.0/   
 
A note on versions: 
The version presented in WRAP is the published version, or, version of record, and may 
be cited as it appears here. 
 
For more information, please contact the WRAP Team at: publications@warwick.ac.uk  

http://wrap.warwick.ac.uk/
http://wrap.warwick.ac.uk/60277
http://creativecommons.org/licenses/by/3.0/
mailto:publications@warwick.ac.uk


ORIGINAL RESEARCH ARTICLE
published: 01 April 2014

doi: 10.3389/fncom.2014.00037

Deformation-specific and deformation-invariant visual
object recognition: pose vs. identity recognition of people
and deforming objects
Tristan J. Webb1 and Edmund T. Rolls1,2*

1 Department of Computer Science, University of Warwick, Coventry, UK
2 Oxford Centre for Computational Neuroscience, Oxford, UK

Edited by:

Antonio J. Rodriguez-Sanchez,
University of Innsbruck, Austria

Reviewed by:

Sen Song, Tsinghua University,
China
Guy Wallis, University of
Queensland, Australia

*Correspondence:

Edmund T. Rolls, Department of
Computer Science, University of
Warwick, Coventry, CV4 7AL, UK
e-mail: edmund.rolls@oxcns.org

When we see a human sitting down, standing up, or walking, we can recognize one of
these poses independently of the individual, or we can recognize the individual person,
independently of the pose. The same issues arise for deforming objects. For example, if
we see a flag deformed by the wind, either blowing out or hanging languidly, we can
usually recognize the flag, independently of its deformation; or we can recognize the
deformation independently of the identity of the flag. We hypothesize that these types
of recognition can be implemented by the primate visual system using temporo-spatial
continuity as objects transform as a learning principle. In particular, we hypothesize that
pose or deformation can be learned under conditions in which large numbers of different
people are successively seen in the same pose, or objects in the same deformation. We
also hypothesize that person-specific representations that are independent of pose, and
object-specific representations that are independent of deformation and view, could be
built, when individual people or objects are observed successively transforming from one
pose or deformation and view to another. These hypotheses were tested in a simulation
of the ventral visual system, VisNet, that uses temporal continuity, implemented in a
synaptic learning rule with a short-term memory trace of previous neuronal activity, to
learn invariant representations. It was found that depending on the statistics of the visual
input, either pose-specific or deformation-specific representations could be built that were
invariant with respect to individual and view; or that identity-specific representations
could be built that were invariant with respect to pose or deformation and view. We
propose that this is how pose-specific and pose-invariant, and deformation-specific and
deformation-invariant, perceptual representations are built in the brain.

Keywords: VisNet, invariance, object recognition, deformation, pose, inferior temporal visual cortex, trace

learning rule

1. INTRODUCTION
When we see a human sitting down, standing up, or walking, we
can recognize one of these poses independently of the individ-
ual, or we can recognize the individual person, independently of
the pose. How might this be achieved in the visual system? Might
both types of encoding of visual stimuli be present simultane-
ously, in different cortical areas? What mechanisms in the visual
cortex might be involved?

The same issues arise for deforming objects. If we see a flag
deformed by the wind, either blowing out or hanging languidly,
we can usually recognize the flag, independently of its deforma-
tion. Similarly, we can describe the deformation of an object, for
example the flag blowing out or hanging loosely, independently
of the identity (e.g., nationality) of the flag.

In general, dealing with deformation in images is difficult for
object recognition systems. For example, one approach has used
part-based representations to recognize human poses (Yang et al.,
2010), but this is unlikely to work for many objects, such as a
deforming flag, and relies on accurate recognition of every part,

and processing of how the parts are related to each other (Rolls,
2008).

Here we formulate a hypothesis about how the primate
including human visual system may be able to implement pose
recognition independently with respect to identity; and identity
independently of pose, and then test the hypotheses by simula-
tions of a model of the ventral visual cortical pathways, VisNet
(Wallis and Rolls, 1997; Rolls and Milward, 2000; Rolls, 2008,
2012).

The hypothesis is that these types of recognition can be imple-
mented by the primate visual system using the temporo-spatial
continuity that we hypothesize enables transform invariant repre-
sentations of objects to be learned. In particular, one hypothesis
is that pose identification could be learned under conditions in
which large numbers of different people are seen in the same
pose, for example sitting down. As different individuals in a sit-
ting crowd are successively fixated and used as input to the ventral
visual system, the temporal continuity will be for the pose and not
for the individual person, allowing pose-specific representations
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to be built that are independent (invariant with respect to) person
identity. On another occasion, most of the people successively
viewed might be standing up, for example waiting in a bus queue.
On another occasion, all the individuals successively fixated might
be walking to work. The second hypothesis is that person-specific
representations that are independent of pose could be built, in
another part of the ventral cortical visual system, when we watch
one individual change posture, for example sitting down, then
standing up, and then walking. The representation of the iden-
tity of another person that is invariant with respect to pose and
view could be built using the temporal continuity inherent is see-
ing another particular person transform through a set of poses
and views, etc.

These hypotheses were tested in a simulation of the ven-
tral visual system, VisNet, that uses temporal continuity, imple-
mented in a synaptic learning rule with a short-term memory
trace of previous neuronal activity, to learn invariant represen-
tations (Rolls, 2012).

2. METHODS
2.1. EXPERIMENTAL DESIGN
The stimuli for the human pose experiment consisted of three
individuals (man, woman, and soldier), shown in each of three
different poses (standing, sitting, and walking). Each image was
shown in 12 different rotational views each 30◦ apart. To train for
pose identification, during training all 36 images had the same
pose in succession but with the 36 images otherwise presented
in random permuted sequence. One training epoch consisted of
showing successively all people and views of one pose, then all
people and views of another pose, and then all identities and
views of the third pose. This enabled us to test whether VisNet
under these circumstances would allocate some neurons to one
pose independently of individual and view, other neurons invari-
antly to the second pose, and other neurons invariantly to the
third pose.

To train for recognition of each individual, a training epoch
consisted of showing all poses and all views of one individual in
a random sequence, then all poses and all views of the second
individual in a random sequence, and then all poses and all views
of the third individual in a random sequence. This enabled us
to test whether VisNet under these circumstances would allocate
some neurons to one individual person independently of pose,
other neurons to the second individual independently of pose,
and other neurons to the third individual. It may be emphasized
that the images shown in each of these experiments were identical,
and only the order in which they were presented differed.

After training, the trained networks were then tested to deter-
mine whether the poses could be identified independently of the
person and view transforms; or whether the individual people
could be identified independently of the pose and view transforms.

For the flag deformation experiment, there were flags of four
individual countries (Holland, Spain, UK, and USA) each shown
with five different deformations produced by equally spaced wind
values, with each condition shown in two views, from one side,
and from the other side. To train to identify the country of the
flag, all the deformations and views of the flag of one country were
shown in random sequence, then all the transforms of the flag of

the second country, etc. To train to identify the deformation (how
much the flag drooped because of different wind strengths), one
deformation was trained with all images of that deformation, then
all images of the second deformation, etc.

After training, the trained networks were then tested to deter-
mine whether the particular deformations of the flags produced
by each wind speed could be identified independently of the
country and view transforms of the flags; or whether the individ-
ual countries of each flag image could be identified independently
of the deformation produced by the different wind speeds and
views.

2.2. STIMULUS CREATION
The images of humans used for training were rendered using
Blender software (www.blender.org) to ensure uniform light-
ing conditions. The models used for rendering were generated
from the MakeHuman software (www.makehuman.org). Each
model was posed in three variations (standing, sitting, and walk-
ing) inside Blender. The camera position in Blender was rotated
around each model in 30◦ increments to produce 12 views of each
model in each pose, as illustrated in Figure 1. After rendering,
each image was converted and scaled to an 8-bit (range: 0–255)
grayscale representation, and the pixel intensities were controlled
so that the mean value of each model in the front facing standing
position was 127. Rendered images were placed on uniform 127
grayscale backgrounds.

The images of flags for different countries (Holland, Spain,
UK, and USA) were also created in Blender using its cloth simula-
tion. A force field was placed laterally from the position of the flag
to give it a fluttering motion from wind. The wind force was set
to five different equally spaced values in the range 0–200 Blender
units, chosen so to give a wind effect varying from no wind

FIGURE 1 | Different views of human stimuli used to train the VisNet

model. Each row shows each stimuli in one of three different poses (sitting,
standing, and walking) varying across view rotation. The 12 rotations are
shown, starting with 0◦ on the left and proceeding in 30◦ increments.
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to strong wind. Images were rendered with the camera looking
straight on to the flag and on the opposite side, as illustrated in
Figure 2. Rendered images were placed on uniform 127 grayscale
backgrounds.

2.3. TRAINING
Training images were presented at the center of the VisNet retina
in one of two modes, object or deformation recognition mode.
These modes were made distinct so that we could measure either
how well the VisNet architecture performs in recognizing stimu-
lus identity (i.e., which person it was) invariantly with respect to
deformation and view; and deformation (i.e., which pose it was)
invariantly with respect to stimulus identity and view.

In object recognition mode each of the images was grouped
depending on the model (man, woman, and soldier for the
human objects; or country for the flag objects). Each of the image
groups then had each model shown in the 3 different deforma-
tions, with 12 rotational views of each deformation. During each
epoch of training, using the trace synaptic learning rule, a ran-
domly ordered permutation of the set of all images corresponding
to different deformations and views was presented to VisNet.
After each group of deformations and views was presented for a
single model, the trace values reflecting for each neuron its recent
firing rate was reset to 0 before moving on to the next model.
(Trace reset speeds learning in VisNet, but is not essential for its
operation Rolls and Milward, 2000; Rolls, 2012).

In deformation learning mode the images were grouped based
on the different deformations (sitting, standing, and walking
poses as the groups for the human objects; or wind speed defor-
mation for the flag objects). For the pose learning of people, each
training group consisted of the images of the 3 people in 12 dif-
ferent rotations in the same deformation. Trace learning operated
in a similar fashion as above with the trace being reset after each
set of a particular pose or deformation.

Simulations were run using 50 training epochs, which was
sufficient to enable convergence of the synaptic weights.

FIGURE 2 | The flag stimuli used to train VisNet. Each flag is shown with
different wind forces and rotations. Starting on the left the first pair, both
the 0◦ and 180◦ views are shown for windspeed 0, and each successive
pair is shown for wind force increased by 50 blender units.

2.4. OVERVIEW OF THE VisNet ARCHITECTURE
Fundamental elements of Rolls’ 1992 theory for how corti-
cal networks might implement invariant object recognition are
described in detail elsewhere (Rolls, 2008, 2012). They provide the
basis for the design of VisNet, which is described in the Appendix,
and can be summarized as:

• A series of competitive networks, organized in hierarchical lay-
ers, exhibiting mutual inhibition over a short range within each
layer. These networks allow combinations of features or inputs
occurring in a given spatial arrangement to be learned by neu-
rons using competitive learning (Rolls, 2008), ensuring that
higher order spatial properties of the input stimuli are repre-
sented in the network. In VisNet, layer 1 corresponds to V2,
layer 2 to V4, layer 3 to posterior inferior temporal visual cor-
tex, and layer 4 to anterior inferior temporal cortex. Layer one
is preceded by a simulation of the Gabor-like receptive fields
of V1 neurons produced by each image presented to VisNet
(Rolls, 2012).

• A convergent series of connections from a localized popula-
tion of neurons in the preceding layer to each neuron of the
following layer, thus allowing the receptive field size of neu-
rons to increase through the visual processing areas or layers,
as illustrated in Figure 3.

• A modified associative (Hebb-like) learning rule incorporating
a temporal trace of each neuron’s previous activity, which, it is
suggested (Földiák, 1991; Rolls, 1992, 2012; Wallis et al., 1993;
Wallis and Rolls, 1997; Rolls and Milward, 2000), will enable
the neurons to learn transform invariances.

2.5. INFORMATION MEASURES OF PERFORMANCE
The performance of VisNet was measured by Shannon
information-theoretic measures that are essentially identical
to those used to quantify the specificity and selectiveness of the
representations provided by neurons in the brain (Rolls and
Milward, 2000; Rolls and Treves, 2011; Rolls, 2012). A single
cell information measure indicated how much information
was conveyed by a single neuron about the most effective
stimulus. A multiple cell information measure indicated how
much information about every stimulus was conveyed by small
populations of neurons, and was used to ensure that all stimuli
had some neurons conveying information about them. In the
pose or deformation recognition experiments, each stimulus
was defined as a particular pose or deformation with all of its
identity and view transforms. In the person or object recognition
experiments, each stimulus was defined as a particular person
or flag with all of its pose or deformation and view transforms.
Details are provided in the Appendix.

3. RESULTS
3.1. HUMANS
3.1.1. Recognition of individuals independently of pose
Figure 4 shows the information measured from a network trained
in object recognition mode (in this case, recognition of the indi-
vidual person) using three human individuals in three different
poses (deformations). There were 12 views of each individual in
each of the three poses or deformations. Figure 4A shows how a
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FIGURE 3 | Convergence in the visual system. Right—as it occurs in
the brain. V1, visual cortex area V1; TEO, posterior inferior temporal
cortex; TE, inferior temporal cortex (IT). Left—as implemented in

VisNet. Convergence through the network is designed to provide
fourth layer neurons with information from across the entire input
retina.

FIGURE 4 | Information analysis of the network trained to recognize

human stimuli. (A) Firing rate response of the best single cell responding to
an individual, the soldier, independently of poses and views. The transforms
vary fastest over views. Thus transforms 1–12 are all views of pose 1,
followed by all views of pose 2, etc. (B) Firing rate response of another single

cell responding to an individual, the woman, across most poses and views,
and not responding to most poses and views of the two other individuals. (C)

A sorted ranking of the information for the set of 25 single cells with the
highest information for each stimulus. (D) The multiple cell information of the
network using the set of five best cells for each stimuli.

typical well trained neuron, as measured by the single cell infor-
mation analysis, responded to one individual in all the different
poses (deformations) at different views. The neuron responded
to all views of all poses of the Soldier, and to no images of the

other two individuals. The single cell information was 1.59 bits,
which indicates perfect selectivity with responses to all transforms
of one individual, and no responses to any other individual. (1.59
bits is log2 of the number of stimuli, in this case the three different
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people). Figure 4B shows another neuron that responded to most
views of the Woman, but to some views of the Man. The sin-
gle cell information for this neuron was 1.5 bits. The single cell
information for the 75 most selective cells was high, as shown in
Figure 4C. The multiple cell information was measured at 1.55
bits (as shown in Figure 4D), and corresponded to 96% correct.
VisNet had thus learned to recognize the individual people inde-
pendently of their pose and view transforms when trained for
identity. The trace rule was important in achieving this result, for
when training was with a purely associative (Hebbian) learning
rule (Rolls, 2012), the multiple cell information was measured at
0.42 bits and corresponded to 52% correct.

3.1.2. Recognition of pose independently of individual
Figure 5 shows the performance of VisNet when trained in defor-
mation recognition mode to identify the pose independently of
the individual person (object) and its view. Figure 5A shows how
a typical well-trained neuron, as measured by the single cell infor-
mation analysis, which responded to almost all views and all
individuals in one pose (sitting). The single cell information was
1.59 bits. Figure 5B shows how another neuron responded to the
majority of views and individuals in another pose (standing). The
single cell information was 1.5 bits. The single cell information for

the 75 most selective cells was high, as shown in Figure 5C. The
multiple cell information was measured at 1.55 bits (as shown in
Figure 5D), and corresponded to 96% correct. VisNet had thus
learned to recognize the pose independently of the identity of
the person or the view when trained for pose. The trace rule was
important in achieving this result, for when training was with a
purely associative (Hebbian) learning rule (Rolls, 2012), the mul-
tiple cell information was measured at 0.41 bits and corresponded
to 56% correct.

3.2. FLAG OBJECTS
3.2.1. Recognition of flag country independently of deformation

(windspeed)
Figure 6 shows the information measured from a network trained
in object recognition mode to recognize four different flags inde-
pendently of five deformations and two views. Figure 6A shows
how a typical well-trained neuron, as measured by the single cell
information analysis, responded to one flag (USA) in all the dif-
ferent deformations in the different views, and to none of the
other flags. The single cell information was 2.0 bits (i.e., log2 of
the number of flag countries). The single cell information for the
100 most selective cells was 2.0 bits (perfect discrimination), as
shown in Figure 6B. The multiple cell information was measured

FIGURE 5 | Information analysis of the network trained to recognize

human poses invariantly with respect to individual and view. (A)

Firing rate response of a single cell with responses to the pose of
sitting almost invariantly with respect to the 3 individuals and 12 views.
Transforms vary fastest over views. (B) Firing rate response of a single

cell with responses to the pose of standing almost invariantly with
respect to the 3 individuals and 12 views. (C) A sorted ranking of the
information for the set of 25 single cells with the highest information
for each pose. (D) The multiple cell information of the network using
the set of five best cells for each pose.
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FIGURE 6 | Information analysis of the network trained to recognize flag

countries invariantly with respect to deformation produced by different

windspeeds and views. (A) Firing rate response of a single cell with
responses to the USA flag invariantly with respect to the five windspeed

deformations and two views. Transforms vary fastest over views. (B) A
sorted ranking of the information for the set of 25 single cells with the
highest information for the flag of each country. (C) The multiple cell
information of the network using the set of five best cells for each pose.

at 2.0 bits (as shown in Figure 6C), and corresponded to 100%
correct. VisNet had thus learned to recognize the individual flags
for each country independently of their deformation and view
transforms when trained for identity.

3.2.2. Recognition of windspeed (deformation) independently of
flag country

Figure 7 shows the analysis for a network trained in deformation
recognition mode to recognize five deformations each produced
by a different windspeed, but independently of flag country and
view. Figure 7A shows how a typical well trained neuron, as mea-
sured by the single cell information analysis, responded to one
deformation (windspeed parameter 150) in the flags of all four
countries and two views, and almost not at all to any other defor-
mation across all countries and views. The single cell information
was 2.32 bits (i.e., log2 of the number of deformation types). The
single cell information for many of the 125 most selective cells
was 2.32 bits (perfect discrimination), as shown in Figure 7B. The
multiple cell information was measured at 2.32 bits (as shown in
Figure 7C), and corresponded to 100% correct. VisNet had thus
learned to recognize the deformation independently of the iden-
tity of the flag or the view when trained for deformation. In this
case, VisNet had learned to recognize effectively the wind speed by

the deformation it produced, independently of the country and
view of each flag.

3.3. FLAG CAPACITY
The deformation invariant recognition of flags described above
was obtained with a set of four flags (each with five deforma-
tions each with two views, as illustrated in Figure 2). On that
task, performance was 100% correct. We tested how well VisNet
would perform when the number of different flags in the set on
which VisNet was trained and tested was increased. To perform
this investigation, 24 more flags were constructed (of the NATO
countries, and the NATO flag), each with the same set of defor-
mations and views illustrated in Figure 2. Four of this further set
of flags are illustrated in Figure 8. For training and testing with a
given number of flags, random subsets of the flags and 60 training
epochs were used. As shown in Figure 9, it was found that per-
formance remained close to 100% correct for up to eight flags.
The performance with higher numbers of flags was as follows:
10 flags = 92%; 15 flags = 86%; 20 flags = 79%.

3.4. POSE GENERALIZATION TO NEW HUMAN STIMULI
We tested the ability of VisNet to identify human poses invari-
antly with respect to person and with respect to view using stimuli
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FIGURE 7 | Information analysis of the network trained to

recognize flag deformation invariantly with respect to flag

country (four) and views (two). (A) Firing rate response of a
single cell with responses to the windspeed with deformation
parameter 150 invariantly with respect to the four country flags and

two views. Transforms vary fastest over views. (B) A sorted ranking
of the information for the set of 25 single cells with the highest
information for each of the five deformations (windspeeds). (C) The
multiple cell information of the network using the set of five best
cells for each deformation (windspeed).

it had not been trained with. This was thus a cross-validation
assessment of pose identification. To perform the cross-validation
training and testing, three more human characters were created
using the same methods as described in section 2.2, so that we
could perform cross-validation training and testing on the net-
work using six different individuals. The network was set up in
deformation recognition mode as described above, that is, one of
the poses formed a group the images of which were presented in
a permuted sequence so that the trace rule could learn about a
single pose. The group of images contained all 5 training individ-
uals in all 12 views, and these images were permuted. After one
pose group had been trained within an epoch, each of the other
two pose groups was trained, to complete an epoch. The three
poses were, as before, sitting, standing, and walking. Trace learn-
ing operated in a similar fashion as above with the trace being
reset after every group. The network was then tested with all of
the views and poses of the remaining individual person, and the
output of layer 4 of the network was classified using a pattern
associator that had been trained with the five training poses, see
section A.1.5 . The 15 single cells comprised of the 5 cells with the
highest single cell information for each of the three poses were
used as the input for training the pattern associator, which was
then tested using the firing of the same 15 cells to the poses and

views of the sixth, untrained, individual, to test how well the pose
of that untrained individual was identified. The cross-validation
training was perform in this leave-one-out protocol, training with
five objects and testing with one.

In this cross-validation investigation, VisNet was able to cor-
rectly classify a pose with 76% accuracy, where chance was 33%
accuracy. These results were found to be highly significantly dif-
ferent from chance with p < 10−37 using a standard binomial test.
The correct classification rate for the pose of different individuals
was between 30% and 92%, with a standard deviation of 26%.

In a control comparison, the performance on the same task
using an untrained network was 19% correct. Thus the good per-
formance indicating pose recognition invariant with respect to
the individual and view described above was only obtained when
VisNet was trained to perform the pose-recognition task.

4. DISCUSSION
The new hypothesis about how pose is learned is that spatio-
temporal continuity in the synaptic training rule in a network
architecture designed to incorporate many of the properties of
the hierarchy of ventral visual cortical areas can allow neurons
specific to a pose and invariant with respect to individual and
view to be learned, when there is continuity during training in
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FIGURE 8 | Four more of the set of 24 more flag stimuli used to train

VisNet to test how many flags could be recognized independently of

deformation (see text). Each flag is shown with different wind forces and
rotations. Starting on the left the first pair, both the 0◦ and 180◦ views are
shown for windspeed 0, and each successive pair is shown for wind force
increased by 50 blender units.

FIGURE 9 | Performance of the network when trained and tested in

deformation invariant object recognition for different numbers of

objects, in this case flags each in five deformations and two views. The
set of neurons used were the five cells with the highest single cell
information for each country. The mean and standard deviation of the
percent correct are shown, taken from 20 trials, with each trial using a
different random subset of the 28 NATO flags. In all trials, the network was
trained with 60 epochs in each layer.

pose. This hypothesis was confirmed by the simulation results.
A similar hypothesis about how deformation-specific recognition
of objects invariantly with respect to the identity and view of
the object could be learned using temporal continuity was also
confirmed by the simulation results.

The new hypothesis about how person identity can be learned
is that spatio-temporal continuity in the synaptic training rule in
the same network architecture can allow neurons specific to an
individual person and invariant with respect to pose and view
to be learned, when there is continuity during training in the

individual person being seen. This hypothesis was confirmed by
the simulation results. A similar hypothesis about how individ-
ual recognition of specific objects invariantly with respect to the
deformation and view of the object can be learned using temporal
continuity was also confirmed by the simulation results.

In addition, it was found that the capacity of the system
allowed for more objects to be recognized independently of defor-
mation. In addition, we found that the functional architecture
of VisNet allowed pose recognition to occur for untrained indi-
vidual people in a cross-validation experiment, showing domain
generality of pose recognition across people.

This research provides a mechanism for leaning both pose-
specific and pose invariant representations in the visual cortical
areas. Some evidence for pose-specific representations are the face
expression selective neurons in the cortex in the anterior part
of the superior temporal sulcus, which can respond to a par-
ticular face expression, independently of the individual person
(Hasselmo et al., 1989a). Some evidence for individual-specific
representations are the individual-selective neurons in the cor-
tex in the gyrus of the inferior temporal visual cortex, which
can respond to a particular individual, independently of the face
expression (Hasselmo et al., 1989a). Further evidence for pose-
specific neurons is that some neurons in the temporal visual
cortical areas respond to face view (e.g., the right profile) rela-
tively independently of the individual person (Perrett et al., 1985;
Hasselmo et al., 1989b); and that other neurons respond for
example to people walking (Barraclough et al., 2006).

The learning described here is made possible by use of a
learning rule with a trace of previous neuronal activity, allowing
neurons to learn from the temporal statistics of objects in the nat-
ural world as they transform continuously in time. We developed
this hypothesis (Földiák, 1991; Rolls, 1992, 1995, 2012; Wallis
et al., 1993) into a model of the ventral visual system that can
account for translation, size, view, lighting, and rotation invari-
ance (Wallis and Rolls, 1997; Rolls and Milward, 2000; Stringer
and Rolls, 2000, 2002, 2008; Rolls and Stringer, 2001, 2006, 2007;
Elliffe et al., 2002; Perry et al., 2006, 2010; Stringer et al., 2006,
2007; Rolls, 2008, 2012). Consistent with the hypothesis, we have
demonstrated these types of invariance (and spatial frequency
invariance) in the responses of neurons in the macaque inferior
temporal visual cortex (Rolls et al., 1985, 1987, 2003; Rolls and
Baylis, 1986; Hasselmo et al., 1989b; Tovee et al., 1994; Booth and
Rolls, 1998). Moreover, we have tested the hypothesis by plac-
ing small 3D objects in the macaque’s home environment, and
showing that in the absence of any specific rewards being deliv-
ered, this type of visual experience in which objects can be seen
from different views as they transform continuously in time to
reveal different views leads to single neurons in the inferior tem-
poral visual cortex that respond to individual objects from any
one of several different views, demonstrating the development
of view-invariance learning (Booth and Rolls, 1998). (In control
experiments, view invariant representations were not found for
objects that had not been viewed in this way). The learning shown
by neurons in the inferior temporal visual cortex can take just a
small number of trials (Rolls et al., 1989). The finding that tempo-
ral contiguity in the absence of reward is sufficient to lead to view
invariant object representations in the inferior temporal visual
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cortex has been confirmed (Li and DiCarlo, 2008, 2010, 2012).
The importance of temporal continuity in learning invariant rep-
resentations has also been demonstrated in human psychophysics
experiments (Perry et al., 2006; Wallis, 2013). Some other sim-
ulation models are also adopting the use of temporal continuity
as a guiding principle for developing invariant representations by
learning (Wiskott and Sejnowski, 2002; Wiskott, 2003; Wyss et al.,
2006; Franzius et al., 2007), and the temporal trace learning prin-
ciple has also been applied recently (Isik et al., 2012) to HMAX
(Riesenhuber and Poggio, 2000; Serre et al., 2007), which never-
theless does not produce representations similar to those found in
the inferior temporal visual cortex (Rolls, 2012).

The findings described in this paper demonstrate a mechanism
by which neurons that respond to pose independently of individ-
ual person identity could be formed, and also how neurons that
respond to identity independently of pose could be formed. The
natural world conditions that could provide the appropriate con-
ditions for these two types of representation to be formed include
the following. To learn pose independently of identity the nat-
ural world might consist of large numbers of individuals all in
the same pose, for example all standing up (perhaps in a queue),
or all sitting down (for example in a theatre or stadium). As the
eyes moved over scenes of this type, the natural environment
would provide the conditions of temporal continuity for pose
to be learned independently of identity. To learn identity inde-
pendently of pose, appropriate environmental conditions might
include looking at a single person while that person alters pose,
from perhaps lying down, then sitting, and then standing up. This
leads to the interesting prediction that neurons that encode pose
independently of identity might be more likely to be close to parts
of the temporal lobe visual cortex where the representations are of
large-scale, such as scenes; whereas neurons sensitive to identity
independently of pose might be more likely to be found close to
cortical areas where single objects are represented, such as faces.
In any case, self-organizing topological maps would be likely to
be formed so that these two types of representation would be
somewhat separated into different cortical regions or neuronal
clusters (Rolls, 2008). Further segregation might occur because
some poses such as walking are associated with movement, and
thus representations of such poses might be close to the temporal
lobe visual cotical areas with movement-related neurons (Baylis
et al., 1987; Hasselmo et al., 1989b; Barraclough et al., 2006).

ACKNOWLEDGMENTS
We acknowledge the use of Blender software (http://www.

blender.org) to render the 3D objects, MakeHuman software
(http://www.makehuman.org) to create human character mod-
els, and the Blend Swap Open Source 3D model repository (http://
www.blendswap.com) for some other of the models used. Flag
textures were downloaded from the Wikimedia commons (http://
www.wikimedia.org).

REFERENCES
Abbott, L. F., Rolls, E. T., and Tovee, M. J. (1996). Representational capacity of face

coding in monkeys. Cereb. Cortex 6, 498–505. doi: 10.1093/cercor/6.3.498
Barraclough, N. E., Xiao, D., Oram, M. W., and Perrett, D. I. (2006). The sen-

sitivity of primate STS neurons to walking sequences and to the degree of
articulation in static images. Prog. Brain Res. 154, 135–148. doi: 10.1016/S0079-
6123(06)54007-5

Baylis, G. C., Rolls, E. T., and Leonard, C. M. (1985). Selectivity between faces in the
responses of a population of neurons in the cortex in the superior temporal sul-
cus of the monkey. Brain Res. 342, 91–102. doi: 10.1016/0006-8993(85)91356-3

Baylis, G. C., Rolls, E. T., and Leonard, C. M. (1987). Functional subdivisions of
temporal lobe neocortex. J. Neurosci. 7, 330–342.

Booth, M. C. A., and Rolls, E. T. (1998). View-invariant representations of famil-
iar objects by neurons in the inferior temporal visual cortex. Cereb. Cortex 8,
510–523. doi: 10.1093/cercor/8.6.510

Buhmann, J., Lange, J., von der Malsburg, C., Vorbrüggen, J. C., and Würtz, R. P.
(1991). “Object recognition in the dynamic link architecture: parallel imple-
mentation of a transputer network,” in Neural Networks for Signal Processing, ed
B. Kosko (Englewood Cliffs, NJ: Prentice Hall), 121–159.

Daugman, J. (1988). Complete discrete 2D-Gabor transforms by neural networks
for image analysis and compression. IEEE Trans. Acoust. Speech Signal Process.
36, 1169–1179. doi: 10.1109/29.1644

Deco, G., and Rolls, E. T. (2004). A neurodynamical cortical model of visual
attention and invariant object recognition. Vis. Res. 44, 621–644. doi:
10.1016/j.visres.2003.09.037

De Valois, R. L., and De Valois, K. K. (1988). Spatial Vision. New York, NY: Oxford
University Press.

DeWeese, M. R., and Meister, M. (1999). How to measure the information gained
from one symbol. Network 10, 325–340. doi: 10.1088/0954-898X/10/4/303

Elliffe, M. C. M., Rolls, E. T., and Stringer, S. M. (2002). Invariant recognition
of feature combinations in the visual system. Biol. Cybernet. 86, 59–71. doi:
10.1007/s004220100284

Földiák, P. (1991). Learning invariance from transformation sequences. Neural
Comput. 3, 193–199. doi: 10.1162/neco.1991.3.2.194

Földiák, P. (1992). Models of sensory coding. Technical Report CUED/F–
INFENG/TR 91, Department of Engineering, University of Cambridge,
Cambridge.

Franco, L., Rolls, E. T., Aggelopoulos, N. C., and Jerez, J. M. (2007). Neuronal
selectivity, population sparseness, and ergodicity in the inferior temporal visual
cortex. Biol. Cybernet. 96, 547–560. doi: 10.1007/s00422-007-0149-1

Franzius, M., Sprekeler, H., and Wiskott, L. (2007). Slowness and sparseness lead
to place, head-direction, and spatial-view cells. PLoS Comput. Biol. 3:e166. doi:
10.1371/journal.pcbi.0030166

Fukushima, K. (1980). Neocognitron: a self-organizing neural network model for a
mechanism of pattern recognition unaffected by shift in position. Biol. Cybernet.
36, 193–202. doi: 10.1007/BF00344251

Garthwaite, J. (2008). Concepts of neural nitric oxide-mediated transmission. Eur.
J. Neurosci. 27, 2783–3802. doi: 10.1111/j.1460-9568.2008.06285.x

Hasselmo, M. E., Rolls, E. T., and Baylis, G. C. (1989a). The role of expres-
sion and identity in the face-selective responses of neurons in the temporal
visual cortex of the monkey. Behav. Brain Res. 32, 203–218. doi: 10.1016/S0166-
4328(89)80054-3

Hasselmo, M. E., Rolls, E. T., Baylis, G. C., and Nalwa, V. (1989b). Object-centered
encoding by face-selective neurons in the cortex in the superior temporal sulcus
of the monkey. Exp. Brain Res. 75, 417–429. doi: 10.1007/BF00247948

Hawken, M. J., and Parker, A. J. (1987). Spatial properties of the monkey striate
cortex. Proc. R. Soc. Lond. B 231, 251–288. doi: 10.1098/rspb.1987.0044

Hestrin, S., Sah, P., and Nicoll, R. (1990). Mechanisms generating the time course
of dual component excitatory synaptic currents recorded in hippocampal slices.
Neuron 5, 247–253. doi: 10.1016/0896-6273(90)90162-9

Hummel, J. E., and Biederman, I. (1992). Dynamic binding in a neural network for
shape recognition. Psychol. Rev. 99, 480–517. doi: 10.1037/0033-295X.99.3.480

Isik, L., Leibo, J. Z., and Poggio, T. (2012). Learning and disrupting invariance in
visual recognition with a temporal association rule. Front. Comput. Neurosci.
6:37. doi: 10.3389/fncom.2012.00037

Lee, T. S. (1996). Image representation using 2D Gabor wavelets. IEEE Trans.
Pattern Anal. Mach. Intell. 18, 959–971. doi: 10.1109/34.541406

Li, N., and DiCarlo, J. J. (2008). Unsupervised natural experience rapidly alters
invariant object representation in visual cortex. Science 321, 1502–1507. doi:
10.1126/science.1160028

Li, N., and DiCarlo, J. J. (2010). Unsupervised natural visual experience rapidly
reshapes size-invariant object representation in inferior temporal cortex.
Neuron 67, 1062–1075. doi: 10.1016/j.neuron.2010.08.029

Li, N., and DiCarlo, J. J. (2012). Neuronal learning of invariant object represen-
tation in the ventral visual stream is not dependent on reward. J. Neurosci. 32,
6611–6620. doi: 10.1523/JNEUROSCI.3786-11.2012

Frontiers in Computational Neuroscience www.frontiersin.org April 2014 | Volume 8 | Article 37 | 9

http://www.blender.org
http://www.blender.org
http://www.makehuman.org
http://www.blendswap.com
http://www.blendswap.com
http://www.wikimedia.org
http://www.wikimedia.org
http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Webb and Rolls Invariant visual object recognition

Malsburg, C. V. D. (1973). Self-organization of orientation-sensitive columns in the
striate cortex. Kybernetik 14, 85–100. doi: 10.1007/BF00288907

Miyashita, Y. (1988). Neuronal correlate of visual associative long-term memory in
the primate temporal cortex. Nature 335, 817–820. doi: 10.1007/BF00288907

Montague, P. R., Gally, J. A., and Edelman, G. M. (1991). Spatial signalling in the
development and function of neural connections. Cereb. Cortex 1, 199–220. doi:
10.1093/cercor/1.3.199

Oja, E. (1982). A simplified neuron model as a principal component analyzer. J.
Math. Biol. 15, 267–273. doi: 10.1007/BF00275687

Perrett, D. I., Oram, M. W., Harries, M. H., Bevan, R., Hietanen, J. K.,
and Benson, P. J. (1991). Viewer–centered and object centered coding of
heads in the macaque temporal cortex. Exp. Brain Res. 86, 159–173. doi:
10.1007/BF00231050

Perrett, D. I., Smith, P. A. J., Potter, D. D., Mistlin, A. J., Head, A. S., Milner, D., et al.
(1985). Visual cells in temporal cortex sensitive to face view and gaze direction.
Proc. R. Soc. Lond. Ser. B 223, 293–317. doi: 10.1098/rspb.1985.0003

Perry, G., Rolls, E. T., and Stringer, S. M. (2006). Spatial vs temporal continuity in
view invariant visual object recognition learning. Vis. Res. 46, 3994–4006. doi:
10.1016/j.visres.2006.07.025

Perry, G., Rolls, E. T., and Stringer, S. M. (2010). Continuous transformation learn-
ing of translation invariant representations. Exp. Brain Res. 204, 255–270. doi:
10.1007/s00221-010-2309-0

Pollen, D., and Ronner, S. (1981). Phase relationship between adjacent simple cells
in the visual cortex. Science 212, 1409–1411. doi: 10.1126/science.7233231

Rhodes, P. (1992). The open time of the NMDA channel facilitates the self-
organisation of invariant object responses in cortex. Soc. Neurosci. Abstr. 18, 740.

Riesenhuber, M., and Poggio, T. (2000). Models of object recognition. Nat.
Neurosci. Suppl. 3, 1199–1204. doi: 10.1038/81479

Rolls, E. T. (1992). Neurophysiological mechanisms underlying face processing
within and beyond the temporal cortical visual areas. Philos. Trans. R. Soc. 335,
11–21. doi: 10.1098/rstb.1992.0002

Rolls, E. T. (1995). Learning mechanisms in the temporal lobe visual cortex. Behav.
Brain Res. 66, 177–185. doi: 10.1016/0166-4328(94)00138-6

Rolls, E. T. (2000). Functions of the primate temporal lobe cortical visual areas
in invariant visual object and face recognition. Neuron 27, 205–218. doi:
10.1016/S0896-6273(00)00030-1

Rolls, E. T. (2007). The representation of information about faces in the temporal
and frontal lobes of primates including humans. Neuropsychologia 45, 124–143.
doi: 10.1016/j.neuropsychologia.2006.04.019

Rolls, E. T. (2008). Memory, Attention, and Decision-Making. A Unifying
Computational Neuroscience Approach. Oxford: Oxford University Press.

Rolls, E. T. (2012). Invariant visual object and face recognition: neural and com-
putational bases, and a model, VisNet. Front. Comput. Neurosci. 6:1–70. doi:
10.3389/fncom.2012.00035

Rolls, E. T. (2014). Emotion and Decision-Making Explained. Oxford: Oxford
University Press.

Rolls, E. T., Aggelopoulos, N. C., and Zheng, F. (2003). The receptive fields of
inferior temporal cortex neurons in natural scenes. J. Neurosci. 23, 339–348.

Rolls, E. T., and Baylis, G. C. (1986). Size and contrast have only small effects on
the responses to faces of neurons in the cortex of the superior temporal sulcus
of the monkey. Exp. Brain Res. 65, 38–48. doi: 10.1007/BF00243828

Rolls, E. T., Baylis, G. C., and Hasselmo, M. E. (1987). The responses of neu-
rons in the cortex in the superior temporal sulcus of the monkey to band-pass
spatial frequency filtered faces. Vis. Res. 27, 311–326. doi: 10.1016/0042-
6989(87)90081-2

Rolls, E. T., Baylis, G. C., Hasselmo, M., and Nalwa, V. (1989). “The representation
of information in the temporal lobe visual cortical areas of macaque monkeys,”
in Seeing Contour and Colour, eds J. Kulikowski, C. Dickinson, and I. Murray
(Oxford: Pergamon).

Rolls, E. T., Baylis, G. C., and Leonard, C. M. (1985). Role of low and high
spatial frequencies in the face-selective responses of neurons in the cortex
in the superior temporal sulcus. Vis. Res. 25, 1021–1035. doi: 10.1016/0042-
6989(85)90091-4

Rolls, E. T., and Deco, G. (2002). Computational Neuroscience of Vision. Oxford:
Oxford University Press.

Rolls, E. T., and Milward, T. (2000). A model of invariant object recognition in
the visual system: learning rules, activation functions, lateral inhibition, and
information-based performance measures. Neural Comput. 12, 2547–2572. doi:
10.1162/089976600300014845

Rolls, E. T., and Stringer, S. M. (2001). Invariant object recognition in the visual
system with error correction and temporal difference learning. Network 12,
111–129. doi: 10.1088/0954-898X/12/2/302

Rolls, E. T., and Stringer, S. M. (2006). Invariant visual object recog-
nition: a model, with lighting invariance. J. Physiol. 100, 43–62. doi:
10.1016/j.jphysparis.2006.09.004

Rolls, E. T., and Stringer, S. M. (2007). Invariant global motion recognition in
the dorsal visual system: a unifying theory. Neural Comput. 19, 139–169. doi:
10.1162/neco.2007.19.1.139

Rolls, E. T., and Tovee, M. J. (1994). Processing speed in the cerebral cortex
and the neurophysiology of visual masking. Proc. R. Soc. B 257, 9–15. doi:
10.1098/rspb.1994.0087

Rolls, E. T., and Treves, A. (1998). Neural Networks and Brain Function. Oxford:
Oxford University Press.

Rolls, E. T., and Treves, A. (2011). The neuronal encoding of information in the
brain. Prog. Neurobiol. 95, 448–490. doi: 10.1016/j.pneurobio.2011.08.002

Rolls, E. T., Treves, A., and Tovee, M. J. (1997a). The representational capacity
of the distributed encoding of information provided by populations of neu-
rons in the primate temporal visual cortex. Exp. Brain Res. 114, 149–162. doi:
10.1007/PL00005615

Rolls, E. T., Treves, A., Tovee, M., and Panzeri, S. (1997b). Information in the neu-
ronal representation of individual stimuli in the primate temporal visual cortex.
J. Comput. Neurosci. 4, 309–333. doi: 10.1023/A:1008899916425

Serre, T., Wolf, L., Bileschi, S., Riesenhuber, M., and Poggio, T. (2007). Robust
object recognition with cortex-like mechanisms. IEEE Trans. Pattern Anal.
Mach. Intell. 29, 411–426. doi: 10.1109/TPAMI.2007.56

Spruston, N., Jonas, P., and Sakmann, B. (1995). Dendritic glutamate receptor
channel in rat hippocampal CA3 and CA1 pyramidal neurons. J. Physiol. 482,
325–352.

Stringer, S. M., Perry, G., Rolls, E. T., and Proske, J. H. (2006). Learning invariant
object recognition in the visual system with continuous transformations. Biol.
Cybernet. 94, 128–142. doi: 10.1007/s00422-005-0030-z

Stringer, S. M., and Rolls, E. T. (2000). Position invariant recognition in the
visual system with cluttered environments. Neural Netw. 13, 305–315. doi:
10.1016/S0893-6080(00)00017-4

Stringer, S. M., and Rolls, E. T. (2002). Invariant object recognition in the visual
system with novel views of 3D objects. Neural Comput. 14, 2585–2596. doi:
10.1162/089976602760407982

Stringer, S. M., and Rolls, E. T. (2008). Learning transform invariant object recog-
nition in the visual system with multiple stimuli present during training. Neural
Netw. 21, 888–903. doi: 10.1016/j.neunet.2007.11.004

Stringer, S. M., Rolls, E. T., and Tromans, J. M. (2007). Invariant object recognition
with trace learning and multiple stimuli present during training. Network 18,
161–187. doi: 10.1080/09548980701556055

Sutton, R. S., and Barto, A. G. (1981). Towards a modern theory of adap-
tive networks: expectation and prediction. Psychol. Rev. 88, 135–170. doi:
10.1037/0033-295X.88.2.135

Tovee, M. J., Rolls, E. T., and Azzopardi, P. (1994). Translation invariance and
the responses of neurons in the temporal visual cortical areas of primates. J.
Neurophysiol. 72, 1049–1060.

Van Essen, D., Anderson, C. H., and Felleman, D. J. (1992). Information process-
ing in the primate visual system: an integrated systems perspective. Science 255,
419–423. doi: 10.1126/science.1734518

Wallis, G. (2013). Toward a unified model of face and object recognition in the
human visual system. Front. Psychol. 4:497. doi: 10.3389/fpsyg.2013.00497

Wallis, G., and Rolls, E. T. (1997). Invariant face and object recognition in
the visual system. Prog. Neurobiol. 51, 167–194. doi: 10.1016/S0301-0082(96)
00054-8

Wallis, G., Rolls, E. T., and Foldiak, P. (1993). Learning invariant responses to the
natural transformations of objects. Int. Joint Conf. Neural Netw. 2, 1087–1090.

Wiskott, L. (2003). Slow feature analysis: a theoretical analysis of optimal
free responses. Neural Comput. 15, 2147–2177. doi: 10.1162/08997660332
2297331

Wiskott, L., and Sejnowski, T. J. (2002). Slow feature analysis: unsu-
pervised learning of invariances. Neural Comput. 14, 715–770. doi:
10.1162/089976602317318938

Wyss, R., Konig, P., and Verschure, P. F. (2006). A model of the ventral visual
system based on temporal stability and local memory. PLoS Biol. 4:e120. doi:
10.1371/journal.pbio.0040120

Frontiers in Computational Neuroscience www.frontiersin.org April 2014 | Volume 8 | Article 37 | 10

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Webb and Rolls Invariant visual object recognition

Yang, W., Wang, Y., and Mori, G. (2010). “Recognizing human actions from
still images with latent poses,” in 2010 IEEE Conference on Computer Vision
and Pattern Recognition (CVPR) (San Francisco, CA: IEEE), 2030–2037. doi:
10.1109/CVPR.2010.5539879

Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Received: 18 November 2013; accepted: 12 March 2014; published online: 01 April
2014.

Citation: Webb TJ and Rolls ET (2014) Deformation-specific and deformation-
invariant visual object recognition: pose vs. identity recognition of people and
deforming objects. Front. Comput. Neurosci. 8:37. doi: 10.3389/fncom.2014.00037
This article was submitted to the journal Frontiers in Computational Neuroscience.
Copyright © 2014 Webb and Rolls. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (CC BY). The
use, distribution or reproduction in other forums is permitted, provided the
original author(s) or licensor are credited and that the original publication
in this journal is cited, in accordance with accepted academic practice. No
use, distribution or reproduction is permitted which does not comply with
these terms.

Frontiers in Computational Neuroscience www.frontiersin.org April 2014 | Volume 8 | Article 37 | 11

http://dx.doi.org/10.3389/fncom.2014.00037
http://dx.doi.org/10.3389/fncom.2014.00037
http://dx.doi.org/10.3389/fncom.2014.00037
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Webb and Rolls Invariant visual object recognition

APPENDIX
A.1 THE ARCHITECTURE OF VisNet
Fundamental elements of Rolls’ 1992 theory for how corti-
cal networks might implement invariant object recognition are
described in detail elsewhere (Rolls, 2008, 2012). They provide
the basis for the design of VisNet, and can be summarized as:

• A series of competitive networks, organized in hierarchical lay-
ers, exhibiting mutual inhibition over a short range within each
layer. These networks allow combinations of features or inputs
occurring in a given spatial arrangement to be learned by neu-
rons, ensuring that higher order spatial properties of the input
stimuli are represented in the network.

• A convergent series of connections from a localized population
of cells in preceding layers to each cell of the following layer,
thus allowing the receptive field size of cells to increase through
the visual processing areas or layers.

• A modified Hebb-like learning rule incorporating a tempo-
ral trace of each cell’s previous activity, which, it is suggested
(Földiák, 1991; Rolls, 1992, 2012; Wallis et al., 1993; Wallis
and Rolls, 1997), will enable the neurons to learn transform
invariances.

A.1.1 The trace rule
The learning rule implemented in the VisNet simulations uti-
lizes the spatio-temporal constraints placed upon the behavior
of “real-world” objects to learn about natural object transforma-
tions. By presenting consistent sequences of transforming objects
the cells in the network can learn to respond to the same object
through all of its naturally transformed states, as described by
Földiák (1991), Rolls (1992), Wallis et al. (1993), Wallis and
Rolls (1997), and Rolls (2012). The learning rule incorporates a
decaying trace of previous cell activity and is henceforth referred
to simply as the “trace” learning rule. The learning paradigm
we describe here is intended in principle to enable learning of
any of the transforms tolerated by inferior temporal cortex neu-
rons, including position, size, view, lighting, and spatial frequency
(Rolls, 1992, 2000, 2008, 2012; Rolls and Deco, 2002).

Various biological bases for this temporal trace have been
advanced as follows: (The precise mechanisms involved may alter
the precise form of the trace rule which should be used. Földiák,
1992 describes an alternative trace rule which models individual
NMDA channels. Equally, a trace implemented by extended cell
firing should be reflected in representing the trace as an external
firing rate, rather than an internal signal).

• The persistent firing of neurons for as long as 100–400 ms
observed after presentations of stimuli for 16 ms (Rolls and
Tovee, 1994) could provide a time window within which to
associate subsequent images. Maintained activity may poten-
tially be implemented by recurrent connections between as well
as within cortical areas (Rolls and Treves, 1998; Rolls and Deco,
2002; Rolls, 2008). [The prolonged firing of inferior temporal
cortex neurons during memory delay periods of several sec-
onds, and associative links reported to develop between stimuli
presented several seconds apart (Miyashita, 1988) are on too
long a time scale to be immediately relevant to the present

theory. In fact, associations between visual events occurring
several seconds apart would, under normal environmental con-
ditions, be detrimental to the operation of a network of the
type described here, because they would probably arise from
different objects. In contrast, the system described benefits
from associations between visual events that occur close in time
(typically within 1 s), as they are likely to be from the same
object].

• The binding period of glutamate in the NMDA channels, which
may last for 100 ms or more, may implement a trace rule by
producing a narrow time window over which the average activ-
ity at each presynaptic site affects learning (Hestrin et al., 1990;
Földiák, 1992; Rhodes, 1992; Rolls, 1992; Spruston et al., 1995).

• Chemicals such as nitric oxide may be released during high
neural activity and gradually decay in concentration over a
short time window during which learning could be enhanced
(Montague et al., 1991; Földiák, 1992; Garthwaite, 2008).

The trace update rule used in the baseline simulations of VisNet
(Wallis and Rolls, 1997) is equivalent to both Földiák’s used in the
context of translation invariance (Wallis et al., 1993) and to the
earlier rule of Sutton and Barto (1981) explored in the context of
modeling the temporal properties of classical conditioning, and
can be summarized as follows:

δwj = αyτ xj (1)

where

yτ = (1 − η) yτ + ηyτ − 1 (2)

and

xj: jth input to the neuron. y: Output from the neuron.
yτ : Trace value of the out-

put of the neuron at time
step τ .

α: Learning rate.

wj: Synaptic weight between
jth input and the neuron.

η: Trace value. The optimal
value varies with
presentation sequence
length.

At the start of a series of investigations of different forms of the
trace learning rule, Rolls and Milward (2000) demonstrated that
VisNet’s performance could be greatly enhanced with a modified
Hebbian trace learning rule (Equation 3) that incorporated a trace
of activity from the preceding time steps, with no contribution
from the activity being produced by the stimulus at the current
time step. This rule took the form

δwj = αyτ − 1xτ
j . (3)

The trace shown in Equation (3) is in the postsynaptic term. The
crucial difference from the earlier rule (see Equation 1) was that
the trace should be calculated up to only the preceding timestep,
with no contribution to the trace from the firing on the cur-
rent trial to the current stimulus. This has the effect of updating
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the weights based on the preceding activity of the neuron, which
is likely given the spatio-temporal statistics of the visual world
to be from previous transforms of the same object (Rolls and
Milward, 2000; Rolls and Stringer, 2001). This is biologically not
at all implausible, as considered in more detail elsewhere (Rolls,
2008, 2012), and this version of the trace rule was used in this
investigation.

The optimal value of η in the trace rule is likely to be different
for different layers of VisNet. For early layers with small recep-
tive fields, few successive transforms are likely to contain similar
information within the receptive field, so the value for η might
be low to produce a short trace. In later layers of VisNet, suc-
cessive transforms may be in the receptive field for longer, and
invariance may be developing in earlier layers, so a longer trace
may be beneficial. In practice, after exploration we used η val-
ues of 0.6 for layer 2, and 0.8 for layers 3 and 4. In addition,
it is important to form feature combinations with high spatial
precision before invariance learning supported by a temporal
trace starts, in order that the feature combinations and not the
individual features have invariant representations (Rolls, 2008,
2012). For this reason, purely associative learning with no tem-
poral trace was used in layer 1 of VisNet (Rolls and Milward,
2000).

The following principled method was introduced to choose
the value of the learning rate α for each layer. The mean weight
change from all the neurons in that layer for each epoch of
training was measured, and was set so that with slow learning
over 15–50 trials, the weight changes per epoch would gradually
decrease and asymptote with that number of epochs, reflecting
convergence. Slow learning rates are useful in competitive nets,
for if the learning rates are too high, previous learning in the
synaptic weights will be overwritten by large weight changes later
within the same epoch produced if a neuron starts to respond to
another stimulus (Rolls, 2008). If the learning rates are too low,
then no useful learning or convergence will occur. It was found
that the following learning rates enabled good operation with the
100 transforms of each of 4 stimuli used in each epoch in the
present investigation: Layer 1 α = 0.05; Layer 2 α = 0.03 (this is
relatively high to allow for the sparse representations in layer 1);
Layer 3 α = 0.005; Layer 4 α = 0.005.

To bound the growth of each neuron’s synaptic weight vec-
tor, wi for the ith neuron, its length is explicitly normalized (a
method similarly employed by Malsburg (1973) which is com-
monly used in competitive networks Rolls, 2008). An alternative,
more biologically relevant implementation, using a local weight
bounding operation which utilizes a form of heterosynaptic long-
term depression (Rolls, 2008), has in part been explored using a
version of the Oja (1982) rule (see Wallis and Rolls, 1997).

A.1.2 The network implemented in VisNet
The network itself is designed as a series of hierarchical, con-
vergent, competitive networks, in accordance with the hypothe-
ses advanced above. The actual network consists of a series of
four layers, constructed such that the convergence of informa-
tion from the most disparate parts of the network’s input layer
can potentially influence firing in a single neuron in the final
layer—see Figure 3. This corresponds to the scheme described by

many researchers (Rolls, 1992, 2008; Van Essen et al., 1992, for
example) as present in the primate visual system—see Figure 3.
The forward connections to a cell in one layer are derived from a
topologically related and confined region of the preceding layer.
The choice of whether a connection between neurons in adja-
cent layers exists or not is based upon a Gaussian distribution
of connection probabilities which roll off radially from the focal
point of connections for each neuron. (A minor extra constraint
precludes the repeated connection of any pair of cells). In partic-
ular, the forward connections to a cell in one layer come from
a small region of the preceding layer defined by the radius in
Table A1 which will contain approximately 67% of the connec-
tions from the preceding layer. Table A1 shows the dimensions
for the research described here, a (16x) larger version than the ver-
sion of VisNet used in most of our previous investigations, which
utilized 32 × 32 neurons per layer. For the research on view and
translation invariance learning described here, we decreased the
number of connections to layer 1 neurons to 100 (from 272), in
order to increase the selectivity of the network between objects.
We increased the number of connections to each neuron in lay-
ers 2–4 to 400 (from 100), because this helped layer 4 neurons to
reflect evidence from neurons in previous layers about the large
number of transforms (typically 100 transforms, from 4 views of
each object and 25 locations) each of which corresponded to a
particular object.

Figure 3 shows the general convergent network architecture
used. Localization and limitation of connectivity in the network
is intended to mimic cortical connectivity, partially because of the
clear retention of retinal topology through regions of visual cor-
tex. This architecture also encourages the gradual combination of
features from layer to layer which has relevance to the binding
problem, as described elsewhere (Rolls, 2008, 2012).

A.1.3 Competition and lateral inhibition
In order to act as a competitive network some form of mutual
inhibition is required within each layer, which should help to
ensure that all stimuli presented are evenly represented by the
neurons in each layer. This is implemented in VisNet by a form
of lateral inhibition. The idea behind the lateral inhibition, apart
from this being a property of cortical architecture in the brain,
was to prevent too many neurons that received inputs from a
similar part of the preceding layer responding to the same activ-
ity patterns. The purpose of the lateral inhibition was to ensure
that different receiving neurons coded for different inputs. This is
important in reducing redundancy (Rolls, 2008). The lateral inhi-
bition is conceived as operating within a radius that was similar
to that of the region within which a neuron received converging

Table A1 | VisNet dimensions.

Dimensions # Connections Radius

Layer 4 128 × 128 400 48

Layer 3 128 × 128 400 36

Layer 2 128 × 128 400 24

Layer 1 128 × 128 100 24

Input layer 256 × 256 × 16 – –
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inputs from the preceding layer (because activity in one zone
of topologically organized processing within a layer should not
inhibit processing in another zone in the same layer, concerned
perhaps with another part of the image). The lateral inhibition
used in this investigation used the parameters for σ shown in
Table A3.

The lateral inhibition and contrast enhancement just described
are actually implemented in VisNet2 (Rolls and Milward, 2000)
and VisNetL (Perry et al., 2010) in two stages, to produce filtering
of the type illustrated elsewhere (Rolls, 2008, 2012). The lateral
inhibition was implemented by convolving the activation of the
neurons in a layer with a spatial filter, I, where δ controls the con-
trast and σ controls the width, and a and b index the distance
away from the center of the filter

Ia,b =

⎧⎪⎨
⎪⎩

−δe
− a2+b2

σ2 if a �= 0 or b �= 0,

1 − ∑
a �= 0,b �= 0

Ia,b if a = 0 and b = 0.
(4)

This is a filter that leaves the average activity unchanged.
The second stage involves contrast enhancement. A sigmoid

activation function was used in the way described previously
(Rolls and Milward, 2000):

y = f sigmoid(r) = 1

1 + e−2β(r−α)
(5)

where r is the activation (or firing rate) of the neuron after the
lateral inhibition, y is the firing rate after the contrast enhance-
ment produced by the activation function, and β is the slope
or gain and α is the threshold or bias of the activation func-
tion. The sigmoid bounds the firing rate between 0 and 1 so
global normalization is not required. The slope and threshold are
held constant within each layer. The slope is constant throughout
training, whereas the threshold is used to control the sparseness
of firing rates within each layer. The (population) sparseness of
the firing within a layer is defined (Rolls and Treves, 1998; Franco
et al., 2007; Rolls, 2008; Rolls and Treves, 2011) as:

a =
(∑

i yi/n
)2

∑
i y2

i /n
(6)

where n is the number of neurons in the layer. To set the sparse-
ness to a given value, e.g., 5%, the threshold is set to the value of
the 95th percentile point of the activations within the layer.

The sigmoid activation function was used with parameters
(selected after a number of optimization runs) as shown in
Table A2.

Table A2 | Sigmoid parameters for the runs with 25 locations by Rolls

and Milward (2000).

Layer 1 2 3 4

Percentile 99.2 98 88 95

Slope β 190 40 75 26

In addition, the lateral inhibition parameters are as shown in
Table A3.

A.1.4 The input to VisNet
VisNet is provided with a set of input filters which can be applied
to an image to produce inputs to the network which correspond
to those provided by simple cells in visual cortical area 1 (V1).
The purpose of this is to enable within VisNet the more com-
plicated response properties of cells between V1 and the inferior
temporal cortex (IT) to be investigated, using as inputs natural
stimuli such as those that could be applied to the retina of the
real visual system. This is to facilitate comparisons between the
activity of neurons in VisNet and those in the real visual system,
to the same stimuli. In VisNet no attempt is made to train the
response properties of simple cells in V1, but instead we start
with a defined series of filters to perform fixed feature extrac-
tion to a level equivalent to that of simple cells in V1, as have
other researchers in the field (Fukushima, 1980; Buhmann et al.,
1991; Hummel and Biederman, 1992), because we wish to simu-
late the more complicated response properties of cells between V1
and the inferior temporal cortex (IT). The elongated orientation-
tuned input filters used accord with the general tuning profiles
of simple cells in V1 (Hawken and Parker, 1987) were computed
by Gabor filters. Each individual filter is tuned to spatial fre-
quency (0.0626–0.5 cycles/pixel over four octaves); orientation
(0◦–135◦ in steps of 45◦); and sign (±1). Of the 100 layer 1 con-
nections, the number to each group in VisNetL is as shown in
Table A4. Any zero D.C. filter can of course produce a negative
as well as positive output, which would mean that this simula-
tion of a simple cell would permit negative as well as positive
firing. The response of each filter is zero thresholded and the
negative results used to form a separate anti-phase input to the
network. The filter outputs are also normalized across scales to
compensate for the low frequency bias in the images of natural
objects.

The Gabor filters used were similar to those used previously
(Deco and Rolls, 2004). Following Daugman (1988) the receptive
fields of the simple cell-like input neurons are modeled by 2D-
Gabor functions. The Gabor receptive fields have five degrees of
freedom given essentially by the product of an elliptical Gaussian
and a complex plane wave. The first two degrees of freedom are
the 2D-locations of the receptive field’s center; the third is the
size of the receptive field; the fourth is the orientation of the

Table A3 | Lateral inhibition parameters for the 25-location runs.

Layer 1 2 3 4

Radius, σ 1.38 2.7 4.0 6.0

Contrast, δ 1.5 1.5 1.6 1.4

Table A4 | VisNet layer 1 connectivity.

Frequency 0.5 0.25 0.125 0.0625

# Connections 74 19 5 2

The frequency is in cycles per pixel.
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boundaries separating excitatory and inhibitory regions; and the
fifth is the symmetry. This fifth degree of freedom is given in the
standard Gabor transform by the real and imaginary part, i.e.,
by the phase of the complex function representing it, whereas
in a biological context this can be done by combining pairs of
neurons with even and odd receptive fields. This design is sup-
ported by the experimental work of Pollen and Ronner (1981),
who found simple cells in quadrature-phase pairs. Even more,
Daugman (1988) proposed that an ensemble of simple cells is
best modeled as a family of 2D-Gabor wavelets sampling the
frequency domain in a log-polar manner as a function of eccen-
tricity. Experimental neurophysiological evidence constrains the
relation between the free parameters that define a 2D-Gabor
receptive field (De Valois and De Valois, 1988). There are three
constraints fixing the relation between the width, height, orienta-
tion, and spatial frequency (Lee, 1996). The first constraint posits
that the aspect ratio of the elliptical Gaussian envelope is 2:1.
The second constraint postulates that the plane wave tends to
have its propagating direction along the short axis of the elliptical
Gaussian. The third constraint assumes that the half-amplitude
bandwidth of the frequency response is about 1–1.5 octaves along
the optimal orientation. Further, we assume that the mean is zero
in order to have an admissible wavelet basis (Lee, 1996).

In more detail, the Gabor filters are constructed as follows
(Deco and Rolls, 2004). We consider a pixelized gray-scale image

given by a N × N matrix �
orig
ij . The subindices ij denote the spa-

tial position of the pixel. Each pixel value is given a gray level
brightness value coded in a scale between 0 (black) and 255
(white). The first step in the preprocessing consists of remov-
ing the DC component of the image (i.e., the mean value of
the gray-scale intensity of the pixels). (The equivalent in the
brain is the low-pass filtering performed by the retinal ganglion
cells and lateral geniculate cells. The visual representation in the
LGN is essentially a contrast invariant pixel representation of
the image, i.e., each neuron encodes the relative brightness value
at one location in visual space referred to the mean value of
the image brightness). We denote this contrast-invariant LGN
representation by the N × N matrix �ij defined by the equation

�ij = �
orig
ij − 1

N2

N∑
i = 1

N∑
j = 1

�
orig
ij . (7)

Feedforward connections to a layer of V1 neurons perform the
extraction of simple features like bars at different locations, ori-
entations and sizes. Realistic receptive fields for V1 neurons that
extract these simple features can be represented by 2D-Gabor
wavelets. Lee (1996) derived a family of discretized 2D-Gabor
wavelets that satisfy the wavelet theory and the neurophysiolog-
ical constraints for simple cells mentioned above. They are given
by an expression of the form

Gpqkl(x, y) = a−k	
l

(
a−k (

x − 2p
)
, a−k (

y − 2q
))

(8)

where

	
l = 	
(
x cos (l
0) + y sin (l
0) , −x sin (l
0) + y cos (l
0)

)
,(9)

and the mother wavelet is given by

	
(
x, y

) = 1√
2π

e− 1
8 (4x2+y2)

[
eiκx − e− κ2

2

]
. (10)

In the above equations 
0 = π/L denotes the step size of each
angular rotation; l the index of rotation corresponding to the
preferred orientation 
l = lπ/L; k denotes the octave; and the
indices pq the position of the receptive field center at cx = p
and cy = q. In this form, the receptive fields at all levels cover
the spatial domain in the same way, i.e., by always overlapping
the receptive fields in the same fashion. In the model we use
a = 2, b = 1, and κ = π corresponding to a spatial frequency
bandwidth of one octave. We used symmetric filters with the
angular spacing between the different orientations set to 45◦;
and with four filter frequencies spaced one octave apart starting
with 0.5 cycles per pixel, and with the sampling from the spatial
frequencies set as shown in Table A4.

Cells of layer 1 receive a topologically consistent, localized, ran-
dom selection of the filter responses in the input layer, under the
constraint that each cell samples every filter spatial frequency and
receives a constant number of inputs.

A.1.5 Measures for network performance
Information theory measures. A neuron can be said to have
learned an invariant representation if it discriminates one set of
stimuli from another set, across all transforms. For example, a
neuron’s response is translation invariant if its response to one
set of stimuli irrespective of presentation is consistently higher
than for all other stimuli irrespective of presentation location.
Note that we state “set of stimuli” since neurons in the inferior
temporal cortex are not generally selective for a single stimu-
lus but rather a subpopulation of stimuli (Baylis et al., 1985;
Abbott et al., 1996; Rolls et al., 1997a; Rolls and Treves, 1998,
2011; Rolls and Deco, 2002; Franco et al., 2007; Rolls, 2007, 2008).
We used measures of network performance (Rolls and Milward,
2000) based on information theory and similar to those used
in the analysis of the firing of real neurons in the brain (Rolls,
2008; Rolls and Treves, 2011). A single cell information measure
was introduced which is the maximum amount of information
the cell has about any one object independently of which trans-
form (here position on the retina and view) is shown. Because
the competitive algorithm used in VisNet tends to produce local
representations (in which single cells become tuned to one stim-
ulus or object), this information measure can approach log2 NS

bits, where NS is the number of different stimuli. Indeed, it is an
advantage of this measure that it has a defined maximal value,
which enables how well the network is performing to be quan-
tified. Rolls and Milward (2000) also introduced a multiple cell
information measure used here, which has the advantage that it
provides a measure of whether all stimuli are encoded by differ-
ent neurons in the network. Again, a high value of this measure
indicates good performance.

For completeness, we provide further specification of the two
information theoretic measures, which are described in detail by
Rolls and Milward (2000) (see Rolls, 2008 and Rolls and Treves,
2011 for an introduction to the concepts). The measures assess
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the extent to which either a single cell, or a population of cells,
responds to the same stimulus invariantly with respect to its loca-
tion, yet responds differently to different stimuli. The measures
effectively show what one learns about which stimulus was pre-
sented from a single presentation of the stimulus at any randomly
chosen location. Results for top (4th) layer cells are shown. High
information measures thus show that cells fire similarly to the dif-
ferent transforms of a given stimulus (object), and differently to
the other stimuli. The single cell stimulus-specific information,
I(s, R), is the amount of information the set of responses, R, has
about a specific stimulus, s (see Rolls et al., 1997b and Rolls and
Milward, 2000). I(s, R) is given by

I(s, R) =
∑
r∈R

P(r|s) log2
P(r|s)
P(r)

(11)

where r is an individual response from the set of responses R
of the neuron. For each cell the performance measure used was
the maximum amount of information a cell conveyed about
any one stimulus. This (rather than the mutual information,
I(S, R) where S is the whole set of stimuli s), is appropriate
for a competitive network in which the cells tend to become
tuned to one stimulus. (I(s, R) has more recently been called the
stimulus-specific surprise (DeWeese and Meister, 1999; Rolls and
Treves, 2011). Its average across stimuli is the mutual information
I(S, R)).

If all the output cells of VisNet learned to respond to the
same stimulus, then the information about the set of stimuli
S would be very poor, and would not reach its maximal value
of log2 of the number of stimuli (in bits). The second mea-
sure that is used here is the information provided by a set of
cells about the stimulus set, using the procedures described by
Rolls et al. (1997a) and Rolls and Milward (2000). The multiple
cell information is the mutual information between the whole
set of stimuli S and of responses R calculated using a decod-
ing procedure in which the stimulus s′ that gave rise to the
particular firing rate response vector on each trial is estimated.
(The decoding step is needed because the high dimensionality of
the response space would lead to an inaccurate estimate of the
information if the responses were used directly, as described by
Rolls et al. (1997a) and Rolls and Treves (1998)). A probability
table is then constructed of the real stimuli s and the decoded
stimuli s′. From this probability table, the mutual information
between the set of actual stimuli S and the decoded estimates S′ is
calculated as

I(S, S′) =
∑
s,s′

P(s, s′) log2
P(s, s′)

P(s)P(s′)
(12)

This was calculated for the subset of cells which had as single
cells the most information about which stimulus was shown.
In particular, in Rolls and Milward (2000) and subsequent
papers, the multiple cell information was calculated from the
first five cells for each stimulus that had maximal single cell
information about that stimulus, that is from a population

of 35 cells if there were seven stimuli (each of which might
have been shown in for example 9 or 25 positions on the
retina).

Pattern association decoding. The output of the inferior tem-
poral visual cortex reaches structures such as the orbitofrontal
cortex and amygdala, where associations to other stimuli are
learned by a pattern association network with an associa-
tive (Hebbian) learning rule (Rolls, 2008, 2014). We there-
fore used a one-layer pattern association network (Rolls, 2008)
to measure how well the output of VisNet could be classi-
fied into one of the objects. The pattern association network
had four output neurons, one for each object. The inputs
were the ten neurons from layer 4 of VisNet for each of the
four objects with the best single cell information, making 40
inputs to each neuron. The network was trained with the Hebb
rule:

δwij = αyixj (13)

where δwij is the change of the synaptic weight wij that
results from the simultaneous (or conjunctive) pres-
ence of presynaptic firing xj and postsynaptic firing or
activation yi, and α is a learning rate constant that spec-
ifies how much the synapses alter on any one pairing.
The pattern associator was trained for one trial on the
output of VisNet produced by every transform of each
object.

Performance on the test images extracted from the scenes was
tested by presenting an image to VisNet, and then measuring
the classification produced by the pattern associator. Performance
was measured by the percentage of the correct classifications of an
image as the correct object.

This approach to measuring the performance is very biolog-
ically appropriate, for it models the type of learning thought to
be implemented in structures that receive information from the
inferior temporal visual cortex such as the orbitofrontal cortex
and amygdala (Rolls, 2008, 2014). The small number of neu-
rons selected from layer 4 of VisNet might correspond to the
most selective for this stimulus set in a sparse distributed rep-
resentation (Rolls, 2008; Rolls and Treves, 2011). The method
would measure whether neurons of the type recorded in the
inferior temporal visual with good view and position invari-
ance are developed in VisNet. In fact, an appropriate neuron
for an input to such a decoding mechanism might have high
firing rates to all or most of the view and position transforms
of one of the stimuli, and smaller or no responses to any of
the transforms of other objects, as found in the inferior tem-
poral cortex for some neurons (Hasselmo et al., 1989b; Perrett
et al., 1991; Booth and Rolls, 1998). Moreover, it would be inap-
propriate to train a device such as a support vector machine
of even an error correction perceptron on the outputs of all
the neurons in layer 4 of VisNet to produce four classifica-
tions, for such learning procedures, not biologically plausible
(Rolls, 2008), could map the responses produced by a multi-
layer network with untrained random weights to obtain good
classifications.
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