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AdSTRACT

A tileoretical study is made of the physics of photoexcited carriers 1n one
of t~e bands of a semiconductor. The emphasis is on pnotoexcited hot carrier

pnenomena, for whicn the mean carrier energy deviates significantly from the
thermal equilibriwn value in the steady state. Very little previous theoretical
work in this area has been reported.

Two situations are analysed. The first is an investigation of hot photo-

excited carriers in germanium and silicon at low temperatures. The carriers

are excited into the band by a model black-body excitation spectrum having

a mean energy 1n excess of the thermal energy. Full account is taken of the
interaction of the carriers with impurities and phonons, and recombination is
asswned to occur via a cascade mechanism. Significant carrier heating is

16 -3found for trapping densities of the order 10 cm at lattice temperatures
below about 30oK. The steady-state carrier distribution functions are derived

numerically from t.leBoltzmann equation in the absence of external fields. The

low field transport and trapping parameters are then derived by a perturbation

theory. The assumption of a linear response to applied fields is checked by

an adaptation of tileHonte Carlo technique first employed by Kurosawa (1966)and

Boardman et al (1968)in high field studies of semiconductors. The technique

is extensively modified to suit our problem; in particular the concert of the

self-scattering device is enlarged.

The theory shows good agreement with the experimentally measured (Rollin

and Rowell 1960) temperature variation of the Hall mobility of photoexcited

holes in germanium. Agreement is also obtained with an experimental curve for

the temperature dependence of the capture cross section for electrons in silicon.
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experimentally a 'cut-off' is found in the temperature dependence below

Tilehot carrier model explains this phenomenon in terms of an

anomalous temperature dependent Hall number which arises from the severe non-

Maxwellian heating of the carriers. However, not all the experimental

results can be explained this way and a tentative alternative mecnanism is

suggested.

The second situation analysed involves monochromatic photoexcitation

leading to the oscillatory photoconductivity effect in many polar semiconductors.

Considerable controversy has existed previously as to the origin of this effect.

The distribution fUllctions and photoconductivity are studied as a function

of photon frequency and electric field strength on the basis of an analytical

model and detailed Honte Carlo calculations. Good agreement is found with

experiment as regards tile field dependence of the overall spectral response,

confinning the assumptions of an earlier approximate analytical approach
(Stocker and Kaplan 1966).

For certain photon frequencies the photoexcited carriers can theoretically

exn ibit both total and"differential negative mobility for certain ranges of

applied electric field, confirming a previous approximate theory (Stocker 1967).

although tileeffect nas not been observed experimentally. This leads to a

non-uniform field distribution in the semiconductor and the possibility of space-

charge instabilities. The possibility of steady-state negative photoconductivity

is investigated with particular reference to the spatial distribution of e~ectric

field and the stability of the carrier system. The evolution and form of the

i.nst abilities and steady-states are evaluated numerically. Full account is

taken of the electron and trap dynamics. It is shown that the total negative

r-esi st ance state is unstable in the presence of injecting contacts. Instead

either a non-uniform field distribution showing bulk positive resistance is

est ablished or there occur propagating instabilities leading to positive current

oscillations.
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CHAPTER I

INTRODUCTION

1.10bjectives

The basic theme of this thesis is a theoretical study of non-equilibrium-

carrier distributions and their consequences appropriate to non-degenerate

photoexcited carriers in one of the bands of a semiconductor 0 The obj ecti ve

is to re late measurements of phototransport and trapping parameters to our

existing knowledge of recombination processes and the interaction of carriers with

phonons and impurities. Particular emphasis is placed on hot carrier phenomena,

The extensive literature on hot carriers deals almost entirely with their

production by high electric fields: very little theoretical work has been r'e por t ed

on the optically excited case. Our work has direct relevance to a series of

experime.nts conducted over the pas t ten years and was initiated to provide a

theoretical understanding of the physics of photoexc:ited hot carriers.

1.2 Hot electrons

The key t.o understanding many of the transport and trapping properties

of semiconductors is the steady-state momentumdistribution of carriers. In

t.he rma l equilibrium this is well known: degenerate carrier assembli es are

described by the Fermi-Dirac distribution function. whilst Haxwell-Bolt7mann

statistics apply to non-degenerate systems. Conventional transport theory

(c. f. Ziman 1960) describes the l.i.near response of equilibrium carrier

dLst ri.but i.ona to weak ext ern aL ~gencies such as applied electric and magnet i c

fie lds or t emper at ure gradients 0
In these t!ircumstances the steady-state

distribution fun.~t.ion bears a simple relation to the equilibrium distribution.

There are. however. many physical situations in which the steady-state distribution
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function can become severely distorted from the equilibrium form. The most familiar
case occurs under conditions of high applied electric fields (Conwell 1967) ~hich
give rise to 'hot' carriers having a mean energy far greater than the equi libri.urn
value appropriate to the lattice temperature. The mean carrier energy !'iSH unt i 1
in the steady-state the rates at which momentum and energy are gained hom the
field balance the corresponding loss rates to the lattice and impurities. 0 Where 0:.';

small departures from thermal equilibrium are adequately described by the momentum
relaxation processes, hot electron problems involve both energy and momentum
relaxation. High field hot electron problems are generally characterized by a.

breakdown of Ohm's law and involve a non-linear response to the applied field, In

some circumstances, for example in the Gunn effect (Butcher 1967), this leads to
a decrease of the mean carrier drift velocity with increased applied field.
Instabilities may then develop which give rise to current oscillations under
constant applied bias voltages.

Another situation in which hot carriers may be produced, the subject of this
thesis, arises when the carriers are only maintained in the band by constant
photoexcitation from states exterior to the band, subsequent recombination occurring
into these states. If the photoexcited carriers enter the band with a mean energy
in excess of the thermal equilibrium value they will require a finite thermalisatiofl
time to lose this excess energy. When the recombination lifetime of the carriers
is large compared to the thermalisation time an approximate quasi-equi Hb ri.umcan h'~

achieved (Shockley 1949, Mattis 1960). The steady-state distribution function thEr.
ctosely resembles the equilibrium distribution with a quasi-Fermi level ~etermined
by 0 the steady-state carrier concentration. However for sufficiently shorr 1ife-
times the steady-state distribution will show significant heating and quasi-
equilibri~ ~annot be achieved. Instead the distribution will reflect tho
detailed nature of the excitation spectrum, recombination processes and energy
relaxation processes within the band. Evidence for the occurrence of this form of
carrier heating may be inferred from the low temperature phototransport measure-
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ments made by Rollin and Rowell (1960), Habeggar and Fan (1964), Stocker et al

(1966). Discrepancies between the theoretical and experimental work on the cascade

capture of carriers into shallow traps in germanium and silicon have also been

attributed to such carriers (Mattis 1960, Levitt and Honig 1961, Loewenstein and

Honig 1966). The lack of any quantitative theory to describe these experiments

provided the original motivation for the present work.

The first theoretical investigation of photoexcited hot carriers was made by

Mattis (1960) who discussed the problem of calculating the photoexcited carr:er

distribution function within the framework of a variational principle. This study

was based on a simple model involving acoustic deformation scattering of non-

degenerate carriers in the band in the presence of cascade capture into shallow

impurities. Distribution functions were not derived but Mattis showed that

significant departures f~.om quasi-equilibrium could occur at very low t empe ratures

These were to be associated with the rapid decrease of carrier lifetime with

lattice temperature.

A series of papers (Hearn et al 1962, Hearn 1965, 1966) have considered the

criteria for the use of an effective temperature to describe a heated photoexcited

carrier distribution. These studies were concerned with carrier concentrations

sufficiently large for intercarrier collisions to be important, (but without

degeneracy). The present work deals entirely with carrier concentrations helpw

the critical concentrations for which intercarrier collisions have Impor t ance .

Other theoretical work of interest is the study of the oscillatory pho tr--

conductivity effect made by Stocker and Kaplan (1966). This was a qua li tat ive

investigation of the monoenergetic excitation of carriers into the valence and

conduction bands of the III-V semiconductors at low temperatures. This p rob Lem

has some relation to the present work and is discussed further in section 1.3.

Apart from the above studies, no detailed theory of optically excited hot aLe ctrons
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has been forthcoming. In this thesis a quantitative treatment is attempted of

specific aspects of the photoexcited hot carrier problem, a brief survey of which

is given in the following sections.

1.3 Scope and plan of thesis

Two situations are analysed in detail. The first described in Chapter II ~s

a study of the physics of carriers which are photoexcited by a broad spectrum

radiation field with a high effective temperature into the valence or conduct:en

bands of germanium and silicon at lattice temperatures below 30oK. Whilst in

thebandthe carriers suffer collisions with impurities and phonons, and are subject

to the influence of external electric and magnetic fields. Recombination is

considered to occur at shallow traps by the phonon cascade mechanism (Lax 1960).

A preliminary investigation of this problem was made by the author as the basis

of an M.Sc. dissertation (Barker 1967) but no quantitative comparison with experiment

was possible. The analysis of Chapter II shows that significant non-Maxwellian

carrier heating occurs below about 300K for trapping densities of the order

lol6cm-3. The effects of heating are most effectively displayed in the low field

transport properties (linear response regime). Good agreement is found with

experiment for the lattice temperature variation of the Hall mobility, of holes in

ge rm ani.urn. Agreement is also obta~ned with an experimental curve for the

temperature dependence of the capture cross section for electrons in silicon.

Extensive experimental work over the past few years (a complete list of references

is given by Loewenstein and Honig, 1966) has shown that a'cut-off'is preseut in

the temperature dependence of the capture cross section belo\Y about 20oK. 01lr

hot carrier model interprets this phenomenon in terms of an anomalous temperature

dependent Hall number which arises from the severe non-Maxwellian heating of tbe

carriers. However, not all the experimental results can be explained this way and

reasons why the simple model'could break down for these cases are suggested at thp

end of Chapter II.
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The carrier distribution functions for this problem are obtained numerically
from the steady-state Boltzmann equation in the absence of·externaL fields.
Additional terms enter the Boltzmann equation to incorporate the effects of·carrier
generation and recombination. This is a relatively simple problem since the
distribution functions are isotropic. The low field transport properties are
then derived by.a perturbation theory. This involves a linear response to weak
fields, where the presence of the fields does not appreciably alter the isotropic
part of the distribution function. An important problem here is to know how
large the external fields may·be before this simple theory breaks down. For
thermalized carriers fields of the order of 10 V/cm set the limit. However,
for pqotoexcited carriers, as will be shown in Chapter IV, much smaller fields
may severely distor1; the isotropic. part of the distribution function.· One
approach to this problem is to solve the Boltzmann equation with the field terms
Deluded., This leads to severe computational difficulties:. the distribution
function is anisotropic.and both energy and.momentum relaxation processes must be
included.' Drastic approximations must be made if conventional. numerical techniqu~~
are employed.

To overcome thse difficulties we have resorted to a Monte Carlo method,
essentially a computer simulation of the motion of carriers in momentum space.
The technique has considerable flexibility and is not restricted to low field
problems., It was first ~ntroduced into highfield tran8po~t theory by
Kurosawa (1966) and Boardman et ale (1968). We have extensively modified the
technique,to suit our p~oblem and introduced several features which have more
ge~eral application (Barker and Hearn, ··1969a.b). In particular the.concept
of.the self scattering device (Boardmanetal 1968) has been enlarged and the
first proof of its validity offered. In view of the potential importance of
this technique.we devote, a whole Chapter (Chapter III) to the Monte Carlo method
as applied to electron transport theory. The Monte Carlo calculations. confirm
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the solutions obt~ined from the Boltzmann equation and verify the assumption of
Ohmic conduction up to fields of IV/cm which are typical of the field strengths
used in,relevant experimental work. Recent experimental findings (Yariv et
al 1968) support this analysis but show the.occurrenceof non-linear,effects for
fields in excess of 10 V/cm. These more recent developments are discussed in
Chapter VI.

The second problem to be analysed is the oscillatory photoconductivity
effect. For this problem a narrow spectrum radiation field (essentially
monochromatic) is used so that carriers enter the band with a well defined energy.
The relevant semiconductors are'the III-V compounds which have a strong interaction
between the optical phonons and the electrons. If the interaction is sufficiently
strong the photoconductivity becomes' an oscillatory function of injection energy
with a period equal to the longitudinal optical phonon· energy. The effect
appears at lattice temperatures below 300K and is most certainly a hot carrier
phenomenon. It was first observed by Blunt (1957) and has since received
~onsiderable experimental·attention. The present work'was initiated to
investigate the reported strong field dependence of the.oscillatory structure
(Habeggar and Fan 1964) and to provide a quantitative 'theory.of the basic spectral
response. Considerable controversey as to the origins of the effect has existed
prior to 1966. A theory of oscillatorY'photoconductivity was given by Stocker
and Kaplan (1966) using certaip approximations regarding. the form of the carrier

·distribution function but no quantitative comparison with experiment was possible.
In view of the strong field dependence of,the effect. even for very low fields.
we have performed Monte Carlo. calculations for the distribution function on the
basis·of a detailed model. This work is described in'Chapter IV. Good
agreement has been found with experiment except for injection energies very close
to a multiple optical. phonon energy (Barker and Hearn 1969a). The distribution
functions are highly non-equilibrium and show considerable heating. The electric
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field produces severe distortion in the distributions and under certain
circumstances can act to reduce the mean carrier energy; carrier cooling occurs.

An interesting result which arises from our calculations is the prediction
of total negative conductivity, for a certain range of electric fields, if the
carriers are excited into the band with an energy of just less than.amu1tiple
number of optical phonon energies. A simple physical argument which explains
this effect has also been given by Stocker (1967). Detailed calculations, made
on the basis of an exact analytical model and the Monte Carlo technique, confirm
that the negative conductivity is a real effect and not a consequence of .
approximations made in determining the carrier distribution function. The
derived drift velocity-field characteristics for this problem are highly non-
linear with regions of negative differential and total negative mobility.

The velocity-field characteristics describe the carrier drift velocity
attained in the steady-state for a spatially homogeneous carrier distribution
subjected to a constant uniform·~tactric .field. It is well known, however,
(c.f. Butcher 1967) that if a region of negative differential mobility occur. we
can expect the system to be unstable with respect to space-charge formation. The
field and carrier concentration will no longer be spatially or temporaJ~ homo-
geneous. The static,velocity-fie1d characteristic,is no longer a good indication
of the current-voltage relation. This problem is investigated in lome detail
in Chapter V (see also Barker and Hearn 1969b). Ideally we would solve the
problem from the standpoint of the full time and space dependent Boltzmann
equation coupled to Maxwell's equations (which reduce to Poislon's equation
for this problem). This is a problem of formidable complexity, however, and is

not attempted. Instead we adopt a more phenomenological approach.
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In Chapter V we investigate the occurrence of negative conductivity with

particular reference to the spatial distribution of electric field and the

stability of the carrier system. This work is of general interest to the under-
standing of the physics of instabilities in semiconductors and to negative
resistance devices. A phenomenological model is used, based on Poisson's

euqation, the continuity equations for carriers and ionized impurities and the
static velocity-field characteristic. Spatial dependence is taken care of by
including diffusion terms. Small signal perturbation theory is used to derive
the linear response of the system to small fluctuationso The qualitative form of
static field distributions which could arise are obtained by t~pological methods

(phase-plane analysis) applied to the system of non-linear differential equations
deduced from the model. Consideration of the problem of contacts and the
external circuits is essential to the analysis. Diffusion processes are found
to playa crucial role. Detailed numerical calculations are also given for the
time evolution of the steady-state, where it exists, and the non-linear growth
of instabilities in the system. A variety of. instabilities are found which
are analysed by phase-plane methods. These give new insight into the general

problem of instabilities in negative resistance materials and bear strong

resemblances to instabilities occurring in gallium arsenide at room temperature

under high electric field. We give a comparison between these instabilities

which lead to the Gunn effect and the instabilities predicted for the oscillatory
photoconductivity problem. The major result is that for ordinary contacts a
total negative resistance state does not occur. Instead a non-uniform steady

static field distribution leading to positive conductivity is set up in the

sample, or small·amplitude positive current oscillations occur which arise from

the cyclic uniform propagation of weak field domains through the sample. Under

certain conditions of.recombination and excitation these domains are suppressed

and the cyclic non-uniform propagation of accUmulation layer instabilitie,· may

occur.
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Chapter VI discusses some of the problems raised by our work and suggest areas

for future research at both the theoretical and experimental level. More recent

experimental work is discussed in the light of our analysis.

The Appendices contain information of a more mathematical nature, such as the

detailed forms of· the scattering processes used: in our calculations, Monte Carlo

sub+outines and elements of ph~se-plane analysis.
\
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CHAPTER II

HOT'PHOTOEXCITED'CARRIERS IN.GERMANIUM AND SILICON AT LOW
TEMPERATURES

2.1 Introduction

In this chapter we describe the first of two separate investigations
of optically excited hot carriers in semiconductors. The situation considered
is that in which the carrier excitation spectrum has an approximately black
body characte~ with a radiation temperature greater than the lattice temperature.
Recombination is considered to take place via.the cascade capture process
into shallow ionized traps originally p~oposed by Lax (1960). The details
of the theoretical model are given in section 2.2. The essential approach
is to derive the Boltzmann equation on the basis of a simple model to include
the processes of carrier generation and recombination. A Monte Carlo technique
(to be described in detail in Chapter 3) is utilized to check the validity of
the solutions obtained from the Boltzmann equation approach. In section 2.3
we describe the methods used to.determine the resultant'distribution functions
in the.absence of external electric and magnetic fields. The salient features
of the numerically computed distribution functions are discussed in s~ction 2.4.

The problem described here has direct relevance to a se~ie8 of experiments
performed on germanium and silicon made in the last few years (Levitt and
Honig 1960, Rollin and Rowell 1960, Betjemann.1965, Lo:ewenstein and Honig 1966).
Accounts of our results have been giveQ.in the literature (Barker al\dHearn,
1968; 1969d). The Lax model predicts that the carrier recombination lifetimes
decrease very rapidly with decreasing lattice temperature so that at
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temperatures below about 30oK, depending on the'detailed parame~er9 considered,
the carrier distribution can become significantly heated. One of the simplest
and most direct methods of detecting this heating is to measure the Hall
mobility as a function of lattice temperature. One experiment of this type
has been reported by Rollin and Rowell (1960) for photoexcited holes in
germanium. The theoretical.work .indicates that the carrier distributions
have an ohmic (linear) response to small electric fields. Consequently, .
we can show by pe~turQation theory that the Hall mobility involves suitable
moments of the zero field distribution functions (section 2.5). If'all the
important energy and momentum relaxation processes are taken into account
the present model gives;resu1ts which are in good agreement with those of

. .

Rollin and Rowell (section 2.7). Similar measurements have been reported
by Betjemann' (1965) for electrons in silicon. Betjemann interprets the
observed anomalies'in the measured Hall mobility as due to ~arrier heating.
However, the present model suggests that the carrier lifetimes are much
too long for this to be a valid explanation of the results.

In section 2.6 we report a more subtle, and rather more difficult
application of the model to situations in which photoexcited carriers are
used to measure the mean capture cross sections of shallow impurities.
Such experiments have been described by Levitt and Honig (1961), and
Loewenstein and Honig (1966) using electrons in douple doped silicon. Their
results indicate that the measured capture cross sections are roughly
of the correct order of magnitude as required for thermalised electrons on
the Lax model but show a serious discrepancy with regard to the lattice
temperature dependenc_e. The present model predicts carrier heating in ....some
of these experiments. There are two aspects of heating effects wnich are
important in this context. The first, which was originally pointed out by
Mattis (1960), is that heating decreases the average capture cross-section
because the capture probability decreases with carrier energy. lhis has
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rather a weak effect on the observed temperature dependence of the cross

sections. Secondly, our model predicts that the heating is non-Maxwellian.

Consequently the Hall number, which is the "constant" of proportionality

between.the Hall coefficient and reciprocal carrier concentration, shows a

strong temperature dependence through the energy dependence of the momentum

relaxation processes. The Hall effect is used experimentally to calculate

the concentration of photoexcited carriers, from which the mean cross-section

is determined. Except at the lowest temperatures investigated this second

effect is found to be the more important. Good agreement is obtained with

the measured.t~mperature dependence of the cross section for one of the samples

used by Levitt and Honig (1961); this gives further support to our model

for carrier heating. However, the majority of samples show a temperature

independent mean recombination lifetime which is at variance with both the.

Lax model and the hot carrier model. This represents a conslderab1e problem

and a qualitative attempt to understand these results is-given in section 8.

2.2 The basic model

This section describes the basic equation which leads to the steady state

carrier distribution f~(~) in ~-space, in the absence of any applied fields.

We consider a simple energy band characterised by a scalar effective mass m*.

In terms of an energy band with a mu1tiva11ey structure the analysis applies

to a single valley. At tnis stage we do not consider the effects of

anisotropic effective masses. However, these are included in the calculation

of transport,parameters. Photoexcited carriers are assumed to be generated

by. an applied external radiation fhld which gives rise to a spatially uniform

eteitation rate into the band. The excitation rate is considered to be a'

function of carrier energy E(k) only. The distribution function f (k) is then0-

only a function of carrier energy. In which case only the inelastic scattering
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processes, that is electron-phonon interaction, are effective in determining

the form of f •o L· .• 11 8 -3ow carr1er concentrat1ons, typ1ca y of the order 10 cm ,

are considered so that intercarrier scattering may be neglected. This

condition also allows us to neglect the effects of non equilibrium phonon

distdbutions.

The steady state rate equation describing the photoexcitation of carriers

into a single band is

where W is the total excitation rate into the band (equ~l to the total

recombination rate). The normalised quantities w (k), w (k) are the fractionale - r-
rates of excitation and recombination for entering and leaving state k

respectively. The term J(~) is the total rate of intra-band electron-phonon

scattering out of the state k. Summing over all the states k in the band

leads to the sum rule

2 J<,~) • 0
k

which is a consequence of carrier conservation in collisions. The re-

combination and scattering terms are functionals of f (k)0-

so that f (k) can be determined if the independent function w (k) is known.0- e-

The scattering rate is based on acoustic deformation and non-polar

optical phonon scattering since the model is to be applied to germanium and

silicon; inter equivalent valley scattering, for the case of electrons, is

formally included in the optical phonon term. The detailed form for J

applicable to these processes are discussed considerably in the literature

(for example Paige.1964. Conwell 1967). For completeness the form of J is

given in Appendix 2.1. We note that in general J has the structure
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2.2.3

where G~,~ ') is a symmetric function in k,k t. It is clear that J vanishes

in thermal equilibrium since fo(k) is then proportional to exp(-E/kBT).

We also point out that our numerical calculations do not, involve any

approximations for J.

For clarity we now specialise to the case of photoexcited electrons,

a similar analysis applies for holes in p type material. We consider the

semiconductor to be doped with a concentration ND of shallow donors, and

partially compensated with acceptors of density NA (where NA < ND). The

acceptors are assumed. to be fully ionised so that there are NA Lond sed
odonors and ND • ND - NA neutral donors. This is a good approximation at

very low temperatures. Electrons are excited from the neutra], donors

into the band and subsequently recombine with the ionised donors. The

general scheme is sketched in Figure 2.1. Relevant experiments have

employed very low carrier concentrations which enables us to neglect any

change in the fractional ionhation of the donors due to the applied

radiation. The rate of generation of carriers by a flux of photons incident

on the neutral donors is proportional to the neutral donor concentration;

the photoionization cross section and the intensity of radiation. We consider

shallow donors for which the ionization energy is of the orde~ O.05eV. The

quantity of interest as regards the excitation process is we and this is poorly

known experimentally. We therefore adopt a model excitatio~ spectrum

2.2.4

based on a black body radiation field with temperature T , where kB isr

Boltzmannts constant. We recall ,that the energy t is the energy of state k
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relative to the band edge. The exponent ~ is a positive constant, the shape

parameter, which in-fact characterizes the selection rules and matrix elements

for the electron-photon interaction. Fortunately, the detailed form of we

does not seem to be very important in the application of the model; the main

requirement is that the spectrum is peaked at some small mUltiple of kBTr•

Appendix 2.2 contains a brief derivation of the model spectrum. Intrinsic

black body radiation from the lattice exists at all temperatures and gives

rise to an equilibrium concentration of carriers. However, ~t very low

temperatures, for which ~T ~ 0.0025 eV, this component may be neglected

in comparison with high temperature extrinsic radiation (for which ~Tr -

0.025 eV).

The recombination rate into the ionised donors is written

.. f (k) It (E)0- 1
where O(E) is the capture cross section. VeE) the carrier velocity, and T the

carrier recombination lifetime. We assume that the recombination takes

place via the attractive cascade mechanism (Lax 1960) and,we neglect the

capture into neutral donors. This latter approximation is generally valid

in our applications since the neutral donor concentration is of the same

order experimentally as NA whilst the cross section is considerably smaller.

We recall that on the cascade theory, the charged attractive donor c~ntres

are considered to possess a set of excited states whose radii increase

indefinitely in real space (in fact one should really cons~der a limit to the

size of such "orbital" states because of screening effects and the possible

overlap between states associated with different centres). Initial capture

of a conduction electron into a highly excited state of,large radius may be

followed by cascade into more tightly bound states with the emission of
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acoustic phonons, or the electron may be thermally reionized back into the

Dand. If the electron reaches an excited state of binding energy greater

than kHT (where T is the lattice temperature) it is effectively trapped and

may eventually enter the ground state. 'Consequently not all the excited

states are effective in the capture of electrons, only those with binding

energies in excess of kBT give a large contribution. This leads to a

capture cross section which increases rapidly with decreasing temperature as

more states become available for firm capture.

Following Lax (1960) we use the cross section

where S is the longitudinal veloc~ty ef sound and 01 is a constant cross

section depending on the effective mass, velocity of sound, static dielectric

constant and the acoustic deformation potential. The function ~ is given

approximately by

& >.. * 2I ms,

so that a varies approximately as T-2 and &-2 At high lattice temperatures

the cross section a is small and the distribution function f has the usualo

Maxwellian form. In that case the form (2.2.7) leads to a divergence in the

total recombination rate. It is therefore necessary to introduce a cut off

in ~ at low carrier energy. Lax has suggested the more accurate form

2.2.8

where 6 is a constant in the range 4 < ~ < 10. However, the actual form

of the cut-off is obscure and a detailed study of· the capture of electrons

close to the band edge has not yet been given. In our work we have employed

both (2.2.8) and other empirical form~ but find that the details of the cut

off are unimportant for tne predominantly high energy distribution of electrons
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encountered in the study. A particularly useful'empirical fo~ for the
recombination lifetime is

1 x an integer;--
which has the advantage that by taking a as very large allows th~ investigation
of energy independent lifetimes with various temperature dependences. For
x • 2, and appropriate choice of a this form is essentially identical to the
Lax model except at very low energies.

The distribution function f scales in the parameter Wand is thereforeo
conveniently rewritfen in terms of the reduced distribution function HK)'defined
by,

where p is the density of like spin states in k-space and

2.2.10

Hence K~(K)dK~ is the number of electrons per unit excitation rate in the
222reduced energy range K to K + dK • The rate equation (2.2.1) becomes

~ (K) - ~(K)K/i(K) • KJ(~(K» 2.2.11e

with; (K)dK2 the excitation rate into dK2 i.e.e

W (K) = 4~py~3, Kw (K) 2.2.12e e

and where the functional dependence of J on ~ is indicated explicitly. The
carrier concentration n is given by

n • W J: ~(K)KdK2
o

The reduced distribution satisfies the normalisation condition (a consequence

2.2.13

of the sum rule 2.2.2),

.'
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and also

f
a> - 2o we(K)dK ""1 2.2.15

The latter condition leads to
9.,+ 31

(TIT) 2 K21+l
we (K) = _ __;;r;.._ eXP(-K2T/T

r
)

r(1+3/2)
2.2.16

where r is the gamma function.

We observe that the high temperature Maxwellian limit for ~ is
2

~ « exp(-K ) 2.2.17

which must be normalised by equation (2.2.14). At low temperatures, scattering
is negligible and recombination dominates leading to the limit

4l - T(K)w (K)/K.e

The complete rate equation is wriften out explicitly in Appendix 2.1.

The structure of the rate equation is made more apparent by writing the
scattering rate as

KJ(~(K» - Z(K)~(K)- Y(~(K», 2.2.19
we then have

~ (K) + Y(HK»~(K) _ ~e _

Z(K) + Kit (K)
2.2.20

2.3 Numerical solution

The rate equation (2.2.11) or (2.2.20) is an integral equation for the
distribution function 4l and is solved numerically by iteration. It is assumed
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that if ~ is an approximate solution obtained after n iterations, then an

better approximation ~n+l is given by

{

~ (K) + y(~ )
~ (K) _ N e n
n+1 n+l K!.(K) + Z(K) }.

The normalisation constant N 1 is a measure of the convergence of then+
iterative process, and is chosen such that·~n+l satisfies the normalisation

condition (2.2.14). If the norm converges to unity for successive iterations,

then the approximate solutions converge to the exact solution. In practice

the iterative procedure is continued until either (a) the norm satisfies

I N-l I ~ v

where v, the tolerance, is an arbltrary small positive number less than unity;

or (b) until an arbitrary number, say P, iterations have been performed.

Typically v is chosen of the order 10-4• and P - 10. In all cases investigated

convergence was at worst to within a tolerance of 10-2•

The inherent difficulty in the iterative procedure is the choice of a

suitable starting function ~l. The standard approach would involve using

the normalised inhomogeneous part of the integral equation as a starting

function. However. this is not in general a good approximation to the exact

solution and leads to poor convergence. Instead we use a generalisation of

the iterative techniqu; due to Hearn (1966) in which a physically acceptable

trial function is used for ~l. A highly convergent procedure for solving

the rate equation over a range of temperatures is to use the normalised

Maxwellian limit as the starting function at the highest temperature, i.e.

2~l - Nl exp(-K ).

The resulting solution, when re-normalised, then acts as the starting function

at the next lowest temperature and so on. For a set of very low temperatures

it is more efficient to use ascending temperatures and the other asymptotic

limit, i.e.
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In order to check the iterative procedure the zero field distribution

function was obtained for a few particular cases by a Monte Carlo method

which effectively bypasses the Boltzmann equation. This technique is

described in detail in Chapter][. The distribution functions obtained by

the two methods were essentially identical. The Monte Carlo method has very

much slower convergence that the iterative technique, particularly at high

temperatures. This prohibited its use exeept at temperatures below about

SOK. However, the Monte Carlo technique is not restricted to low applied

fields, and for high fields is superior to the conventional method of

applying perturbation theory to the Boltzmann equation.

In numerical computation the continuous variable K is replaced by a

discrete variable which spans a uniform discrete mesh in K-space, from zero

up.to a maximum of K - 400~.

_1[2mns2]i
~ 8 k TB

Here ~, the mesh gauge, is chosen as

which represents a small fraction of the typical energy transferred in an

~lectron phonon collision. The various functions appearing in the rate

equation are tabulated at the mesh points and the.integrations .carried out

by conventional techniques. The rate of convergence is not significantly

improved by increasing the upper energy limit or by using a finer mesh.

Calculations were carried out. on the Chilton ATLAS and Warwick Elliott

4130 computers.
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2.4 Distribution functions

We have obtained distribution functions for a wide range of parameters
o 0in the temperature range 1 K to 40 K. The general form of the reduced

distribution function, as a function of energy and lattice temperature, is

illustrated in Figure 2.2. These curves were computed for n-germanium
assuming a slope parameter 1 - 1, and a radiation temperature T • 300oK.

r
The other parameters employed are given in Table 2.1. The main features
are as follows:

(i) at high temperatures, T ~ 30oK, corresponding to long carrier

lifetimes, the carriers are closely thermalised to the lattice and satisfy
a Maxwellian distribution.

(ii) at lower temperatures the carrier lifetimes are shorter and the
distribution function is non-Maxwellian. It may be approximately

represented by the sum of two Maxwellian distributions, one for low energy
and the other for high energy. The lower energy Maxwellian is characterised
by an effective temperature near to the lattice temperature. On the other
hand, the high energy Maxwellian has an effective temperature closer to the

radiation temperature. For energies above the optical phonon emission

threshold, optical phonon scattering dominates and induces a cut off to the

distribution function (this is not shown in the figure).

(iii) at very low temperatures, T ~ 30K, the cascade capture cross

section becomes large, and the distribution of carriers is essentially

determined by competition between the excitation and recombination rates

and reflects their detailed forms. Convergence of the iterated solutions
in this region is slow, reflecting the rapid change of the, low energy

distribution with temperature. The curve for T - 10K in Figure 2.2 shows
the occurrence of a peak to the distribution function. This is partly
a consequence of the dep1etion_ of carriers with very low energies due to the

fast recombination rate for low energy carriers on the Lax model.
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Similar forms are obtained for ~ by using a constant recombination

lifetime of the same magnitude as the average lifetime on the cascade
model. However, this is a qualitative similarity only and the same

temperature dependence is not obtained.

2.5 Low field transport

The low field trapping and transport parameters are obtained from the

isotropic zero field distribution function ~(K) by the application of

perturbation theory in a similar fashion to conventional low field transport

theory (c.f. Ziman 1960). This approach is justified if the response to

the external fields used expe~imentally is Ohmic (that is linear). In

general these fields do not exceed about 1 V cm-l and there is no experimental

evidence of significant non-Ohmic effects. In fact one would not expect

nonlinear effects at these fields because of the dispersed nature of the

distribution of electrons over momentum space (this is to be contrasted with

the situation in the oscillatory photoconductivity effect discussed in
Chapters IV and V) • Fortunately we were able to check the assump~ion of

linear response to external fields in the Monte Carlo calculations discussed

in section 2.3. These calculations were also performed with the inclusion
-1of a,field of order 1 V cm which gave,the various transport parameters

directly. It was found that the Monte Carlo calculations were in very

good agreement with those performed on the basis of the perturbatioD theory

approach which we now outline.

The basic rate equation for the zero field distribution function f (k)0-

was shown in section 2 to have the form,

Ww (k) - f (k)/T(E) - J(k) - 0e- 0- -
2.5.1

In the presence of externally applied electric ,and magnetic fields (denoted
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by F and!) the new steady state distribution function f(k) is no longer
isotropic. The corresponding rate equation is then similar to (2.5.1)

but now contains contributions from the elastic scattering processes and

the accelerating effects of the applied fields. The latter term describes

the rate of change off~) due to the fields and takes the form (see for

example Paige 1964),

af~)
at {

[1 a )} af(k)
fields - - i ! + lIi a~ A! • ak - 2.5.2

To first order in the electric field the isotropic part of the finite

field distribution function is given by f (k).
0- On the other hand the

anisotropic part f1(~) is determined by the momentum relaxation processes

involving electron-phonon and electron impurity interactions. These
processes are characterised by a total momentum relaxation time T (k).

s -
(see for example Paige 1964). Using the zero field equation (2.5.1) and the

decomposition f - fo + fl' we find to first order in electric field the basic
finite field rate equation

f..(k) • t~kj] · O.

2.5.3

This equation is identical to the conventional Boltzmann transport equation

(c.f. Ziman 1960) except that the thermal equilibrium d~stribution function

is replaced by f (k) and the total momentum relaxation includes a contribution0-
from the recombination process. In practice this latter term has negligible

effect since T » T •
S

Conventional transport theory (e.g. Smith 1960) applied to equation

(2.5.3) gives the low field transport parameters as averages over the zero

field distribution function f •o
For a simple band structure characterised
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by an energy-wave-vector dispersion relation

we find the drift mobility ~t Hall mobility ~Ht Hall number rand magneto-
resistance number X as

e
II - - «T »

1IIr sm

IJH - rll 2.5.4

The averages are defined in terms of the reduced distribution function ~(K)

rather than f (k) as0-

« TP » - - .!s 3

I~K3.a~/aK'T~ (K)dK
o 2.5.5

We briefly recall,the origin of the,above transport parameters. The
drift mobility is simply the average drift velocity acquired by the carriers
in a 'unit electric field. The Hall coefficient Rt which can be directly
measured by experiment. is defined by

where the Hall field!H is the electric field which is induced at right angles
to a constrained current flow i in the presence of magnetic field!. A well

known result from conventional transport theory (Paige 1964) then identifies
the experimentally Hall coefficien~ in terms of the Hall number, r and carrier
density n as

rR--ne.
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Another important experimental observable is the magnetoresistance ~ defined

as the fractional increase in resistivity due to the presence of a magnetic

field. The low 'field magnetoresistance is related to the magnetoresistance

X, which like the Hall number is generally not available experimentally,

2 2~ ... (X - l)r jJ

In applications to electrons in germanium and silicon the transport

formulae (2.5.4) are amended to take into account the realistic energy bands

and effective mass anisotropies (see for example, Paige 1964). This can be

done in a systematic way by using suitably averaged values for the effective

mass in the basic zero field rate equation and also in the expressions for

low field transport properties (see for example Herring 1955). For example,

the effective mass occurring in the scattering rate term arises from the

density of states into which an electron may be scattered. The appropriate

effective mass is mu' the density of states effective mass which for electrons

in germani um is given by
2 1/3mu - (ml m2 ) •

Here ml, m2 are the longitudinal and transverse effective masses describing

the structure of the conduction band minima in the <111> directions in!-

space (these are the minima which are occupied by photoelectrons under the

conditions of our model). Similarly the effective mass appearing in the

expression for drift mobility is the conductivity effective mass m whichc

again for germanium is defined by

The Hall mobility, Hall coefficient and magnetoresistance number are also

modified. Table 2.2 gives the modifications appropriate to electrons in

germanium. Similar forms arise for silicon (Smith 1960).



TABU! 2.2 lWDIFICA'i'IONS TO THE LO~'1FIELD TRANSPORT

PARAHETZRS IN l;*CErJ.lANIUJ.t

BFl''ECTlVE HASS A!:ISOTROPY

COZ;DUCTIVITY

cmmUCTIVITY HOBILITY

HALL !·:ODILITY ~ H -= 3 Km (2.1" l<m) Tr
-

!ALL COEFFICIZNT

~-------------------~~--------------------------~
ne

m
1
: longi.tudinal cff~ctive mass; m2 I transverse effective'maas

lACNETORESISTANCE NUItiBER X 00\ =
100

(2..l<'rt\~\)~ X
3K~(t'M+2)



26

Some caution has to be exercised with regard to the momentum

relaxation processes considered. In hot carrier problems it is not

always known which of the scattering mechanisms are likely to dominate and

the situation may differ radically from that of thermalised carriers.

Consequently it is difficult to establish a satisfactory model 'without

including all possible mechanisms. Previously this has led to difficulties

in the interpretation of some experiments. In application to germanium

and silicon the momentum relaxation time is compounded from acoustic

deformation, ionized and neutral impurity scattering. The forms of these

relaxation times are given in Appendix 3.1, and have been described in

detail by Conwell (1967). Opticat phonon scattering is not significant

as regards momentum loss in view of the low energy character of the

distribution function $(K). For ionized impurity scattering we adopt the

Brooks-Herring model (Brooks 1955), choosing the effective temperature

appearing in the screening length as the electron temperature T definede

by
2.5.6

where <E> is the average carrier energy, This involves the direct average

< > defined by

f: E ~(K) K dK2

<E> • -------------I: ~(K) K dK2
2.5.7

This procedure is apparently valid for normal high field Maxwellian heating

(Alba and Das 1968) but is an approximation in our work. Neutral impurity

scattering is handled by Erginsoy's model (1950). Acoustic phonon scattering

is considered on the deformation potential model due to Shockley and

Bardeen (1950).
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2.6 Lifetimes and cross sections

The steady state equation (2.2.1) may be integrated to give

W = n <l/T(K» = n <V(K)a(K» NA 2.6.1

where n is the carrier concentration. This equation expresses the steady

state balance between the total excitation and recombination rates. As

before we deal with photoexcited electrons; a similar analysis applies

to holes. Here < > is the direct average defined in section 2.5. The
•average recombination lifetime and cross section are then defined by

-1T - <l/T(K» , 2.6.2

a - <V(K)a(K»/Vt 2.6.3
..

where V
t

is the mean thermal velocity. We have used here the customary

definition for a which is quoted in most experimental work. Clearly this

is not a very meaningful definition from a physical point of view when the

electrons are heated. For a thermal distribution of carriers it is easy to

show that the temperature dependence of a and L on the Lax model for capture
. -4 d T3•S . 1are approxlmate1y T an respectlve y. This follows from equation

(2.2.6).

There are two basic methods of investigating capture c~oss sections

and trapping lifetimes which have been used for shallow impurities at low

temperatures. One approach (e.g. Konig 1958) uses a transient technique

involving observation of the time decay of the current following application

of a voltage pulse to the sample. A more accurate method which has been

used recently, and is of particular relevance to the present work, is

typified in the steady state technique employed by Levitt and Honig (1960,

1961) and Loewenstei~ and Honig (1966). This method involves measurement

of the lifetimes of electrons which are photoexcited from shallow impurities,
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at low temperatures by extrinsic radiation peaked in the 2 to 20 micron range
(or 0.6 eV to 0.01 eV). Impurity concentrations, that is NA, NO are

determined by a combined optical and paramagnetic resonance technique at low

temperature together with a room temperature measurement of resistivity. The

carrier densities are kept low so that the neutral impurity concentration can
obe taken as NO • No - NA• llnpurity concentrations are generally kept

between 1013 to 1016 cm-3 in these experiments. The rate W is determined by

an electron spin resonance technique and the trapping parameters T and cr

deduced from measurements of Wand n .the steady state carrier concentration:

T • n/W ; 2.6.4

Similar techniques were employed by Rollin and Rowell (1960) and Betjemann

(1965).

Experimentally, the carrier concentration is deduced from the Hall

coefficient R as r/(Re) where the Hall number is inaccessible to experiment.

Usually r is taken to be a constant of order unity. In the case of a thermal
distribution or Maxwellian heating this approximation is valid (e.g. for

momentum relaxation determined by ionized impurity scattering only r • 1.93,

and for lattice scattering only r • 1.18). But this assumption fails for

non Maxwellian heating. The carrier heating considered in our work is non

Maxwellian (see section 2.4), and.moreover the shape of the heated distribution

varies rapidly with the lattice temperature. Consequently r becomes strongly

dependent on. lattice temperature through the energy dependence of the total

momentum relaxation time T (for ionized impurity dominated relaxation we haves
found values for r in excess of 30; although in practice other momentum

relaxation processes act to reduce these large values). It is therefore vital

to interpret the experimental work as actually providing curves of

and crE - rcr (Barker and Hearn 1968).
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Figures 2.3 and 2.4 show the temperature variation of crE, ~ as reported

by Levitt and Honig (1961) and Rollin and,Rowe1l (1960). The sample data
are given in Tables 2.3 and,2.4. These results pertain to n-silicon and

p-germanium respectively. Both experiments involved radiation fields of

the type basic to our model. Levitt and Honig used radiation peaked in the

extrinsic radiation range from 0.045 eV (the approximate shallow trap depth)

to 0.6 eVe This radiation was considered to excite electrons from the

neutral donors (Phosphorus donors and compensating Boron acceptors) into the

6-fold degenerate lowest conduction band minima for silicon (see figure 2.5,

which sketches the conduction band,and essential transitions involved).

Rollin and Rowell used room temperature black body radiation to excite holes

from neutral copper acceptors into the valence band. Copper acts as a

triple acceptor in germanium with two deep levels and one shallow level

(E. = 0.04 eV,Tyler 1959).
1

The shallow states are compensated and

recombination occurs 'at these shallow ionized acceptor levels. The energy

band scheme is sketched in Figure 2.6. It is clear from these results that

for decreasing lattice temperature the temperature variation of crE deviates

from that predicted by the straightforward Lax model (T -4 . dependence).

Indeed an apparent cut-off in the temperature dependence occurs at very low ~

temperatures. This takes the form of a T-l variation of crE,below 30K in

silicon. In the case of holes in germanium the cut-off occurs at a higher

temperature, exhibiting a change of slope of nE (which is proportional to
400TE) to T near 19 K. followed by a possible peaked region around 15 K. A

similar effect was reported by Betjemann (1965). There have been previous

attempts to explain the observed cut-off (Brown and Rogriguez 1967; Brown

1966) in terms of overlap of the excited states, screening and impurity

conduction as well as improved calculations of the capture process. But

although these processes undoubtedly play some part they do not explain the

wide range of experimental results.
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Shown alongside the experimental results are our computed curves for ra,

n/r based on a similar set of parameters. (The data used is given in Tables

2.5, 2.6; the curve for ro corresponds to the data for sample ~- of Table 2.3.)

Despite the simplicity of the model we obtain reasonable agreement with the

experiment of Rollin and Rowell and for sample 5 in Levitt and Honig's work.

No agreement was found for samples 1 to 4. Only with sample 4 is there any

noticeable carrier heating and this has little effect on the temperature

dependence of ro. In fact samples I to 4 give the temperature variation of
-4GE as approximately T ,as expected for closely.thermalised carriers. We note

that the trap densitites for these samples is much less than for sample 5 so

the overall recombination lifetimes are larger. The temperature dependence

of ra for sample I is shown as the dotted line in Figure 2.3. Discussion of

the significance of these anomalous experimental results, which are at

variance with the Lax theory, is deferred until section 8. To some extent

the deviation from the simple Lax model for sample 5 is due to averaging over a

hot carrier distribution which becomes increasingly independent of lattice

temperature as the lattice is cooled. In fact Mattis (1961) has previously

suggested that the cut-off is due to carrier heating arising from the capture

process becoming faster than that of thermalisation at low temperatures. An

objection to this interpretation was given by Loewenstein and Honig (1966):

namely that a temperature independent distribution of carriers cannot give rise

to a T-~ variation of GE, since there must remain a residual temperature

dependence from the terms in T in equation (2.2.6) which involve the "sticking

probability" in the excited states of the traps. However, the major source of

the cut-off may be attributed to the temperature dependence of the Hall number.

If the Hall number is assumed constant in the calculations we do not find any

close agreement with experiment. The temperature dependence arises from the

non Maxwellian character of the distribution functions (which are similar

to those in Figure 2.2) and the energy dependence of the momentum relaxation

time. The detailed form of the temperature dependence of r is determined by the
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degree of carrier heating and the relative strengths of the various momentum

relaxation processes. The effect is most pronounced in the case of dominant

ionized impurity scattering because of the strong energy dependence of the

associated momentum relaxation time. An extreme case occurs for dominant

neutral impurity scattering which has a constant relaxation time; in this case

the Hall number is a constant at unity.

The general temperature dependence of the Hall number is illustrated in

Figure 2.7 for various admixtures of momentum relaxation processes. The

parameters used in the calculation are given in Table 2.7. Curve (a) is for

ionized impurity scattering only: the extreme case; curve (b) shows the

effect of including lattice scattering; and curve (c) displays the effect of

including neutral impurity scattering. The degree of carrier heating for this

situation is shown in Figure 2.8, by plotting mean carrier energy against lattice

temperature. We note that in the presence of strong non-Maxwellian carrier

heating it is difficult to provide an accurate estimate of the effect of the Hall

number on the trapping parameters because of the critical dependence of r on

the correct admixture of scattering processes. Analytical forms for the

temperature dependence of r, similar to those in Figure 2.7, can be obtained on

the basis of a double-Maxwellian approximation suggested by the results given

in section 4.

2.7 Transport properties

The effect of carrier heating is most pronounced in the temperature

dependence of the low field transport parameters. If only ionized impurity

scat tering is present the momentum relaxation time r is a function of carriers
energy only. This leads to p 'th order averages « T p » which are independents
of lattice temperature and hence show very strongly any departures from

the rma l i s at ion , In view of the detailed form of the distribution functions
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(c.f. section 4) the higher order moments « T p» sample the high energy hots
tail of the distribution. exhibiting deviations from the thermalisedbehaviour

at higher temperatures than the lower order moments. For example, the magneto-
resistance number X defined for a simple band structure by equation (2.5.4) is

strongly peaked and shows the effect of carrier heating at higher lattice

temperatures than the Hall mobility ~H' or the Hall number r. As an example
we display r and X as functions of temperature in Figure 2.9. for the case of

dominant ionized impurity scattering and the very hot distributions shown in
Figure 2.2. The large values of r and X are a consequence of the single

momentum relaxation process and the large degree of carrier heating. Similar
remarks apply for lattice scattering but T then contains a residual dependences
on lattice temperature and a weaker energy dependence. With ionized impurity

scattering, the carrier heating is exhibited by an increase in Hall mobility
3/2with decreasing temperature as compared with the T behaviour for thermalised

carriers. The effect is more complicated for lattice scattering and depends

on the competition between the residual temperature dependence and the increase
in mean carrier energy with decreasing temperature.

When several scattering processes are present, for example lattice, neutral

and ionized impurity scattering. the heating effects are extremely complicated

and depend critically on the relative contributions to T •S

Experimental measurements of the transport parameters for optically excited

hot carriers are unfortunately scarce, and we have only been able to apply the

theory to the work of Rollin and Rowell (1960) and Betjemann (1965). . .Calculat~ons

for the Hall mobility of holes in germanium based on the parameters given in

Table 2.6, are compared with experiment in Figure 2.10. The heating observed

by Rollin and Rowell is confirmed and reasonable agreement is obtained for the
temperature dependence. .Figure 2.11 shows the effective electron temperature
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Te' where Te = 2<E>/(3kB), as a function of lattice temperature for this problem.
Experimentally, the Hall mobility was found to be proportional to T3/2 for the

thermalised background carriers in the absence of extrinsic radiation. This

indicates the dominance of ionized impurity scattering at low temperatures.

Similar behaviour occurs under extrinsic radiation but for temperatures above
o24 K, where carriers reach quasi-equilibrium with the lattice. However, the

theoretical calculations indicate that neutral impurity and lattice scattering

play an important role at lower temperatures where carrier heating sets in.

Neglect of these processes leads to a considerable increase in the theoretical

Hall mobility at low temperatures. The major part of the 'temperature independent'

portion of the Hall mobility curve (region A in Figure 2 •.10) is in fact

attributable to the influence of neutral impurity scattering and not to a

temperature independent distribution of carriers as suggested by Rollin and

Rowell.

Conduction 1n p-germanium presents special difficulties (Lawaetz 1968) and

must await more detailed knowledge of the scattering processes and refinement of

our simple model before better theoretical agreement can be obtained. We note

finally that for strong carrier heating at very low temperatures, the simple

model breaks down as the detailed form of the excitation spectrum becomes more

important and this is not known with any precision.

Calculations were also performed for the Hall mobility in n-silico~

corresponding to the experiments of Betjemann (1965) hut we can find no evidence

for any significant carrier heating. This is a consequence of the low density
12 -3of traps (N

A
~ 3 x 10 cm ) giving rise to relatively long carrier lifetimes.

We have not been able to find any alternative explanation for the cut-off (which
-3/2 d b'l'is manifest as a change from a T depen ent mo 1 1ty to a temperature

independent mobility below lOoK) in the experimental Hall mobility. The radiation

used by Betjemann was room temperature radiation peaked at about 10 micron or
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0.12 eV, and as such no carriers,could have been excited into the higher

minima in the (Ill) direction which lies some 0.5 eV above the usual (100)
minima.

2.8 Summary and discussion

The simple model for carriers which are photoexcited by black body type

radiation (or broad spectrum radiation) predicts the possibility of observing

hot carrier effects in semiconductors at low temperatures. The origin of the

heating lies in the rapid decrease of carrier lifetime with decreasing lattice

temperature such that thermalisation to the lattice is prohibited. The energy

dependence of the carrier lifetimes as given by the Lax model is irrelevant to

the occurrence of heating, but is vital in its contribution to the temperature

dependence of the total capture cross section and average lifetime. The

general form of the hot carrier distribution function approximates to the sum
of two Maxwellian distributions; at least below the threshold energy for
optical phonon emission. The low energy dependence of the distributions is

governed by an effective temperature close to that of the lattice, whilst the

high energy dependence reflects the excitation spectrum. At sufficiently

high temperatures the theory shows that carriers come into quasi-equilibrium

with the lattice, verifying the earlier qualitative work of Mattis (1960).

Despite the simplicity of the model, reasonable agreement is found with

the experimentally observed transport properties. Application of Monte Carlo

methods for the low field transport properties has confirmed our assumption

that Onro's law holds under the experimental conditions considered and that

carrier heating by the applied fields does not occur.
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The non-Maxwellian nature of the heating requires a careful understanding

of the parameters actually measured in experiment, particularly with regard to

the Hall coefficient and capture cross section. Carrier heating could offer

an explanation in certain cases of the apparent cut off observed in the capture

cross section for cascade capture without a modification of the simple Lax theory.

However, as mentioned in sections 1 and 6 the full problem of this cut off cannot

be solved solely in terms of the present hot carrier model. We conclude this

chapter wi th a few speculations on the nature of the observed cut-off to the

capture cross section for n-silicon as observed by Levitt and Honig (1961).

Apart from sample 5, the majority of specimens used by Levitt and Honig

show the same temperature dependent cross section corresponding to a temperature

independent mean lifetime. This result is completely at variance with the

predictions of the cascade model, even when carrier heating is considered. There

have been several theoretical attempts to explain these results (Ascarelli and

Rodriguez 1961; Hamann and McWhorter 1963; Brown 1964, 1966; Brown and

Rodriguez 1967), all based on thermalised carriers but giving calculations for

the effects of overlap of excited states, screening and impurity conduction and

also improved calculations for the basic capture process. Only the hot carrier

model of the present work has given any agreement with experiment, and that

only for a single sample, sample 5. It is interesting to note from Table 2.3

that sample 5 is unique in having a very large ratio of neutral to ionized

donors and also the highest ionized donor density. The latter is

responsible for the carrier heating.

Levitt and Honig produce some evidence which suggests that the electrons

in their experiment were not excited predominantly to the lowest (100) minima

(see Figure 2.5) but to the higher (111) minima. This represents a further

aspect of the hot carrier problem which is not considered in our basic model.

However, it appears doubtful that this alternative situation could have a
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serious effect since we would expect the relatively fast non-equivalent inter-

valley optical phonon scattering processes to bring carriers back into the

(100) minima in a time less than the recombination lifetime. This situation

is also complicated by the possibility of impurity assisted intervalley

scattering which at least for equivalent valleys in n+ge rman ium can dominate at

very low temperatures (Weinreich, Sanders Jr., White 1959).

If we neglect intervalley optical phonon scattering and accept Levitt

and Honig's idea that carriers are excited into the higher (111) minima then we

can speculate on the influence of impurity assisted intervalley transitions

on the observed capture cross sections. The following remarks are highly

qualitative. Weinreich et al (1959) have shown that impurity assisted

interequivalent valley transitions can occur in n-germanium. Capture of an

electron into a bound donor state is followed later by re-emission into a new

valley, The scattering is elastic. As one electron is captured another one

nearby is re-emitted, so that from the point of view of the conduction band

t.his is an instantaneous process. Neutral donors also participate where

the scattering is essentially exchange scattering. The main features are that

the neutral impurity contribution dominates at low temperatures and has an

effective relaxation time comparable to the Lax cascade recombination lifetimes.

We might expect that a similar process could occur between non-equivalent

valleys in siliccn , Presumably this process also includes the possibility

of capture into a metastable state associated with the (111) valley and arising

from the donor level assoicated with the (100) valleys, followed by a transition

into the (100) valley (see Figure 2.12). This would be similar to the

resonant scattering of free electrons from hydrogen like atoms. If these
.-

processes occur and are largely temperature independent we can give a crude

explanation of the cross section data of Levitt and Honig. Consider the

situation sketched in Figure 2.13. Let the applied radiation excite carriers
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into the (111) m1n1ma at a rate S, with no carriers excited into the (100) minima,

The steady state rate equations for the (111) and (100) valleys then take the

simple form:

S
n1

=-
'l2

0
n2 n

1=- --
'2 '12

[ni] valley 2.8.1

(100) valley 2.8.2

where nI' n2 are the populations of the (111) and (100) valleys respectively,

'12 is the impurity assisted intervalley scattering time and '2 is the recombina-

tion lifetime due to the Lax cascade mechanism. Here we suppose that

recombination only occurs from the (100) valley. From equations (2.8.1) and
(2.8.2) we find

nl '12
S

n2 2.8.3::: =-n2 '2 '2

The essential factor in this problem is the ratio of neutral to ionized donors.

The latter are responsible for the cascade capture, the former for the inter-

valley transfer. If this ratio is small then intervalley transfer will be

slower than the recombination process, i.e. '12 > '2' and hence n > n2: most

of the carriers will be in the (Ill) valleyo In which case a Hall coefficient

measurement will essentially measure "i and hence from (2,8.1) will derive '12

the temperature independent recombination lifetime rather than 12,

ratio of neutral donors to ionized donors is large then similarly we find

If the

n2 > nI' and a Hall measurement will give '2' At lower temperatures, howeve r,

the cascade recombination lifetime can decrease below, and we return to a12
measurement of 112, Inspection of Table 2.3 shows that sample 5 would satisfy

the latter criterion and our hot carrier model would apply, whereas for samples

1 to 4 the carriers are probably in the (lll)valley and the experiments have

measured 112, Clearly this idea is very speculative and more theoretical and

experimental work is required in this area.
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CHAPTER III

THE MONTE CARLO APPROACH TO TRANSPORT THEORY

3.1 Introduction

During the last three years Monte Carlo methods have been applied

successfully to highly non equilibrium electron transport problems in

solids. Such situations arise for example, in considering the effects

of high fields where the usual method of solving the Boltzmann equation

using a truncated series of spherical harmonics fails (pinson and Bray

1964) • This failure will occur in general whenever the distribution

function of carriers in k-space is strongly asymmetric. Rather than solve

the Boltzmann equation for an ensemble of carriers it is possible to obtain

the steady state distribution function and transport parameters by following

the motion of one carrier for a sufficiently long period of time. The

ensemble average is then essentially replaced by a time average. Kurosawa

(1966) first demonstrated the power of the Monte Carlo method in a simple

simulation study of high field hot carrier effects in p-type germanium.

The technique was later employed by Boardman, Fawcett and Rees (1968) in

a more sophisticated form to high field effects in GaAs. These ideas have

been refined and adapted to the present studies of photoexcited carriers

at low temperatures in semiconductors, where the carriers have effe ct ively

a finite lifetime, (Barker and Hearn 1969a,b,c). Application to hot

electron effects in silicon and germanium has already been discussed in

Chapter II, and in Chapter IV we make full use of the technique to study

oscillatory photoconductivity in the III-V compounds. In view of the

potential importance of the Monte Carlo method in electron transport theory

we devote the whole of this chapter to an outline of the basic theory and

the innovations we have introduced.
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In our applications the method involves the computer simulation of

the motion of a single electron (or hole) in k-space from injection

into the band until subsequent recapture. A large number of carrier

histories are recorded from which the distribution function and macroscopic

transport properties follow as suitable averages.

involved are described in sections 2 and 3.

The basic ideas

In semiconductors the scattering mechanisms are of an extremely complex

nature and one of the consequences of this is that the total scattering

cross section is an intractable implicit function of the time of free flight.

This difficulty has been overcome by the introduction of a self-scattering

channel (Boardman. Fawcett and Rees 1968) which makes the total scattering

cross section constant in time. and if entered merely feeds the carrier

back into free flight. This work is reviewed in section 4 and the first

proof of the method offered. It has proved necessary to generalise the

simple ideas of the self scattering device in two ways. The first

innovation is the introduction of energy dependent primary self scattering

which provides a time dependent total scattering cross section which can

be handled analytically as regards the time of flight sampling. This

leads to higher convergence and efficiency. A further advance described

in section 5 involves the retention of some of the self scattering within

the individual scattering channels. This secondary self scattering device

greatly facilitates the handling of the differential scattering cross

sections and removes the problem of storage capacity in the machine.

3.2 Carrier histories

To be specific let us consider a steady state ensemble of photoexcited

carriers within a single band of a non degenerate semiconductor. We suppose
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that the lattice temperature is sufficiently low that thermal excitation

into the band is negligible. Each carrier is taken to be completely

described by its wavevector k within the band. Four competing processes
determine the properties of the ensemble. They are: (1) the photo-
excitation process: the probability that an injected carrier enters the

band in a given state, either from another band or an impurity level,

depends on the photoexcitation spectrum. For example, with uniform

monochromatic photoexcitation, carriers are injected into states which are

distributed at random on a constant energy surface in k space. (2) The

accelerating effects of external applied fields: we consider only a

constant uniform electric field which induces a uniform drift of carriers

in k space at a rate given by

3.2.1

where F is the applied field, and e the charge on a carrier. (3) Scattering

processes: collisions with phonons and impurities scatter the carriers

between states within the band. We suppose the collision process to be

instantaneous; in between collisions the carriers drift freely.

(4) Recombination: the carriers have finite lifetimes within the band and

may recombine at impurities or within another band. We shall find it

convenient to regard recombination as a special form of scattering in which

the carrier is removed from the band. All four processes take place during
the history of a particular carrier. Figure 1 shows a simplified history

in k-space for two monoenergetically excited carriers in a simple band.

The essence of the Monte Carlo method is to simulate the four physical

processes mentioned above, and involves tracking carriers from injection

into the.band until subsequent recombination. It is presupposed that all

relevant probabilities for the elementary events in the life history of a

carrier are known. A sufficiently large number of carrier histories,
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typically a few thousand, are recorded from the computer simulation to

form a reasonable statistical sample of the much larger ensemble of carriers

actually present in the semiconductor. The simple macroscopic properties

of the total ensemble are then obtained by suitable averages over the

history of the test ensemble.

The mean carrier lifetime T is calculated as the arithmetic mean
No

T = L
j=l

T./N
J 0

3.2.2

where T. is the lifetime of the jth test particle and N is the population
J 0

of the test ensemble. Assuming a constant average photoexcitation rate W,

the steady state carrier population is deduced as

N = WT 3.2.3

(c s f , Chapter II, section 2.2). However, calculation of other average

properties of the ensemble is less straightforward.

Consider the experimental measurement of some macroscopic property of

the steady state ense~ble, for example the momentum per carrier tk. In

practice the measurement will involve a time average of the total carrier

momentum over a macroscopic time interval T, where T is greater than any

of the characteristic microscopic times associated with the ensemble.

Clearly we are ignoring fluctuation phenomena. The average morr.entumper

particle is then measured as

11 I):~(t)dt
<11k> .. --~--
- E N f~dt

3.2.4

where N is the average number of carriers, ~~(t) is the momentum of a

particular carrier at time t, and the summation is over all carriers present

at time t . If we ignore the fluctuations in carrier population and
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consider the number of carriers to be a constant N, we can obtain a more

precise mathematical expression for the experimental average. To do this

we label a particular carrier with index j and suppose that if the carrier

recombines it is instantaneously photoexcited back into the band to maintain

the constant population. Recombination then, is treated as a special form

of inelastic scattering. What we have done is to replace a fluctuating

number of carriers of finite lifetimes with a constant population of quasi-

carriers with infinite lifetimes.
NIT.11 L J~.dt
1 0 Jdi~>E ..---=---
N (j dt

The experimental average is then

=
N

('bIN) L k.
I -J

3.2.5

where we define T. = T for all j.
J

Since we are dealing with a statistical

system we make the assumption that the individual quasi-carrier average ~.
J

is the same for all carriers provided the averaging time T is sufficiently

large. Consequently the experimental average is essentially an average

over a single quasi-carrier:

11 J:k(t)dt
<~k> z ----~--__

- E J>t 3.2.6

where we now drop the index j. The Monte Carlo simulation of the problem

involves tracking a single quasi-carrier over a large number of real carrier

lifetimes, say N (where N «N).o 0
The average momentum per particle is then

obtained as ro11 ~(t)dt
<-i'l.k>M 0= rodt 3.2.7

N 0

°T = L T.
0 1 J

where T. is the lifetime of.the jth real carrier making up the quasi-carrier.
J

The basic premise in Monte Carlo is the identification of <&~>M with the

experimental average <t~>E.
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Similar averages are readily found for other properties of interest.

We note that the drift mobility ~ and conductivity a are immediately obtained

if the average carrier momentum and carrier density n are known:

a = ne].J 3.2.8

Here m* is some appropriate effective mass.

Distribution functions are readily obtained by imposing a suitable

discrete mesh in ~-space (Kurosawa 1966). The fractional time spent by

a quasi-carrier in a particular element of k-space is proportional to the

steady state distribution function fQ:) in that element. If the mesh

element is small. the calculated distribution function will exhibit

pronounced fluctuations unless the quasi-carrier history is simulated over

a long period of time. The fluctuations are most severe for th~ high

energy tail of the distribution function which generally represents a low

population of carriers. Average properties such as the mean carrier drift

velocity are essentially averages over the entire distribution function

and the effect of fluctuations is largely cancelled out. Consequently

the Monte Carlo calculation of distribution functions generally requires

a longer machine time than calculation of simple ensemble averages.

The actual simulation is commenced by selecting a first test carrier

making up the quasi-carrier with an injection wavevector k and energy £
, -
which are sampled from the probability distribution appropriate to the

photoexcitation process. The time of free flight in ~-space is then

sampled from a probability distribution determined by the .scattering

processes (including recombination as a special case). The carrier has

then evolved to the new state ~t = ~ + e!!fi. where t is the time of free

flight. If distribution functions are required the visiting time of the
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carrier in each cell of k-space traversed during free flight is recorded.

The collision channel, corresponding to the mode of scattering, is then

selected by a sampling technique from a knowledge of the various collision

channel probabilities associated with state k'. The scattered state k " is

determi'ned in a similar fashion from the differ.ential scattering cross section

of the chosen channel. This new state acts as the initial state for the

next free flight. The procedure is repeated until the recombination channel

is entered at which time the entire carrier history is complete. The quasi-

carrier history is continued by generating further test carriers and the

procedure repeated until a sufficiently large sample has been obtained.

Averages are readily calculated as the simulation proceeds; for example, by

storing the cumulative time integral of the quasi-carrier momentum.

No hard and fast rule can be given for how many carrier histories must

be recorded to obtain a reasonable statistical sample. Each problem has

to be treated on its own merits. For example, the calculation of drift

velocity for very low applied fields requires extremely long simulation times

as the fluctuations are of the same order of magnitude as the derived average.

For high fields the fluctuations are less important and reasonable convergence

is obtained with a much smaller simulation time. In practice the simulation

is continued until the averages of interest converge to within a given

tolerance, typically 1%. For the problems discussed in this thesis, the

sample size has varied from 1000 to 10000 test carriers and involves a total
5number of collisions of the order 10 for each ensemble average.

Figure 2 shows a simplified flow diagram for the simulation routine. The

details of the simulation are given in the following sections.
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3.3 Basic Monte Carlo

The basic simulation is performed as follows. Consider a carrier at

~(O) at time zero. Provided it does not scatter the carrier evolves

according to the dynamical relation

3.3.1

where F is the applied uniform constant electric field. The probability

density for a first scattering at time t is then

p(t) = A(~(t»exp(-rA(k(tl'»dtl)
o

where A(k) is the total scattering rate out of state k due to all the

3.3.2

scattering mechanisms (capture is regarded as a special form of scattering).

This form arises since pet) is just the joint probability of the carrier

surviving for a time t and A~(t» the probability per unit time for scattering

at that time. The survival probability is determined by considering the rate

at which a number of carriers net), belonging to a test group all with the

same wave vector ~t are attentuated by collisions. This rate is given by

dn- = -nAdt

from which we find

net) • nCO) exp(-ItAdtl)
o

where n(O) is the population at time zero. Equation (3.3.2) follows when

we identify the survival probability with n(t)/n(O). The time of scattering

is deduced from the equation

p(t) = Jtp(tl)dtl = r
o

where r is a computer generated random number, uniformly distributed on

3.3.3

(0,1) • The procedure is justified since the probability pet) that the carrier

will have been scattered by time t is uniformly distributed between 0 and 1.
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Having determined the scattering time, the scattering channel is

selected by generating a second random number r' and using the inequality

A. (k(t»I J -
j<j' A(~(t»

L(k(t»
\' J -<r'<l - L -j>j' A(_!:(t» 3.3.4

to decide whether channel j' is entered. Integers j label the possible
scattering mechanisms and

A(_!:(t» .. f Aj(k(t»
J

3.3.5

The channel probabilities p(j) are given by

p(j) = A./A = Idk'K.(k,k')/A(k)
J - J - - -

3.3.6

The kernels K.(k,k') are the usual probabilities per unit time for transitionJ--

out of state k into state k'. Those which are of concern to us are tabulated
in Appendix 3.2. It is not always convenient to calculate a particular

A(k) and this can be avoided by a mathematical device discussed in section 5.

The scattered state k' is determined in a similar fashion by generating- .

further random numbers satisfying probability distributions appropriate to the

differential scattering rates K. (k,k') of the channels involved.
J -

The new

state k' becomes the initial state for the next free flight. For completeness,

an outline of the Monte Carlo procedure involved is given in Appendix 3.1.

The channel for ionized impurity scattering is a source of some computa-

tional difficulty in that there is a predominance of small angle elastic

scattering, particularly at high energies. From a computational point of

view, the.recording of small angle collisions is wasteful as we are mainly

interested in large angle scattering in transport theory. A way round this

problem is to introduce a cut off to the differential cross section for
ioni~ed impurity scattering so as to ignore collisions for which the scattering
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angle is less than some small value. This procedure is sketched in

Appendix 3.2.

To complete the description of the basic simulation process we

review the procedure for carrier injection. In our applications we are

concerned with isotropic excitation into isotropic spherical energy bands.

Two cases are of interest. the monoenergetic excitation associated with

oscillatory photoconductivity (Chapterl~ and the black body excitation

discussed in Chapter II.

Suppose that the injection energy E has been selected (this is trivialo

is the case of oscillatory photoconductivity). then we calculate the

direction of the corresponding wave vector k as follows.-0
The vector k-0

is randomly oriented in ~ space and the probability distributions for the

cosine of its polar angle e and azimuthal angle ~ in the simulation frame

are simply

p(cos e) = cos e/2; p(~) - ~/2 3.3.7

Generation of two random numbers r, r' in the range 0 to I then gives the

angular components of k according to-0

cos e= 2r - 1; 4> - 21Tr' • 3.3.8

In applications to transport theory we exploit the cylindrical symmetry

about the applied field direction and require only k ,and k· the radialp z '

and polar components.of ~o=' which involves only one random number:

k = k cos e= k (2r - 1); k = {k 2 - k 2)1zoo P 0 z· 3.3.9

Here k ilsgiven by
0

k = (2m*e: lli2)1
0 0

where * Ls the appropriate effective mass.m
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In general it is difficult to sample a given probability distribution

of injection energies p(£) by inverting the relation p(£) = r; and in

some cases only the probability density distribution p(£) is available. Von

Neumann (1951) has developed a routine, the rejection method, which is useful

in such cases. The technique requires the generation of a sequence of

pairs of random numbers (;1';2) which are uniformly distributed on a

rectangle of area A enclosing the curve p(£) as sketched in Figure 3. The

first random number ;1' is a test energy defined on the energy range of

interest, say 0 to £1 (if this range is infinite it is necessary to intro~uce

a cut off to the excitation spectrum at some appropriate point). The second

random number ~2' is uniformly distributed between zero and the maximum

value of p(£). Both numbers are trivially obtained from numbers generated

on the range (0,1). The test energy is selected or rejected as the correct

injection energy according to whether ;2 is less than or in excess of P(~l).

In the rejection case, the procedure is repeated until the selection condition
is satisfied.

We show that the rejection method correctly selects injection energies

satisfying the probability distribution p(£) by considering a large number of

random points to be thrown into the rectangle. Of the points which fall

below the curve p(~), the proportion that fall in the strip £ to E:+ dE: tends,

in the limit of large numbers, to the ratio of the area of the strip to the

total area under the curve.

procedure is confirmed.

This last ratio is just p(£)d£, and the

The fraction of wasted points in the rejection method is clearly 1 - IIA,

where A is the area of the rectangle. For many applications A may be large

with a consequent large loss in efficiency. In these instances it is better

to use the envelope method, developed in section 3.5, which essentially
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minimizes A. The rejection method was employed to sample the excitation

spectrum in the Monte Carlo calculations discussed in Chapter II.

3.4 The self scattering device I - primary self scattering

For certain scatterlng processes. for example polar optical phonon

scattering. equations (3.3.2) and (3.3.3) cannot be solved analytically

and the determination of free times is difficult. Boardman, Fawcett and
Rees (1968) avoid this problem by introducing a non physical 'self scattering'

device whereby a carrier may scatter from a state _! into itself. The

scattering rate for this process is r - A~) where r is a positive constant

(chosen greater than A (_!) for all energies of interest to avoid negative
probabilities) e Inclusion of self scattering is equivalent to replacing
A(k) in equation (3.3.2) by I and solution of euqation (3.3.3) for the free

time t is then straightforward" In detail we replace A(k) by

3.4.1

The probability for a first collision at time t is then given by

pet) - 1 - exp(-ft) 3.4.2

and the free time t is generated from

-1t = -r log r,e 3.4.3

The disadvantage of this simplification is that there is now a finite

probability of self scattering which does not contribute to the determination

of the transport properties or distribution function. This must be accounted
for at the collision channel stage.

At a collision either real or self scattering may occur. with respective

probabilities PR' Ps given by
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r
p = 1S 3.4.4=--

r

The collision channel is selected by the routine described in section 2;

and if the self scattering channel is chosen the carrier state is unchanged,

and a new random time selected. The entire procedure is shown schematically

in Figure 4.

As far as the author is aware, no proof has previously been given that

the distribution of free times between real collisions as generated by the

self scattering device is equivalent to the actual distribution of free times.

We give a proof of this important equivalence in Appendix 3.3.

In practical applications the number of self collisions must be

minimized. This may be achieved, in certain circumstances, by removing

the restriction that r be a constant. For example, in the simulation of

oscillatory photoconductivity, to be described in Chapter IV, it is found

that more rapid convergence is achieved by choosing r as a step function

of carrier energy. We complete this outline of primary self scattering

by sk~tching the generalization of r.

Suppose that the total scattering rate is of the form

3.4.5

where
e(£ - E ) .. 01 for E < El 1

for £ > E
1

3.4.6
= 1

Here £ = ~2k2/2m*, the carrier energy and El =tZk1
2*Zm*.

energy El' could be for instance, the threshold energy for optical phonon

The constant

emission. In situations where Al » Aa (as in oscillatory photoconductivity)

we can usefully exploit the form (3.4.5) by introducing the step function
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behaviour into the self scattering parameter r:

3.4.7

where ro' fl are constants.

becomes a function of time.

In the presence of a uniform field, r then

~-space at time zero.

Consider a carrier with energy ( at (k , k ) inp z

Suppose that the applied electric field F is directed

along the negative k axis in ~-space. There are three situations to contendz

with as illustrated in Figure 5.

The simplest case occurs for ( >(1' subject to the constraint IkPI ~ kl
if k < 0 (see Fig~re 5 (a))•

z
Here the dynamical relation (3.3.1) ensures

that the carrier energy always exceeds threshold provided no scattering

occurs. The time of free flight is then obtained by setting r = ro + r1
in equation (3.3.3).

The second case (shown in Figure 5(b» involves ( < £1'

scattering term r may then be written

The self

3.4.8

where A, the time required for the carrier to accelerate freely to the

threshold energy, is given by the dynamical relation as

A = {-k + (k 2 - k 2)1}/Gz 1 p
3.4.9

where G • eF tfi.

Substituting the expression (3.4.9) for A(~) in equations (3.3.2) and

(3.3.3), and carrying out the integrations gives the time of free flight

according to
-1 log (1 - r) if r < rA

1
t = -r

0 e 3.4.10
(I' + -1 - log (1 - r»ift = r1) (rIA r > rA0 e •
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where rA is defined by

3.4.11

and r, as before, is a random number on (0,1).

The remaining case (sketched in Figure S(c» involves the initial

carrier energy in excess of the threshold energy, but subject to the

k < o.z The appropriate self scattering term is

3.4.12

where Al, A2 are the times at which the free carrier crosses the energy shell
y 2 2 *

El - 11 k 12m • As before Al, A2 are calculated from the dynamical relation

as

A =1
(-k (k 2 - k 2)!) IG)

z 1 p

(-k + (k 2 - k ~)!)/G
z 1 p

3.4.13A =2

For this case the time of free flight is given by

if r < r.Al

3.4.14
t = -r -l(log

o e

where rA , rA are defined by1 2
rAl - 1 - exp{-A1 (ro + rl)}

rA2 = 1 - exP{-r1Al -rOA2} •
3.4.15

We note that if A1 = 0, these results reduce to the second case considered.



53

The technique may be extended to an arbitrary number of energy

thresholds and is not restricted to isotropic spherical energy bands. The

validity of time dependent self scattering is shown in Ap?endix 3.3.

3.5 The self scattering device II - secondary self scattering

In some circumstances, for example with inelastic acoustic phonon

scattering, a particular channel scattering rate A.(k) cannot be evaluated
J -

analytically and determination of the scattered state is therefore difficult.

One approach (c.f. Boardman, Fawcett and Rees 1968) is to tabulate numerically

calculated values for "j(_!) separately at selected points in ~-space and to

use interpolation to find intermediate values where required. This procedure

is not always convenient and instead we circumvent the problem by retaining

a finite probability of self scattering within the appropriate scattering
channel. Suppose that channel j is a 'difficult' channel. Then we

essentially replace the actual scattering rate A. (k) by a constant r.(>A.),
J - J J

so that the probability of scattering into channel J is, if scattering occurs,

p (j) • r. tt ,
J

but now involves the probability ~hat the final state is the same as the

The decision as to which channel 1S selected is then trivial

initial state, i.e. secondary self scattering may occur. This second

decision is reached by a generalisation of the rejection method which auto-

matically yields the final state parameters. The self scattering devices

are summarized in symbolic form in Figure 6 (for three real scattering

channels) •

For high efficiency, the secondary self scattering may be minimized by

replacing rj by an envelope function Ej(l) which is defined in terms of the

differential scattering rate K.(k,k') byJ--
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E. (k) = J E.(k,k')dk' whereJ- J---
D

Aj<!) = ID Kj~,~')d~' and Ej~'~') ~ Kj~'~') for all ~,~'. Here E. (kj k ")J--
is defined on the same domain of integration D as K. (k,k') and can be

J--
handled analytically.

To illustrate the procedure we consider the simple case where channel j is

difficult and the scattering term reduces to the form:

J
e;2A.(k) = L(e;,e;')de;'

J - e;l
Here e;'is a final state parameter such as energy, or a simple function of

energy. The limitse;l' e;2are in general functions of the initial state
parameter e;. An envelope function E(E,e;') is chosen such that

IE2 E(E,E')de;' = Eo(e;)
El

where E (e;) can be calculated exactly.o

3.5.2

The secondary self scattering rate
is then

f2de;" {Eo - f2 L(E,E')dE'}S(e;-e;").
e;l El

The probability of secondary self scattering pSS is then

3.5.3

pSS = 1 - JE2L(E,E')dE'/Eo 3.5,4
. El

whereas the probability density of real scattering pRCE,E') is given by

RP (E,E')dE' - L(E,E')dE'/E 3.505o

If we choose E(E,e;') ~ L(E,E') then pSS becomes very small as required-

The Monte Carlo routine here is the generation of a pair of random numbers ;1'

~2 where ~l is uniformly distributed on (El,E2) and ~2 is uniformly distributed on

the interval 0 to the maximum of E for the range (El,e;2). If the random point

(~1,t2) lies between the curves Land E then we exit~ through the self-scattering
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channel, if between 0 and L through channel j with final state parameter sI'

otherwise (~I'~2) is regenerated. The routine may be justified by a similat

,argument to that for the rejection method given in section 3. In certain cases
I

,it may be possible to sample the envelope function directly in which case only

a single random point (F;l,F;2)is required For this situation F;lis the solution of

r = tl
e:l

whilst ~2 is uniformly distributed on 0 to E(e:,F;l).

E (E, E ') de" IE o
r c (0, 1)

the curves E and L we have self-scattering, otherwise real scattering with final

state parameter ;1.

This method may be extended to general situations in which the carrier

state is specified by a large number of parameters, although the choice of

an envelope function may be made more exact~ng.

The major use we have made of the envelope technique concerns inelastic

acoustic deformation scattering in simulation of the hot carrier problem

in germanium and silicon. The technique was also used in simulation of

oscillatory conductivity. Suitable envelope functions for acoustic deformation

scattering are given in Appendix 3.Z.

3.6 Conclusions

We have reviewed the basic ideas of the Monte Carlo method as applied to

electron transport theory and indicated the modifications required to allow for

.photoexcitation and recombination processes. The complex nature of electron

collisions with phonons and impurities requires special handling of the time of

flight sampling and collision channel selection. Generalisations of the self

scattering device to overcome these problems has been presented and the validity
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of the methods proved. With the techniques developed any physical scattering

process can be handled without recourse to approximation. The method is

therefore a powerful one for testing physical models and more approximate methods

of solution. Unlike the Boltzmann equation approach, Monte Carlo methods are

particularly suited to high field studies or situations involving highly field

dependent distribution functions. Generalisation to include magnetic fields

poses no problem in principle and extension to multivalley processes is

straightforward.

In the following.chapter we exploit the techniques of Monte Carlo to

support theoretical studies of the oscillatory photoconductivity effect.
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CHAPTER IV

OSCILLATORY PHOTOCONDUCTIVITY

4.1 Introduction

In this chapter we focus attention on a second situation in which

photoexcited hot carriers may arise, where the applied radiation is responsible

for a narrow band excitation spectrum. The phenomenon has come to be known

as the oscillatory photoconductivity effect. It turns out that this is a

complicated 'mixed' hot carrier problem in which the steady state distribution

functions are highly non-equilibrium due to optical heating and are severely

distorted by applied electric fields.

At low temperatures the photoconductivity of many III-V semiconductors is

an oscillatory function of the energy of the monochromatic incident light, with

a period equal to the longitudinal optical (LO) phonon energy. This effect

is due to the strong polar interaction between the photoexcited carriers and

optical phonons. It was first observed by Blunt (1958) and has since received

considerable experimental attention. The basic theory of the effect has been

presented by Stocker and Kaplan (1966) using certain approximations regarding

the form of the non-equilibrium carrier distribution function. A brief review
of the earlier work is given in section 2. The present study was initiated to

investigate the reported strong depen~e~ce of the oscillatory structure on

electric field (Habeggar and Fan 1964) •

. The major causes of oscillatory photoconductivity are the short carrier

recombination lifetimes and the preferential momentum losses in the direction

of the electric field induced by the strong optical polar phonon-electron

interaction. As we shall see the carrier distribution function f~) is very
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far from equilibrium and shows a highly non linear dependence on electric field.

Consequently the precise calculation of f~) and the transport parameters from

the Boltzmann equation is a formidable problem unless severe approximations are

made with respect to the form of the distribution function and the scattering

processes. To avoid these difficulties we have performed detailed Monte Carlo

calculations for the photoconductivity as a function of photon energy and

electric field strength. These are described in section 3. Provided that the

carriers are not injected into the band with an energy very close to a mUltiple

number of optical phonon energies, these calculations show good agreement with

experiment (Barker and Hearn 1969a).

An interesting situation occurs for carriers which are photoexcited mono-

energetically into the band with an energy just less than an integral number

of LO phonon energies. Our calculations, and also those of Stocker (1967)

suggest that the conductivity and differential conductivity can theoretically

become negative, for a certain range of electric fields (typically from a few

mV/cm to a few V/cm). However, t~is aspect of oscillatory photoconductivity

has not yet been observed experimentally. These effects arise from the

field dependence of the mean drift velocity of the photoexcited carriers.

Our Monte Carlo calculations, and also an exact analysis based on a simple one

dimensional model (section 4), support the form predicted by Stocker for the

variation of conductivity with the strength of the uniform electric field.

This suggests that the occurrence of a negative drift velocity for certain

electric field strengths is a real effect (Barker and Hearn 1969b).

The possibility of observing bulk time independent negative conductance,

in which part of the incident optical energy is transferred to the electric

field, is considered in detail in Chapter V.
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4.2 Oscillatory photoconductivity - a brief review

The earliest reported observations of oscillatory photoconductivity

involved measurements of the low temperature (less than l2oK) extrinsic photo-

conductive spectral response of samples of p-type indium antimonide doped with

either copper, silver or gold (Blunt 1958, Engeler, Levinstein and Stannard, Jr.,

1961a, b). Each of these dopants gives rise to two deep acceptor levels in

lnSb. Optically induced transitions between the lower level and the valence

band (heavy hole) are responsible for the photoconductivity. These are

indicated in Figure 4.1, where we sketch the form of the band structure of lnSb

and summarize some of its properties. The essential experimental technique

involves exposing the sample to monochromatic radiation (in the 4 to 28 micron

range), chopped at about 200 c.p.s. Photocurrents are measured by applying

a d.c. voltage across the sample in series with a load resistance. By

amplifying the a.c. voltage across the load resistance only the photocurrent is

measured and the d.c. dark current due to thermally excited carriers is

suppressed. Typically the doping densities are in the range 1013 - 1015 -3cm

d th . t d t . d .t' of the order 10llcm-3,an e max1mum s ea y s ate excess carr1er enS1 1es are

so that intercarrier collision effects are expected to be negligible.

Monochromatic radiation induces transitions between the impurity levels

and the valence band such that the photoexcited holes enter the band with a well

defined energy. There is always a slight spread due to the width of the

impurity level and any residual energy spread of the incident light.

The early experiments established that oscillations occur in the spectral

response, with minima at photon energies given by

l1w ::: E. + rrllw1 0

where ~w is the long wavelength longitudinal optical (LO) phonon energy.
o
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The oscillations were originally attributed to an oscillatory structure in

the absorption spectrum. On this model the spectral curves (an example is

shown in Figure 4.2) were interpreted as the superposition of a series of spectral

curves with thresholds separated by a single LO phonon energy. The first thres-

hold would correspond to a direct impurity to valence band transition. Whereas

the second and higher thresholds would arise from indirect transitions involving

the emission of one or more LO phonons. Later work (Stocker, Levinstein,

Stannard, Jr., 1966) has shown that no such oscillatory structure exists in

the absorption spectrum.

The first observations of intrinsic oscillatory photoconductivity, involving

valence to conduction band trans itions (see Figure 4.1), were made by Habeggar

and Fan (1964) and Stocker et al (1964), again with p-type InSb and for the
o 0temperature range 4 K to 50 K. Similar observations were reported in n-type

InSb by Nasledov et al (1965). The photoconductivity is largely due to the

photoelectrons since the measured light and heavy hole mobilities are some two

orders of magnitude lower than the electron mobility. Extrinsic transitions

are negligible since these involve absorption coefficients of the order 10-2cm-1
. h 1 3 -1 f . .. . .as compared w~t 0 cm or ~ntr~ns~c tranS1t1ons. The spectral response

again shows minima occurring at photon energies

4.2.2

where the conduction and valence bands are assumed parabolic with effective masses

me' mh respectively. The energy gap is denoted by Eg• The factor (1 + me/IDh)

arises from the three body nature of the transition.

No oscillatory structure was observed in the absorption spectrum.

Consequently, Stacker et al (1964) reinterpreted the oscillations in terms of

oscillatory variations in the energy dependence of the lifetime of the photo-
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electrons. Their model assumed that electrons are captured at impurities by

both direct and cascade processes; the trapping being more efficient for

lower energy electrons. Electrons injected with energies close to a ~ultiple

LO phonon energy would cascade rapidly to the bottom of the band by emitting

optical phonons, followed by rapid capture. For injection energies intermediate

to two successive multipleLO phonon energies, the cascade process would still

occur but would leave the electron with a higher residual energy. Hence there

would be a lower probability for capture.

An alternative explanation was advanced by Habeggar and Fan (1964), again of

a qualitative form. They suppose that the electron recombination lifetime is

intermediate between the relaxation time for optical phonon emission and the

energy relaxation time due to acoustic phonons. The electrons then recombine

electron loses one or more quanta

If the injection energy exceeds tw , theo

of tw very rapidly, and with increasing energy,o

before losing appreciable ,energy.

the steady state energy oscillates in the range 0 to tw , going through a minimumo

every time tw is a mul tiple of llw •o At low temperatures the mobility is

determined by scattering from ionized impurity centres and varies with energy,

thus giving rise to the oscillations. As in previous explanations no discussion

of the role of the applied field was given.

A comprehensive experimental analysis of oscillatory photoconductivity

was made by Stocker et al (1966) and included measurements of the temp~rature

and applied field dependence of the intrinsic and extrinsic oscillations in p-

type InSb. This work showed that the oscillatory structure gradually disappeared

for applied fields in excess of about 20 Volts/cm whilst as a function of

increasing temperature the oscillation minima shifted to lower photon energies.

The latter shift was interpreted as due to the temperature variation of the

energy gap in InSb. The separation of the minima remained unchanged however.



. Cc.A.

WA'IfLENlrTH (M"~ONS)

F/61t-.2 ()SCILL.A TlJRY PHOTO(ON[)U(71VE. R£SPoNSE

ASSO"ATE.O WITH THE loWER.. Lev~L of

~ I-oAJO c« ,'; z.ss (AFTER EN"ELER, ET.AL,,~,/~)

t;"
0..
X-'u
'"'".t
v
\J

~-
~
.,j

lA.!
'>
I-
\l-et
Q -, GLEe7RIC FIELD (VDLTS ~,.;/)

T7r,*.~.A DRIFT V£LO(.ITY- FIEI./) CH;#.RAC7ERIST/C r.,R INS&

~Ro~ INE CI'\LCClLAnoNS 0': SToc.KeR C flU 7)



62

oAbove about 30 K the oscillations decreased rapidly in magnitude and disappeared
oentirely above 60 K. On the basis of these observations Stacker et a1 concluded

that the minima in the spectral response were due to preferential momentum

losses of carriers due to optical phonon emission in the opposite direction

to the applied field and that the electron distribution function was very far

from equilibrium. Their argument is very similar to that of Habegger and Fan

and supposes that because of the strong optical polar phonon interaction the

electrons have mean energies in the range 0 to 'hw .o However. the minima in the

oscillations are not attributed to the variation of mobility with electron

energy. Instead for injection energies close to the optical phonon emission

threshold. the applied field accelerates a large number of electrons moving

antiparalle1 to the field to sufficient energies for optical phonon emission and

these are scattered rapidly to the bottom of the band. The consequent loss of

momentum to the lattice antiparalle1 to the field leads to a large reduction in

the average electron momentum and the photocurrent is diminished. For injection
energi es intermediate to 0 and l1w few carriers gain sufficient energy from theo

field for optical phonon emission and the average momentum is determined by the

momentum relaxation processes due to the ionized impurities.

These ideas were supported by calculations based on a Boltzmann. equation

approach made by Stocker and Kaplan (1966) and Stocker (1967). Their calculations

involved an expansion of the distribution function in a truncated series of

Legendre polynomials about the field direction. only the first two polynomials

Po and PI being included. No quantitative comparison was possible with

experiment because of thetsevereapproximations made for the scattering processes.

The calculations did, however, give the qualitative form of the oscillations

and the disappearance of the oscillations at high field strengths was also

displayed. A surprising feature of this work is the prediction of negative

photocurrents for injection energies very close to a mUltiple number of optical

phonon energies although this effect has not been observed experimentally.
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The occurrence of negative differential conductance and total negative conductance

was investigated theoretically by Stocker (1967). The results of Stocker's

calculation for the variation of electron drift velocity with applied field

are shown in Figure 4.3, and show regions of negative resist.ance. Stocker

also examined the small signal stability of a uniform field distribution biased

into the negative resistance regions. Unfortunately this analysis is incon-

sistent and leads to a false dispersion relation for the frequency and wave-

vector of small signal space-charge waves and also predicts that recombination

has a stabilising effect. The analysis took no account of diffusion processes

although as we shall see later diffusion plays a critical role in oscillatory

photoconductivity. A similar theoretical treatment of oscillatory photo-

conductivity was given independently by Elesin and Manykin (1966).

4.3 Simulation of oscillatory photoconductivity

Basic model

The Monte Carlo techniques developed in ChapterJI[were used to simulate

oscillatory photoconductivity in indium antimonide taking precise account of the

scattering and recapture processes. Two aspects of this problem have been

investigated. The first concerns the overall spectral response, that is the

variation of photocurrent with photon energy for a fixed electric field strength.

The second concerns the variation of conductivity or mean drift velocity with

electric field strength when photoexcitation occurs at a given energy.

We have adopted the following basic model for steady state oscillatory

photoconductivity. Electrons are considered to be uniformly photoexcited into

a parabolic conduction band, centred on ~ m 0, by applied monochromatic
radiation from a source external to the band (either a single well defined

impurity level or from the valence band). The excitation spectrum is taken
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to be exactly monoenergetic, a condition very closely realised in experimEnt,

which implies that electrons enter the conduction band with a random distribution

on a constant energy surface in k-space. We ignore the non-parabolic nature

of the actual conduction band in InSb (see Figure 4.1, where the dotted line

represents the shape the conduction band would have if it were parabolic with a

constant effective mass equivalent to the ~ = 0 value). The experiments of

Stocker et al (1966) and also the calculations of Kane (1957) suggest that

non parabolic effects are unimportant for electron excitation energies less than

0.5eV relative to the band edge. This involves the first seventeen or so

oscillations in photocurrent. whilst we shall be only concerned with the first few.

In between collisions with phonons and impurities the electrQUs are considered

to drift uniformly in ~-space under the influence of a constant uniform applied

field!, according to the dynamical relation (3.2.1).
)

As the experiments considered deal with electron densities less than
11 -310 cm , we have the non degenerate low dens ity limit as in Chapter II. Therefore

we neglect interelectronic collisions and the effects of non-equilibrium phonon

distributions. The most important scattering mechanisms in InSb in order of

increasing strength are acoustic deformation scattering, ionized and neutral

impurity scattering and longitudinal polar mode optical phonon scattering

(Conwell 1967). The detailed forms for these processes have already been

discussed and are given in Appendix 3.2. The major part of the electron-

optical phonon scattering involves longitudinal optical phonons with small wave-

vectors, since the electron wavevectors in the neighbourhood of the (000)

minima are very small compared to the maximum wavevector of the Brillouin zone

(typically 10-2 of the maximum wavevector). We therefore neglect the dispersion

of the optical phonons since. for lnSb (and most semiconductors) the longitudinal

optical branch is nearly flat near k - O.
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Several different forms for the recombination lifetime were considered, ranging

from a constant recombination lifetime (i.e. energy independent) to a Lax type
cascade mode 1. In each instance the mean lifetime was chosen to be of the order

-1010 seconds, the typical experimentally observed value for InSb at low temperatures

The results discussed here are mainly based on the cascade type model since capture

into shallow states is expected to be faster than radiative processes at the low

temperatures considered.

The four basic processes considered above were simulated exactly by the Monte
Carlo technique. The steady state photocurrent is proportional to

nV

where n is the steady state carrier density and V the mean drift velocity. In

practice we calculate TV where T is the mean carrier lifetime since n ~ T

in the steady state. The contribution of photoexcited holes (in the intrinsic case)

in the heavy and light hole bands is negligible as the experimentally measured

mobilities are some two orders of magnitude lower for electrons and their contribu-
tion to conductivity is therefore neglected. Effects of thermalised carriers

are also neglected as these are largely cancelled out of the actual experimental

measurements, and in any case for the low temperatures considered their concentra-

tion is much less than the photoexcited carrier density.

The step function primary self-scattering device (c.f. ChapterUI, section~

was employed to enhance numerical convergence for carrier energies in the vicinity
of the threshold for optical phonon emission. The secondary self scattering

device was also employed for the inelastic acoustic deformation scattering channel.

Distribution functions were obtained by using a 50 x 30 mesh in the (kZ' kp) plane,

where the electric field! was taken in the negative Z direction. Large r meshe s

would have been desirable but the available computer storage space was too small,

The distributions obtained are therefore fairly crude histrograms and do not show
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the detail one would like. Fortunately the calculations for the transport

parameters are carried out independently of the distribution functions, and

have no such restrictions.

Spectral response

Figure 4.4ashows a comparison between the theoretical calculations (full

lines) based on the simulation study and the experimental work of Stocker and

Kaplan (1966) (dotted lines) for a similar set of parameters. The results apply

to intrinsic photoconductivity in p-type InSb at SOK. Curve (a) is for an
\

electric field of 1.2 V/cm and curve (b) for 2.5 V/cm. A complete list of

parameters is given in Table 4.1. The agreement between the theoretical model

and experiment is good as regards both the spectral dependence and field

dependence except for injection energies close to a mUltiple optical phonon

energy. Here the conductivity is highly non linear and may become negative.

This effect was also predicted by Stocker and Kaplan (1966). We shall examine

this interesting result in detail later on. The calculations were extended

to a few higher oscillations and these are shown in Figure 4.4b (no experimental

data was available for this region). Each point on the theoretical curves

required some 2 x 105 simulated collisions of which 75i. were self-collisions.

The convergence was well within 1%.

Distribution functions

To examine the physics of oscillatory conductivity in more detail it is

useful to calculate the carrier distribution function f(~) as well as the spectral

response. In order to reduce the long computational time we artificially reduce

the number of collisions per electron by choosing a constant recombination life-
-11time of 10 seconds. Figure 4.5 shows the calculated photocurrent in the

region of the first oscillation for InSb at lOoK, for a constant electric field

of 3 V/cm, corresponding to the data given in Table 4.2. One thousand test
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TABLE 4.1 PARAJ.1~'TERS USED IN MONTE CARLO CALCULATION3

OF OSCILLATORY PHOTOCONDUCTIVITY

SEIU CONDUCTOR P - InSb

8° K

5.18 gm em-3

5X105 em 610-1

TEJ·lPERATtJRE

DENSITY

VELOCITY OF SOUND

D.i!JlSITY OF STATES EFFECTIVE

HASS RATIO 0.012

DEFORHATION POTEZ;TIAL (ACOUSTIC

PHONONS)

DIELECTRIC CONSTANTS E 00

Eo

1 .v
16.8
18.1

LO PHONON ENERGY 0.0244 .v
1014 em-3

1.0X1015 om-3
DONOR DENSITY

ACCEPTOR DENSITY
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TABLE 4.2 PAlW,lETERS USED IN J.10NTECARLO CALCULATIONS
OF OSCILLATORY PHOTOCONDUCTIVITY

SElUCONDUCTOR InSb
10° KT~{PERATURE

INJECTION EllERGY 0.978 X O?l'ICAL PHONON .
ENERGY

DZUSITY 5.78 G1~ C1r3
5X105 CM SEC-1VELOCITY OF SOUND

D~SITY OF STATES EFFECTIVE
)tASS RATIO 0.012

D::;FOllHATIONPOTENTIAL (ACOUSTIC
PHOllONS) 7EV

DIELECTRIC CONSTANTS 16.8
18.7
0.0244 EV
1014 CM-3

1016 C~1-3

LO PHONON ENERGY
NEUTRAL IMPURITY DENSITY
IONI:lED Il~PURITY DENSITY
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electrons are used in the simulation. Figures 4.6, 4.7, 4.8 show the corresponding

distribution functions f(~) for the direction ~ = (0, 0, kZ> in momentum space.

This corresponds to the section k = k = 0 and is parallel to the applied field.x y
The distributions are numbered from 1 to 7 and refer to the points on the

spectral response curve of Figure 4.5. We consider now the physical processes

involved as the injection energy E is increased from zero to nearly 2hw , where
o

~w is the energy of the longitudinal optical phonon.o

(i) Injection near k • 0, E = 0

Here the electrons are excited on to a spherical constant energy surface

in ~-space, centred on k - o. The general scheme is illustrated in Figure 4.9,

where the injection shell appears as a circle on a two dimensional section in
k-space. The inelastic collision processes are relatively slow compared with

the recombination lifetime and this prevents thermalisation and dispersal of the
initial distribution. The faster elastic scattering moves electrons around the

energy shell and maintains the sharp distribution. This initial distribution

is displaced in momentum space by the applied field, the displacement being

determined by the recombination and momentum relaxation processes. Electrons

moving antiparallel to the field gain energy, from the field, whilst those

moving parallel to the field lose energy. At the lower injection energies

few carriers survive to cross the energy threshold for optical phonon emission

and we are led to a net positive momentum antiparallel to the field and hence a

positive photocurrent.

(ii) Injection just below threshold, E ~ two

As the injection energy approaches threshold the electric field produces

severe distortion of the injected electron distribution. (Points 1, 2 of

Figures 4.5, 4.6.) Many of the electrons gain sufficient energy from the field
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to reach energies in excess of one optical phonon energy. These electrons, which

have momentum antiparallel to the field, rapidly emit a longitudinal optical

phonon and are scattered to the bottom of the band. There is then a net

preferential momentum loss~antiparallel to the field,from the electron assembly

to the lattice. This leads to a reduction in photocurrent. In case 2 of Figures

4.5 and 4.6 the momentum loss is such that the residual net momentum is in the

direction of the applied field and a negative photocurrent occurs.

(iii) Injection above threshold, tw < £ < 2two 0

In this case all the electrons are able to emit optical phonons. At injection

energies just above threshold (Point 3 of Figures 4.5 and 4.6) some of the electrons

moving parallel to the field are sufficiently decelerated before interacting

with the optical phonons to reach energies less than tw •o For this situation

the net momentum loss due to optical phonon emission is antiparallel to the

field. The photocurrent is therefore reduced and may become negative. For

higher injection energies (cases 4, 5, 6 in Figures 4.5, 4.6, 4.7) very few of

the injected electrons survive to decelerate to below threshold and the optical

phonon emission is essentially isotropic in momentum space. The net momentum

loss due to optical phonon emission is then close to zero and much less than the

net gain in momentum from the field. Almost all the electrons lose energy

by optical phonon emission (absorption of optical phonons is negligible at lOoK)

and the situation is very similar to case (i). The majority of electrons have

energies less than tw and populate an approximately spherical shell in momentumo

space with the centre of the distribution slightly displaced antiparal1el to the

field. There is also a low population outer shell, the remnants of the injected

shell, with electron energies greater than two' The spectral response is almost

exactly a repetition of the response for case (i) with a net positive photocurrent.
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< 2two(iv) Injection just below the second threshold, E

This situation is an almost exact repetition of case (ii) but the electrons

injected with momenta antiparallel to the field emit two optical phonons in

succession to cascade down to energies less than tw •o Figure 4.8, corresponding

to point 7 of Figure 4.5 illustrates this case and we note that the distribution

function is composed of concentric spherical shells in momentum space with energies

at approximately E, E - hw , E - 2tw •o 0
Comparison with Figures 4.5, 4.6 (point 1)

shows that the distribution functions and spectral response are almost identical.

The higher order oscillations occur in a similar fashion with the spectral

response showing a repetition of the response for the range 0 < E < tw •o

Velocity field characteristics

The details of the field dependence of oscillatory photoconductivity are most

clearly revealed by calculating the variation of the mean carrier drift velocity

with applied field for a fixed injection energy. We find that independently of

the energy dependence of the capture cross section, the drift velocity-field

characteristics have the same general form provided that (a) the magnitude of the

capture cross section is sufficiently large; and (b) the lattice temperature

is sufficiently low (typically less than 30oK). The main result is that the

velocity-field characteristics are highly non-linear and, for carriers injected

just below a mUltiple optical phonon energy, show a region of negative velocity.

Severe difficulties with numerical convergence arise when the drift velocity is

vanishingly small. These arise from the increased importance of the statistical

fluctuations compared with the small mean drift velocity. In order to verify

the occurrence of vanishing and negative drift velocities it has proved necessary

to establish convergence within 0.5%. This was achieved by using between 104

and 105 test carriers in the simulation and involved a considerable increase in

computing time.



70

Figure 4.10 shows the best computed velocity-field curve for photoexcited

electrons in p-type InSb at lOoK, corresponding to.an injection energy of 0.978

times an optical phonon energy. A full list of parameters is given in Table

4.2. The recombination process was assumed to be of the cascade model type

giving a mean lifetime, under zero field conditions, of 10~10 seconds. The

slope of the drift velocity curve is always positive at very low fields until

a threshold field (Ft) is reached where the slope becomes negative. The velocity

changes from positive to negative at a critical field (F),.reaches a minimumc
value at the valley field (F ), and then a restoring field (F ) is reached wherev r
v becomes positive again. The labelling is illustrated in Figure 4.11.

Figures 4.12, 4.13 show the form of the distribution function along the

direction (O,O,F) in momentum space corresponding to the fields F = 0.3, 0.9,

5.7 and 15.5 V/cm of Figure 4.10. These calculations were made separately

using 3000 test electrons. At zero field the distribution function is

spherically symmetric about k = 0. At very low fields, the electrons respond

linearly to the applied field, very few electrons gain sufficient energy to emit

an optical phonon, and Ohm's law is obeyed. For F = 0.3 V/cm (Figure 4.12),

a significant number of electrons are accelerated beyond the threshold for

optical phonon emission. There follows a significant loss of momentum to the

lattice antiparallel to the field. The net momentum acquired by the electrons

is thereby reduced, although still positive. Beyond the threshold field Ft'

further increase in field leads to a large loss in momentum to the lat'ice

and the net momentum is gradually reduced to zero. At F = 0.9 V/cm, the

distortion to the zero field distribution induced by the field is further

increased and the net loss of momentum to the lattice antiparallel to the field

exceeds the net gain from the field: a negative mean drift velocity is set up.

Figure 4.13, shows the situation at F = 5.7 V/cm where the drift velocity is

negative and the electron distribution is smeared out by the field. Here the
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electrons which have scattered to the bottom of the band acquire an increasing

amount of momentum from the field which tends to oppose the preferential momentum
losses to the lattice. This process culminates at the restoring field F when ther
net gain in momentum from the field again balances the net loss to the lattice.

At larger fields, for example, F = 19.5 V/cm, Figure 4.13, the positive drift

velocity is restored as the net gain of momentum from the field exceeds the loss
to the lattice. The distribution function at these higher fields is considerably

smeared out.

In the next section we describe a simple one dimensional model which can be

solved exactly and leads to forms for the distribution function and drift

velocity which are surprisingly close to those of the Monte Carlo calculations.

4.4 A one-dimensional model for the velocity-field characteristic

Basic model

The qualitative form of the characteristics for injection near a multiple

phonon energy can be reproduced surprisingly well by a simple one dimensional

model which can be handled analytically. This model involves uniform mono-

energetic excitation of carriers into a simple parabolic band characterized

by an effective mass m*, centred on k • 0 in a one dimensional k-spaceo We

assume here and throughout the next two chapters that the carriers have a

positive charge e, even though electrons are normally discussed. This is of no

consequence and avoids confusing negative signs. Carriers drift under a uniform

electric field F directed along the +k direction, and are scattered elastically

(i.e. from k to -k) with a constant relaxation time A, or inelastically by

optical phonon emi.ssion if the carrier energy e: exceeds the emission threshold

To simplify the analysis we choose the probability of optical

phonon emission to be effectively unity if the carrier energy exceeds threshold.
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The points ± L in k-space then act as perfectly absorbing barriers which scatter

all carriers reaching threshold to the bottom of the band, k = o. There is

then an effective source of carriers at k = 0, with a strength depending on the

rate at which carriers cross the thresholds k = ! L. The carrier recombination

lifetime is taken to have a constant value T. Carriers are injected into the

band at a rate G with an energy

where k < L.o

Translating the model into mathematical terms we can write the steady state

Boltzmann equation for the distribution function f(k) in the form

1,!(k) I +1,!(k)1 +1,!(k)1at . at " at .,fleld eXCltatlon recomblnatlon

+ 1,!(k)
at elastic

scattering

+ liCk)
at = 0

inelastic
scattering

The first four terms are straightforward and give

- K ~ (k) + Q
2
[s (k+k ) + 0(k+k )} - f (k) hdk 0 0

+ {f(-k) - f(k)}/A + 1,!(k) I ...0
at inelastic

scattering

4.4.2

The latter term accounts for the optical phonon scattering and is derived as

follows.

In our approximation optical phonon scattering couples the states k - + L

to the state k - o. Clearly the distribution function f(k) must vanish
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idential1y for all Ikl > Lt since the ~~attering rate is infinite for these

states and where the only solution to the rate equation is the trivial solution.

We then represent the inelastic scattering rate term as the sum of two sources

(at k = 0) and two sinks (at k = ± L) for carriers. That is

_£i(k)at inelastic
scattering

= p {6(k) - 6(k-L)} + p' {6(k) - 6(k+L)} 4.4.3

where P, p' are positive constants. We determine P by the condition that the

barrier at k = L be infinitely absorbing; namely the number of carriers

drifting into state L per unit time, due to the field, be equal to the number

of carriers leaving state L per unit time due to optical phonon transitions (the

elastic scattering and recombination terms are negligible in comparison with the

optical phonon term). Choosing n as a small positive infinitesimal quantity,

we write this condition as

J
L+n .

k df dk
L dk-n

= _ JL+n
L-n

6(k-L)Pdk

Integrating, we find

P = - E {f(L+n) - f(L-n)}

.where we have used the dynamical relation k • eF/~ _ E. But f(L+n) .-0,

therefore

P - Ef(L-n) 4.4.4

A similar analysis applies for pt. We have

J

-L+n J-L+n .
k ~~ dk = - 6(k+L)ptdk

-L-n . -L-n
giving

p' = -Ef(-L+n) 4.4.5
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since

f (-L-n) - O.

An important boundary condition on £(k) follows from the asymmetry induced

by the fie Ld , The quantities P,P',f(k) and E are all positive so that relation

4.4.5 only holds if

P' = f(-L+n) = 0 . 4.4.6

Alternatively, if E had been chosen negative we would have had

P' - f(-L+n) 1 0; P = f(L-n) = o. 4.4.7

Inserting the expressions for optical phonon scattering, the complete

Boltzmann equation reads

+ Ef(L){o(k) - o(k-L)} = 0 4.4.8

where £(L) = iim f(L-n).
n-+{)+

Integrating equatian(4.4.8) over all k-space, and using the condition that

£(±~) = 0, we obtain an expression of the conservation of carriers

I f(k)dk - GT - n 4.4.9

where we adopt the normalisation that n is the carrier density.

We proceed now to evaluate the drift velocity v acquired in the applied

field F. The drift velocity is defined by

v • ~*) f f(k)kdkm n
4.4.10

To evaluate the integral over momentum ~k we decompose the distribution function

as
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4.4.11

where f (k) is the distribution function obtained in the absence of an appliedo

field. Symmetry prescribes that this distribution will not support a currento

Inspection of equation (4.4.8) with E = 0 leads immediately to an expression for
f :o

f (k) = (n/2){o(k-k ) + o(k+k )}o 0 o. 4.4.12

If we substitute expressions (4.4.11), (4.4.12) into equation (4.4.8) for non

zero Et multiply by k and integrate over all k-space we obtain

f
CO { dfl (k)

k E dk
-00

+ f(k) (~1)}dk =

4.4.13

Performing the integrals we find

[ kf(k)dk = fCO kfl (k)dk = lnE 2 {I _ f(L)L}
~ GT

ex) -Cl) [t T >:)

giving the drift velocity as the exact expression

4.4.14

As in Chapter II, we find that the recombination process contributes to the

effective momentum relaxation to give a composite relaxation time

-1
T' :: (lIT + 2/,,) 4.4.15
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In equation (4.4.14), there is an apparent dependence of drift velocity on
the generation rate G. This is not so, since the distribution function f(k) and

hence f(L) scales in G, as may be seen from inspection of the basic rate equation
(4.4.8) • We note also the expression for drift velocity is unchanged for

negative fields, except that f(L) is replaced by £(-L). However, the most important

point is that there is the possibility of obtaining a negative drift velocity for

a positive applied field. For this to occur the applied field must be

sufficiently strong to accelerate a significant number of carriers up to the

optical phonon emission threshold. We anticipate that recombination and

scattering processes would oppose this tendency although this is not immediately

apparent from equation (4.4.14). To proceed further it is necessary to solve the

Boltzmann equation, (4.4.8) for f(k).

Exact solution

The simplest approach is to solve equation (4.4.8) in the four separate

regions of k-space, I to IV, denoting the distribution function in each region

as follows:

X, - f(k) for k < k < L Region I
0

X - f(k) for o < k < k Region II
0 4.1.16

y' - f(k) for -L < k < -k Region III
0

Y - f(k) for -k < k < 0 Region IV
0

The regions are shown in Figure 4.14. Since we exclude the singular no int.s

k = 0, + k , := L, the functions X, X I, y, yl must be matched at these points.
0

The matching conditions are as follows.
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(X' - X) - G/(2E) MC 1k=k
0

(Y - Y') ..G/(2E) MC 2k=k 4.4.170

(X - Y)k=O ..X' (L) MC 3

Y' (L) ..0 MC 4

where from now on we adopt the convention that k means modulus of k, and

X' (L) tim X'(L-n)
n-+O+

1
4.4.18

y' (L) Hm y' (Lr-n)
n-+O+

The first matching condition MC 1, is obtained by integrating the rate equation

(4.4.8) from k - n to k + n and taking the limit n -+ 0+. We naveo 0

k +n k +n

- JOE ~~ dk + 1- J 0 {f(k)/r + (f(k) - f(-k)~A}dk = 0
k -n k -no 0

The right hand term is of order n and vanishes in the limit. Carrying out the

integration in the first term and using the definitions of X, X' we readily obtain

the condition MC 1. The conditions MC 2, MC 3 are found in a similar fashion

whilst MC 4 has already been derived (equation (4.4.6».

Using the basic rate equation the equations for X(k) and Y(k) in regions II

and IV take the form:

DX - -aX + SY 4.4.19

DY - aY - eX 4.4.20

where D _ d _ 1 f! + t) ; a _ 1
= dk a='E =EI .

These equations are decoup1ed by differentiation with respect to k to give

4.4.21
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The general solution to (4.4.21) is

qk -qkX = Ae + Be

where A and B are constants.
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4.4.22

Substituting for X(k) in (4.4.19) then yields

where we define

r :: (a-q)/S

4.4.23

4.4.24

Similarly we find for X'(k), Y'(k) in regions I and III

x' _ ae-q(k~ko) + beq(k-kO)

y' _ are-q(k-ko) + (b/r)eq(k-ko)

where a and b are constants.

1
4.4.25

The constants A, B, a and b are determined from the four matching conditions

MC 1 to MC 4. After some algebra we get

(G/2E)(e6 + e-6)/(l-r)
a - --~----~~~--------~-{e6 + re-2oe-6 - (l+r)e-O}

_ r2e-215a

_re-6{are-26 - G/(2E(l-r»)}

e6{a - G/(2E(l-r»)}

b -

A -

B -
where we define

6 == qko 6 == q(L - k ).o

4.4.26

4.4.27

A useful check at this stage is to calculate the total recombination rate

R - If(k)dk/T. It is found that the particular values for the integration

constants lead to the condition R. G as required by equation (4.4.9).

check is to compute the drift velocity v as

v - [_§_]{J ko k(X-Y)dk +
m*n 0 J k

Lo k(X'-Y')dk}

A further
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This form reproduces equation (4.4.14) precisely except for the change in notation

X'(L) :: f(L).

An ~xplicit exact expression for the drift velocity is obtained by

substituting for X'(L) using relations (4.4.14), (4.4.22), (4.4.26),

(l+r)e -0 cosh f::.

(ef::. - (l+r)e-o+ re-20e-f::.)}
4.4.28

A similar procedure leads to an exact expression for the mean carrier energy £:

E - eFvT + EO - EL eFX'(L)/(GTt) 4.4.29

where EL:: t2L2/(2m*). £ :: {2k 2/(2m*). The first term on the R.H.S. of (4.4.29)
o 0

is the net energy gained from or given to the applied field (depending on whether

v is positive or negative), the second term is the injection energy whilst the third

term represents the energy dissipated to the lattice.

Properties of the velocity-field characteristic

Equation (4.4.28) contains a large amount of information on the drift ve1ocity-

field characteristic for a wide range of physical situations. Some of the more

important properties are summarized in Table 4.3. It is interesting to note that

for the cases given in the Table, the drift velocity and hence photocurrent is

independent of injection energy although the distribution functions are in general

strong functions of injection energy. The general form of the velocity-fiald

characteristic is sketched in Figure 4.15. The dotted lines (a) and (b) represent

the envelopes for the family of curves obtained by varying ko from 0 to L. The

straight line (c) *is the curve v - eFT'/m • The velocity is generally linear

in the applied field for very low and very high fields, but at intermediate values

passes through a non-linear region. If the injection energy is close to the



TABLE 4.3

PROPERTIES OF THE VELOCITY FIELD CHARACTERISTIC.

v ... eF1' {l - (.tL 1 (1 + r)e-
o

cosh 6. -6. }
m* leFr) (e6. - (1 + r)e-o + re-2o e )

Lnl!T DRIFT VELOCITY

*(1) L -+ cc V '"eFl'/m

(2) A -+ 0 v = eFl'/m*

*(3) T -+ 0 v = eFr'/m

(4) G ~ 0, t -+ co V = ~ /[1 11L J+-

with Gr -+ n (finite) 2m* eFA

(5 )
-tL

F -+ 00 v=-
2m*
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optical phonon energy the non-linear region may involve negative velocities. For

the highest electric fields the velocity saturates, as might be expected, to the

value tL/(2m*). In this situation the electron distribution function is uniformly

smeared out between 0 and L. Crude velocity-field characteristi.cs can be

deduced from the measurements of Stacker et a1 (1966) and these have the form of

curve Cb) but insufficient experimental data exists for conclusive evidence.

Our main concern is with carriers injected close to the optical phonon

emission threshold, such that k < L.
o -

We now make the approximation that the

momentum gained from the field is much less than the momentum at threshold, i.e.

6. -
» 1 k = L ;o 4.4.30

This is a good approximation for low fields. For example with electrons in
* -10InSb, choosing the parameters m = 0.012 m , hw • 0.024 eV, T - 10 seconds,e

A c 2 x 10-12 seconds we find that conditions (4.4.30) hold for fields less

than 30 V/cm. Considerable simplification follows if we then make the approxi-

mation A «T, a condition fulfilled in most practical cases. The velocity-field

relation is then approximated by

v = v {I - /1 + Ld 2T [!~t) exp f:¥J} ,
4.4.31

*vd - eFt'/m •

Figure 4.16 shews the family of curves plotted from (4.4.31) for the

parametric values m * 0.012 me' tw ..0.024 eV, A- 10-12 seconds, 10-10• T la

seconds, corresponding to electrons in InSb. The numbers on the curves indicate

the electron injection energies measured in units of one optical phonon energy.

These forms are analagous to our detailed Monte Carlo calculations and the

results of an approximate Boltzmann equation approach employed by Stocker (1967).

Three corresponding distribution functions, calculated for an injection ratio of

0.96 are shown in Figure 4.17. Curve (a) is for a field less than the threshold
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field: positive conductivity; curve (b) is for a field intermediate to the

initial field and restoring field: negative conductivity; whilst curve (c)

shows the restoration of positive conductivity for a field greater than the

restoring field. The overall conclusions on the processes leading to negative

drift velocities, discussed on the basis of the Monte Carlo calculations are also

valid here and we summarize the scheme in Figure 4.18. For clarity we have left
out the effects of elastic scattering.

4.5 Conclusions

The detailed Monte Carlo calculations strongly support the physical model

proposed for oscillatory photoconductivity by Stocker and Kaplan (1966), but

detailed agreement is found with experiment which was not possible with the earlier

approximate theory. Of particular interest is the predicted occurrence of bulk

negative conductivity for carrier injection sufficiently near the optical phonon

emission thresholds. The negative conductivity results from the field distortion

of the non-equilibrium carrier distribution function and from the threshold

character of the optical phonon-electron interaction. The main contribution to

the electronic current comes from carriers having energies in the range 0 to

-'liw •o If the energy relaxation due to optical phonon emission is much faster

than that due to acoustic phonon scatteling, the carriers can contribute to a

reduced or negative current before the energy distribution is smeared auto This

leads to the condition

the requirement for oscillatory conductivity, where LA is a time characteristic

of the energy relaxation due to acoustic phonons, and similarly To for optical

phonons. This is a less restrictive condition that that proposed by Habeggar and

Fan (1964) which was
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TO < T. < TA

where T is the mean carrier lifetime. This conclusion was also reached by

Elesin and Manykin (1966) using a similar approximate method to Stocker and Kaplan

(1966) •

The detailed Monte Carlo calculations, Stocker's model (1966) and the exact

one dimensional model suggest that the negative conductivity effect is a real

one and does not depend on the details of the physical models. The essential

elements of each approach are the sharp distribution of injected carriers and the

short recombination lifetime. The major differences between the velocity

field characteristics obtained by Monte Carlo, Stocker's method and the one

dimensional model are the predicted values of the critical, valley and restoring

fields. This occurs because of the respective approximations made for the

transition probability per unit time f~r optical phonon scattering. The one

dimensional model, for which this is infinite above threshold, is the extreme

case and yields the lowest values of critical field.
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CHAPTER V

FIELD EFFECTS IN OSCILLATORY PHOTOCONDUCTIVITY

5.1 Introduction

Both the analytical model and the detailed Monte Carlo calculations discussed

in Chapter IV show that the velocity-field characteristic for the oscillatory

photoconductivity problem is highly non-linear, and for injection energies close

to a multiple optical phonon energy shows a region of negative conductivity.

In this chapter we are concerned with the consequences of the, N-shaped velocity-field

curve illustrated by Figure 4.10. The possibility of observing bulk time

independent negative conductivity, in which part of the incident optical energy

is transferred to the electric field is considered in section 3. This would

involve a static field distribution in the sample, and phase plane analysis is

applied to a phenomenological model in order to classify the type of field dist-

ributions which could occur.

In section 4 we deal with the stability of the system with respect to space

charge formation, in a long sample. Small signal perturbation theory is

utilized to derive a double branched dispersion relation which describes the linear

response to small fluctuations. We show that furlong wave-length fluctuations

recombination does not have a stabilizing effect (Barker and Hearn 1969D), contrary

to the predictions of an analysis of this problem due to Stocker (1967).

A complete descriptio~ of the steady state field distributions can only be

provided by a full time dependent analysis taking into account contacts and the

external circuit. Such an approach, based on numerical solution of the non-

linear phenomenological equations, is described in sections 5, 6, 9. Both the
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evolution of the steady state, where it exists, and the form of the instabilities

are considered. The numerical results show that a stable negative resistance

steady-state does not exist if ordinary contacts are used. Instead a series of

instabilities can occur, in particular a stable high field domain instability

which gives rise to current oscillations in the external circuit.

The instabilities discovered in this problem bear a strong resemblance to

those occurring in the Gunn effect, and this analogy is discussed in section 7.

The origin of the high field domain instabilities is discussed in section 8 with

the aid of phase plane analysis.

5.2 The velocity-field characteristic

Our main concern is with the case of carriers photoexcited monoenergetically

into the band with an energy just less than an integral number of optical phonon

energies. The drift velocity-field characteristic is highly non linear under

these conditions, and shows a region of negative velocity. The main features

of the N-shaped velocity-field characteristic are sketched in Figure 5.1, where

we have extended the characteristic to negative fields by taking it to be an odd

function of F. The slope of the characteristic is positive at very low positive
I

fields until a threshold field (Ft) is reached where the slope becomes negative;

we shall generally denote the velocity at Ft as u. The velocity changes from

positive to negative at a critical field (Fe)' reaches a minimum value 0f -w at the

valley field (F ), and then a restoring field (F ) is reached where v becomesv r
positive again. The slope of the characteristic is always positive at the

origin and this is of prime importance in determining the form of the static field

distributions.
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5.3 Static field distributions

- In a sample of finite length the electric field must be non-uniform because

of the effects of boundary conditions imposed by contacts. For the normal

linear velocity-field characteristic only a minor departure from uniformity occurs,

and this near the cathode. The current-voltage relation is then a suitably

scaled version of the velocity-field characteristic. Shockley (1954) has-pointed

out that if the characteristic has a region of negative slope the field will

depart severely from uniformity and the current will never decrease with increasing

applied voltage. This observation has been emphasized more recently by Kroemer

(1964,1966) and McCumber and Chynoweth (1966) in connection with high-field

effects in gallium arsenide. In the present case the distortion of the field

uniformity is extremely severe. Normally the effect of electronic diffusion on

the field distribution is negligible except in very small regions immediately

adjacent to the cathode and anode. In the present case diffusion is of vital

importance, and leads us to a second order non-linear differential equation

for the field and the possibility of negative resistance solutions.

We consider a one dimensional problem with a cathode at x = 0 and a positive

current density J. The carriers are assumed to have a drift velocity which is

just a function of field F(x) in spite of spatial variations in the fie Id and

carrier concentrations. We thus ignore retardation effects. Let n(x) be the

carrier concentration and let us first consider a constant fixed background

negative space charge density of - en •o
Then if we define

J = en vo 5.3.1

we would expect a uniform saturation field F to occur for which v = v(F). Now

if v is less than u and w there are five values of F, which we may denote by Fi

(where i • 1 to 5), which occur in the order shown in Figure 5.1 •. Bulk

negative conductance would occur if saturation to F4 or F5 occurred. For a
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highly doped contact, the boundary condition at the cathode x = 0 is F = 0 and so
the field must fall away from the cathode. Until F falls below - F the carrierc
drift current cannot be positive so n must decrease rapidly with x to provide

a substantial positive diffusion current. However, extreme difficulties arise

when diffusion enters the problem' of contacts because it is no longer possible to

specify a unique set of boundary conditions at x = o. Intuitively, we might

expect the solution to the problem to involve saturation of the field to

F = Fl as it would do in an Ohmic material; this is clearly a possible solution.

Its existence does not, however, preclude a solution which saturates at F4 or F5

which might be selected by the original time development of the distribution.

If w < u then F4 and FS cease to exist when v exceeds w. If, however, w > u

then Fl and F2 disappear when v exceeds u.

the field passing through a region of negative drift velocity either for

In this case saturation must involve

-F < F < 0 or F < F < F •c c r When v becomes greater than w and u only F3 rema~ns
and the field must pass through the region between F and F •c r Thus if we
ignore diffusion there is only a solution for the field distribution if v is

less than u,

Difficulty arises when the diffusion current is considered because of our

lack of knowledge of the form of diffusion coefficient appropriate to the

extremely non-equilibrium carrier distributions occurring in this problem,

Future work might usefully calculate the diffusion coefficient as a function of

field by the Monte Carlo method. However, we have resorted to the simple.st

possible form for the current J,

J • nev(F) - eD dn/dx 5.3.2

where D, the effective diffusion coefficient, is a positive constant. We now

relax the restriction on the background space charge density. Because of the

generation and recombination processes the background space charge density p is in
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general a function of n. To be specific we consider that we have electrons

excited from an immobile donor level of uniform density Nn, and that the·

recombination also occurs into this level. In the steady-state the generation

rate G and recombination rate R are equal. We may further assume the- presence

of compensating acceptors of uniform density NA« Nn). Thus

5.5.3

where S is a constant proportional to the optical flux density, and

5.3.4

where 0 is a capture coefficient whose field dependence arises from the field

dependence of the carrier distribution in k-space. Thus

p -
Nn - NA - (on/S)NA

1+ on/S
We now assume that S » no, which implies that the optical flux density is

sufficiently high to keep the donors fully ionized. Thus p becomes a constant

which in our previous notation is no'

n ..N - NAo n

and hence Poisson's equation has the simple form

dF • 4TTe (n - n )
dx £ 0

5.3.5

where £.is the dielectric constant.

We can combine equations (5.3.1), (5.3.2), (5.3.5) as

dF ...tjI
dx 5.3.6

D ¥X = (1jI + g) v(F) - gv

where g - 4TTen /g.o
This set of equations is autonomous for x > 0 and can be

analysed in the phase plane (F,tjI). The relevant properties of autonomous
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systems are summarized in Appendix 5.1, where we give the general classification

of singular points for a second order non linear system. Only the half plane

~ ~ - g, which corresponds to n ~ 0, is physically meaningful. This must be
imposed as a boundary condition at this stage and is a necessary consequence of

our assumption of time-independence. The singular points in the phase plane are
F· F.(i = 1 to 5), ~ = 0;

1

iand can be classified (see Appendix· 5.1) as saddle,
focus, saddle, focus and saddle respectively. With respect to increasing x the
foci (for i - 2,4) are both unstable (trajectories leave the singular point).
The foci degenerate into unstable nodes when

where Td = I g dv/dFI-l is the dielectric relaxation time at F. However, this

has no significant effect on the topology of the phase plane. The topology is

shown in Figure 5.2 for the case in which all five singular points exist (i.e.

v < u, w), and the trajectories leaving the focus at F4 are entirely contained
within the negative field region of the phase plane. This latter condition
appears to be fulfilled for parameters corresponding to any practical situation.

The arrows indicate increasing x, whilst the positive and negative signs refer

to the sign of d~/dF in particular regions. The broken lines forming the

boundaries between these regions are the zero isoclines dW/dF • 0, and correspond

to the trajectories for the zero diffusion limit.

If we could specify F and W at x - 0 the phase-plane would furnish the com-

plete field variation up to the anode.· In practice we have a two-point boundary-

value problem involving the asymptotic behaviour of the field within the cathode

and anode, and the form of the external circuit is important. An exact solution

would therefore necessarily involve numerical calculations. In fact severe

computational difficulties arise from the non linear nature of the equations.

Solutions involving saturation to saddle points are highly unstable with respect

to numerical errors in the field, as may be seen by inspection of the trajectories
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around the saddles in Figure 5.2. The virtue of phase plane analysis is that

it allows us to classify the types of solution which could arise. In"doing this

it is sufficient to state that at x = 0 we would expect that for an 'ordinary'

cathode F would be very small on the characteristic topological scale of the

phase plane. As we shall see the magnitude of ~ at x z 0 is actually topolo-

logically unimportant. The condition on F has been justified by numerical

calculations involving the detailed nature of the illumination and doping

profiles for simple contacts. This approach was based on a time dependent analy-

sis which is numerically stable and will be described in detail in a later

section.

If we consider the case of a linear velocity-field characteristic the

solution is known to involve saturation to the saddle at Fl. An important

feature of this type of singularity is that it involves a unique line of approach.

The boundary conditions at x = 0 must therefore adjust so that the system enters

the phase plane at x = 0 on the unique trajectory leading to the saddle. In the

case of zero diffusion this is the broken line which passes through the point

F = F
I
, ~= 0 and becomes asymptotic to the ~ axis, so that for a highly doped

cathode we have F ~ 0, $ ~ ~ at x - o.
cathode would give F ~ 0 but finite $.

For finite diffusion a highly doped

Let us consider the present N-shaped velocity-field characteristic. We

.see that saturation to the foci at F2 and F4 is not possible. But satrration

to the foci at Fl or F3 is possible. We note that the form of the zero iso-

clines shows that saturation to F3 would not be possible ~rom F ~ 0 at x = 0 in

the absence of diffusion. Diffusion is crucial, in that it allows trajectories

to cross the regions of negative velocity. Or, more physically, a positive

net current can only be maintained under conditions of negative drift current if

there is a substantial positive electronic diffusion. Saturation to FS would
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involve entering the phase plane on one of two unique trajectories. The first of

these has F ~ FS and ~ > 0, whilst the second runs from the focus at F4 to FS'

For the first trajectory we would require F > FS at x = 0, and we would therefore

exclude this possibility. For the second trajectory the initial value of F must be

negative and comparable with F4 for the case shown in Figure 5.2. If, however,

the trajectories from the focus enter the region of positive field it would be

possible to saturate at FS from an initially small field. According to the

point of entry on this trajectory the field may saturate monotonically to FS or

oscillate about F4 and then saturate (these cases are sketched in Figure 5.3).

Consideration of the dependence of the trajectories on the diffusion constant

and the background space charge density shows that the most likely conditions for

negative resistance solutions are low background doping and large diffusion.

For the case shown in Figure 5.2, negative conductivity could still occur without

saturation in the field, but it is observed that, apart from the unique trajectories

leading to the saddle at F5, all the trajectories eventually enter the positive

field region or the non physical half plane.

For larger v either the pair of singularities at F4 and FS or a pair at Fl

and F2 disappear and when v > u, w both pairs disappear. The phase planes for

these cases are suitably modified forms of Figure 5.2,and we conclude that for

high doping and small diffusion saturation occurs to the saddle at Fl if this is

present, and if not, to the saddle at F3• The field variation would then be of

the form shown in Figure 5.3. The slope of the curve (b) of Figure 5.3 between

F and F is determined by the magnitude of the diffusion coefficient; for smallc r
diffusion the slope would be extremely large.

Neglecting considerations of stability, the analysis of the steady state

equations does not provide an unambiguous answer as to which steady state solution

would be realised in practice. Only when a single singularity is present in the
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phase plane would this be possible. A complete description of the steady state,

if it exists, can only be provided by a full time dependent treatment taking into

account contacts and the external circuit.

5.4 Small signal analysis

We have so far considered the possible forms of steady-state field distribu-

tion in a sample with contacts present. We now consider the problem of a long

sample in which the field is initially uniform and constant in time at some value

F. To study the stability of the steady state we examine the time and spaceo

evolution of small perturbations introduced into the density of electrons and

ionized donors. The restriction to small pertubations allows a linear analysis

to be made. For a fixed background space-charge density any space charge

introduced by fluctuations in the electron density propagates with a velocity

V(Fo) and has a time dependence exp(- t/ld(Fo») controlled by the differential

dielectric relaxation time Td(Fo) defined in section 5.3.

as in an Ohmic conductor the space charge is damped and the uniform field is stable;

whilst if 'd(Fo) is negative the space-charge grows and the uniform field is un-

stable, as for example in the Gunn effect (Butcher, 1967).
case is small compared to the propagation time through the sample , small signal

space-charge waves can be observed. On the other hand if Itdl is laree the non-

linear regime is reached and the final form of the disturbance will be controlled

by the boundary conditions. Our problem is complicated by the variable L)nization

of the donors and this additional degree of freedom leads to a second normal mode

for the system. A simple analysis of the present problem has been given by

Stocker (1967) but unfortunately, this oversimplified treatment contains some

inconsistencies which lead to a false stability criterion.

The equations describing the system are. in the notation of section 5.3,



elF 47Te (n - p)=--ax c

an
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Cl {nv(F) _ 0 an}- ... R --at ax Clx

(a)

5.4.1(b)

G - R (c)

)

~here G and R are functions of nand p. The first equation is Poisson's

equation, whilst the last two are the continuity equations for electrons and

ionized donors respectively. The initial uniform steady-state solution is

F = F (arbitrary) and n = p = n where n is the solution of G = R with n = p:
000

We consider small perturbations from this solution so that F = F + of(x,t),o

p :. n + op(x,t), n = n + on(x,t).
o ' 0

For convenience we neglect the field

dependence of the quantity crwhich enters into R. Since any initial arbitary

dist urbance can be Fourier analysed with respect to its space and time dependence

we look for the normal modes of the linearized form of equation (5.4.1) in which

the space and time dependence of oFt Sp and 6n is described by

exp(i(kx - wt»). This leads to the dispersion relation w(k) for k f 0,

w2 +w(i(wd + we + ~) - kvo + iD k2)

- wd(we + ~) - i(kvo - iOk2)~ = ° 5.4.2

( )
-1 -1 -1where vo - v(Fo)' wd = Td(Fo) ,we = Te = cr(NA + no)'w h = Th = S + crno'

The quantity r is the electron lifetime i.e. for op = 0, oR = on/1 , whilste e

~ is the lifetime of a 'hole' in the donor level so that, for 6n - 0,
h

Clp/dt = - A derivation of the dispersion relation is sketched in

Appendix 5.2. The ratio of on to 6p for a particular W is given by (5.4.1) as

~6n
we 5.4.3(a)

iw - ~
or alternatively,



93

i£6n
2 2)-!= we (~ + 1m w) + (Rew)

iae 5.4.3(b)

where a is a phase factor describing the phase relationship between cp and on g~ven

by

exp(ia)
(iw* + ~)

Here * denotes complex conjugate, and we write

w = R W + i Im w.e

We denote the two branches of the dispersion relation; corresponding to the

two modes, as WI and w2:

w. = - i ( + W + wh - iz (k))/2
J

lWd e

(- 2 + Z2 + 2iZ(w + !
+ 0. (w + ~ - wd) W - Wh») ,

J e d e

j - I or 2; 81 = i, O2 = -!; Z- kv + iDk2.
o

The usual case in which G and R are zero corresponds to we and ~ vanishing and

this involves w2 • 0 and

wI = - iWd + kvo - iDk2

which describes a wave propagating with velocity v with a time dependent amplitudeo

exp(-t/Td) suitably modified by diffusion for short wavelengths. This space-charge

wave clearly involves 6p = O. In general we note the sum rule,

5.4.4

For disturbances which vary slowly in space we can consider k ~ 0 and to zero order

in k equation (5.4.2) gives
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For the second mode equation (5.4.3) shows that op = 6n which describes a distur-

bance involving no space charge in which electrons are simply moved from donors

This mode decays with time as exp(-t(l/Te + 1/rh»).

The first mode carries space-charge and has a time dependence of exp(-t!rd)as in

to the conduction band.

the case when generation and recombination are absent. We see therefore that these

processes do not affect the growth factor of the space-charge mode. This is

physically reasonable in so far as electronic transitions do not change the

magnitude of the space-charge and only affect the relative proportions of the space-

charge which are carried by electrons and 'holes'. For an arbitrary small

disturbance of nand p at time t = 0+, both modes wi 11 be excited. The cases of

physical interest correspond to lifetimes which are very short compared to ITdl

and indeed this is a necessary condition for assuming v to be a unique function

of Fo The second mode will therefore be rapidly damped out leaving only the

space-charge mode which will decay or grow according to the sign of Id' so that the

steady-state will be unstable for Ft < Fo < Fv· This result is different from

that of Stocker (1967) who predicted that the recombination process would stabilize

the space-charge mode.

For mode 1, writing the space-charge as op, equation (5.4.3) gives

_6_n= __ yJ.....----'O;__.,..
op y - 6(1 + y)

5.4.5

where 0 = welwd and y = we/~. The usual case of no recombination 0( generation

corresponds to 6.:0 so 6p = Sn , For undamped space-charge waves with fast

recombination, 6 ~ - 00, -1so 6n/5p + (1 + y) • The fact that y is positive shows

that only a part of the space-charge is carried by electrons, the remainder

being carried by holes. We note that for damped waves a special case occu~s when

6 .'=' y / (1 + y) Le 0 wd '"we + (.Vh'so both modes are damped at the same rate.
leads to 6n = op for both modes. We discuss the nature of this resonance condition

This

in more detail later on. The value of y is dependent on no' ND and NA and from

equations (5.3.3) and (5.3.4) we find
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r
NA + n J [ NA]y' ,1 - ND 0 1 + no

Hence for an uncompensated sample '(is the fractional neutrality of tl:edonors

5.4.6

and so (1 + y)-lchanges from! to 1 as the photo-ionization increases. For a
-1compensated sample, (1 + y) increases from 0 to 1 as the photo-ionization is

increased. The limit (1 + y)-l ~ 1 involves op ~ O.which corresponds to the

'complete ionization' limit of section 5.3 and involves ~ .~00. An interesting

point is that the quantity n (1 + y) is the 'effective concentration' appearing ino
the Debye length for screening in a compensated semiconductor (Paige, 1964) and

this results from an effective equilibrium being established between the conduction

band and donors in the limit 0 ~ -00.

Provided that

z2 + 2iZ(wd + we - ~)

2
(we + ~ - wd)

< 1

we can expand w(k) as a Taylor series in ascending powers of k. The expansion is

valid for sufficiently small k , except for the (ribC.:lI condition w =
d

The first order terms in k give the propagation velocities of the two modes.

Thus writing wI = - iWd + kVI and w2 = -i(we + wh) + kv2, we find from equation

(5.4.4) the sum rule

and equation (5.4.2) gives

VI on y - 6_ __ c ~~~ __

v op y - 0(1 + y)o

The propagation velocity of the space-charge waves is reduced, for negative Td,

from V by the fraction of the space-charge carried by the electrons, and the
o

other mode propagates at the difference between these two velocities. For the

special case of equal electron and hole lifetimes, i.e. y ~ 1, corresponding to
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the propagation velocities take the form,

1
5.4.7

These forms are sketched in Figure (5.4), and are seen to be rectangular hyperbolae

centred on (1,1) in the plane (v/v ,6).o The regions of physical interest corres-

pond to our approximation that the electron and hole lifetimes are much shorter

than the dielectric relaxation time, that is the regions for which 161 ~l. The

reduction in propagation velocity for both damped and undamped space-charge waves

is apparent.

The second order terms in k of the dispersion relation give the effective

diffusion coefficients for the two modes, describing the spread in the distur-

ban ce s , Expanding the two modes as

rule,

and for the space-charge mode,

5.4.8

The quantity A is a dimensionless diffusion coefficient defined by

The diffusion term stabilizes waves in the space charge mode for which
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For very small values of ~, i.e. 2D »vo Td/4, the effective dimensionless
diffusion coefficients D.ID (where j = 1,2) are identical to the dimensionless

J
propagation velocities v./v •

J 0
In particular the effective diffusion coefficient

for undamped space-charge waves 1S reduced from D, by the fraction of the space-

charge carried by the electrons. As a consequence the stabilizing influence of

diffusion is reduced. In the special case of equal electron and hole lifetimes

(for a compensated sample), the diffusion coefficients for the two modes are:

= 1 + 6/(1 - 26) =t: {---,l~_
1 - 26

These forms are sketched in Figure 5.5, for the case ~ = 2. The max i.mum i.nthe

diffusion coefficient for the undamped space charge mode occurs at

In the limit of a very long dielectric relaxation time I~I .r» 1, and the maximum

is displaced asymptotically to 6 = -0.361. It is interesting to recall that the

condition 161 ~ 1 is the condition for the unstable foci to transform into

unstable nodes in the phase plane analysis of section 5.3. The comp licated form

for the diffusion coefficient for the space-charge mode, equation (5.4.8), can be

roughly interpreted as the superposition of two competing diffusion coefficients,

a static part Ds and a dynamic part Dd'

Dl = D + Dds
2VI v 'd

D D D =
0=- -s v d 4

0

The static part D , dominates at low drift velocities v , and for undamped wavess 0

is always less than D, reaching the asymptotic value D/2 as the electron lifetime
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approaches zero 1n the case y = 1. The spreading out of a slowly movi ng pulse

of space charge is thus inhibited by the recombination process. On the other

hand, for very large drift velocities va' the dynamic part Dd dominates and acts
to enhance the diffusion of an undamped space charge pulse. This may be roughly

understood as due to the pinning effect of trapping which tends to smear out

a fast moving pulse.

In summary , the results of the small signal analysis suggest that if the

sample is initially biased into the region F < F < F a steady state can be
t 0 v

established but this is unstable since Td is negative in this region. This

corresponds to the conclusion of section 5.3 that saturation to a steady state

field in this region is not possible. The f i.naLv fortn of the-disturbance could

be either a steady-state associated with the saddle points discussed in 5,3 or a

propagating non-linear wave. The system is unstable against space-charge

formation over the negative slope regions of the drift-velocity field charact eris+

tic (for positive and negative velocities) and the recombination does not directly
stabilize the process. However, for very large values of Td the quantity 6

can dominate and the enhanced diffusion may act to stabilize relatively short

wavelength space-charge waves.

5.5. Time development of the field distributions

So far we have classified the possible forms of steady-state field dist ribu-

tions for a sample with contacts and examined the small-signal stability of the

homogeneous field distributions by linear analysis. In this section we turn

to the full non-linear problem of the time evolution to a steady-state field

distribution and the formation and growth of instabilities in the system, The

highly non-linear nature of the problem prevents an analytical approach and we

have to resort to numerical techniques 0 Numerical solutions to non-linear
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partial integro-differential equations can often lead to spurious results because

of numerical instabilities associated with the finite-difference schemes adopted.

Fortunately, the system under investigation bears some resemblance to the systems

responsible for the Gunn effect. We can therefore test the numerical procedures

adopted by applying them to the Gunn effect, for which the form of solutions are

now well known (Butcher 1967). In the complete ionization limit this procedure

comes down to inserting the velocity-field characteristic associated with the

Gunn effect into our equations, testing the numerical technique, and if successful

re-inserting the velocity-field characteristic for oscillatory photoconductivity.

We choose as the basis for our investigation the simplest situation of a f i.ni te

length sample with simple contacts connected to a constant external voltage

supply. A homogeneous field distribution of value F is introduced into the
o

sample at time t = 0 and its time evolution then followed.

We first cast the full time - dependent equations for the system (equations

5.4.1) into a form more suitable for analysis. Combining equations (b) and (c)

of the set (5.4.1) and eliminating (n - p) via Poisson's equation (equation (a)

we obtain,

5.5.1

A partial integration with respect to x then gives

C(t) ~ 1! + env(F) - eD ~
4lT at ax "',,5.2

The terms on the R.H.S. of equation (5.5.2) are recognised as the displacement,

drift and diffusion current densities respectively. The integration constant

C(t) is then identified with J(t), the total current density. Conservation

of charge is then implicit in the relation oj/ax = o. As in previous sections

we consider D to be a constant. At this stage it is convenient to introduce an •

important boundary condition imposed by the form of the external circuit. The
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circuit consists of a constant voltage source of strength V connected 1n series
o

with the sample. The circuit condition is then

Vo = Ji F dx
o

where i is the length of the sample plus contacts (we neglect any potential drop

down the connecting wires). Since V IS constant we haveo

avo ji ar- dx = 0at 'o
-- =at

which combined with equation (5.5.2) and Possion's equation allows us to eliminate

J and n from the equations. We find,

aF [aF '\
at = X[ax ' p, FJ !J\ dx

o
5.5.4

where
X :: [4rrep + 1£J v(F) - n (a

2
F + 41TelE)

E: ax Lax2 £ ax

The time development of p follows from the continuity equation (5.4.1b) as

where we have agai n eliminated n via Poisson's equation. The carrier density n

is easily recovered from Poisson's equation if p(x,t) and F(x,t) are specified,

n = £ aF
41Te ax + p •

Equations (505.4) 'and (5.5.6) are the basic equations for studying the irne

evolution of the system. In the complete ionization limit we have S/o >J n which

prescribes the electron and 'hole' lifetimes and dielectric relaxation time by

the inequality

o ~ Th <.:< Te
hi .. iEFor t IS approxlmatl0n at o

and we are left with the single equation (5.5.4) where p is replaced by

no = Nn - NA•
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To fully specify the system we must impose suitable boundary conditions at

the contacts. Two situations have been investigated. In the first we treat the

problem of contac.ts in a somewhat cavalier fashion by assuming a sample of length

t subject to a constant external voltage V (= F ~) with the boundary condition
o 0

3F/ax = 0 at either end of the sample (x = 0 and x = t). The second, and more

realistic situation, involves an attempt to simulate the presence of con t acts by

increasing the doping density (and hence the carrier density in the steady-state)

via NA and ND at the ends of the sample. In the complete ionization limit this

involves choosing n to be 10 x larger in the contacts than in the sample (in theo

general case NA is held fixed whilst ND is increased in the contacts). The

contacts are considered to be illuminated so that the same velocity-field charac-

teristic applies to both the contacts and the sample. The boundary conditions

are dF/dx = ap/ax = 0 at the outer ends of the contacts; these are based on the

assumption that the field is uniform and that there is no space-charge well within

the contact regions. Choice of boundary conditions at the contact-sample

boundaries is then avoided as these are determined automatically by the time

development of the system, The stability of the sample is tested by the intro-

duction of a permanent doping discontinuity in a small notch in the sample which

simulates the microscope doping fluctuations always present in real materials.

The discontinuity introduces a built in space-charge perturbation to the system.

Typically the doping in the notch is reduced by 0.1% from the otherwise uniform

doping density in the sample. The doping density profiles used are illustrated

in Figure 5.6.

We adopt an idealised three line form for the OPC velocity-field characteris-

tic given by

v = lJF (0 < F < F )t
= u - u" (F - Ft) (Ft < F < F )v 5.5.7
= -w + lJ(F- F ) (F » F ).v v '

vC-F)= -v(F)
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where jJ
6 2 -1 -1

jJ'
5 2 -1 -1= 2.058 x 10 cm stat volt sec = 8.928 x 10 cm stat volt sec

Ft 10.83 stat volt -1
F 50 stat -1= cm = volt cmv

7 -1 7 -1u ;: 2.23 x 10 cm sec w= 1.267 x 10 cm sec

This form is shown in Figure 5.7 and is a modification of the analytical approxi-

mation for the Gunn effect velocity-field characteristic (Butcher and Fawcett 1966).

This latter characteristic is discussed in section 5.7 and is defined by

v - jJF (0 < F <. Ft)

5.5.8- u - jJ'(F - Ft) (Ft < F < Fr)

- Vv + a(Fv - F)3 (Fr < F < Fv)

- v (F > F )v v

where jJ- 2.058 x 106 cm2 stat volt-l sec-l

F = 10.83 stat volt cm-I,
t

6 -1v - 8.6 x 10 cm sec ,v
-1F a 18.33 stat volt cm

I

jJ' c: 8.928 x 105 2 -1 -1cm stat volt sec

F = 66.66 stat volt -1
cmv

60.21 -3 -2a = stat volt cm

We point out that whilst the differential mobility dv/dF for the velocity-

field characteristic (5.5.7) is of the correct order for the oscillatory photo-

conductivity effect, the values of threshold, critical, valley and restoring field

are three orders of magnitude too large. Similarly the velocities involved are

103 x too large. Consequently the time, space, electric field and carrier density

scales involved in our numerical calculations must be suitably scaled in order to

apply to the ope problem. A consistent scheme is reached if we cast th~ basic

equations into dimensionless form. For simplicity consider the complete

ionization limit in which p ...n ..N - N = constant.o D A

quantities (primed) by the transformations

Defining new dimensionless

X IE Lx'; t = Tt'. F 0= fF';

v • v(F)v'; J = enov(f)J'. D = L2T-ln';
(41Te v(f) n J-1• L = v(f)T
[e: f 0

where T ..
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and f is any characteristic field strength in v, the basic current equation

reduces to

aF'
+ --,

at
J'(t') - v'(F').

This equation is characterized by the single dimensionless constant D' given by

consequently any solution of the dimensional equations (5.5.4), for particular

physical systems with different parameters, will be related by the above

transformations provided the value of D' is the same for each system.

Fortuitously the system describing oscillatory photoconductivity in lnSb has an

almost identical value for D' as does the system describing the Gunn effect in

I ohm cm GaAs, provided we choose the same value for the diffusion coefficient D

in each system. As we have no information on D for the OPC problem we choose

D = 178 cm2 s-1 which has been used by Butcher and Fawcett (1966) in their Gunn

effect s t udies, The characteristic field f is chosen as the threshold field for

the two systems. Typical values of D', n , v, f, E: for the two cases are showno

in Table S. le Our numerical studies are based on values of n , f etc. appropriateo

to the Gunn effect and to obtain the corresponding OPC solutions the transformations

shown in Table 5.1 must be applied. The static dielectric constant is chosen

as (;= 4110

The basic time dependent equations are solvei by standard finite difference

numerical techniques where we adopt forward differences for first order 11. ri.vat ives

and central differences for second order derivatives. For examp le,

dF (x.t) F(x + t,x. t ) - F(x,t)
-+

dX /;'x

a2F F(x + 6x,t) - 2F(x,t) + F(x - /;,x,t)(x,t) ...
ax2 (t.x)2

3F (x,t) -+ F(x,t + 6t) - F(x.t)
at 6t
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TUIES _104
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where t:.x, t:.t are the basic finite difference meshes in space and time. Ntnnerical
stability is only achieved if the velocity of the nume ricaI disturbanc.es ~x/6t

exceeds the maximum velocity expected for the physical disturbances in the model.
I t· h A 10-5 A 5 10-14 d" / 2 108n prac lce we c oose uX = cms, ut = x secon s givlng t:.x tt = x

ern/sec whicn is 10 x faster than the maximum drift velocities anticipated for
physical instabilities. To speed up the computation, the calculations reported

here were all carried out for short samples of length i = 12 microns, contacts

of length 2 microns, and a perturbation notch of width 1.2 microns. The

corresponding sample length in the real ope problem is of the order 1200 microns,

by tne similarity transformations given in Table 5.1. The initial conditions

at t = 0 are chosen such that a uniform bias fieId F exists in the sample
o

under conditions of space charge neutrality n = p = n (solution of G = R) every-
o

where, with the fields in the contacts and perturbation notch chosen to satisfy

en(x) v(F) = J where J lS the drift current in the sample. The last condition
implies continuity of the drift current.

5.6 Time development in the complete ionization limit

The simplest situation in oscillatory photoconductivity occurs wnen p the

background density of positive charge is a constant in time. We denote this

constant by n (= N - NA for a compensated semiconductor). In general we allowo D
n to be a function of x to allow for the doping changes in the perturbationo

notch and the contacts.

We first consider the trivial case of an Ohmic sample in which the velocity-

field characteristic is of the form v = ~F, where ~ the mobility is a constant.

The analysis of section 5.4 showed that in this case a unique ateady+s t ate exists

in which the field in the sample rises rapidly near the cathode and saturates

to a constant field in the bulk of the sample. The saturation field is given
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approximately by v/i.o The trajectory involved saturates to the single saddle

point singularity present in the phase plane. Figure 5.8(a) shows a computed
-11field distribution for such a case after an elapsed time of 10 seconds for

6 2 -1 -1 2-1the parameters jJ = 2.058 x 10 ern stat volt sec ,D = 178 ern sec

F = 9 stat volts/ern.o The initially imposed field distribution quickly adjusts

to the stable steady state distribution shown in a time the order of the di-

electric relaxation time for the contacts. The dip ~n the field near the

cathode boundary and the peak near the anode are due to the effects of diffusion

arising from the rapid change in carrier density across the electrode-sample

boundaries. Figure 5.8(b) shows a sketch of the qualitative space-charge

distribution estimated from Poisson's equation. The characteristic features

are toe presence of a pinned depletion layer of electrons just within the

contacts and associated accumulation layers a short distance within the sample.

The perturbation notch leads to a built in dipole of space-charge formed from

adjacent accumulation and depletion layers. We note the important feature that

the field is very small at the cathode boundary, whilst the field gradient aF/ax

is very large. This feature is maintained even for the complex velocity-field

characteristics associated with oscillatory photoconductivity and the Gunn effect.

~Jeturn now to the velocity-field characteristic for oscillatory photo-

conductivity. For a bias field F ~n the range 0 < F < Ft' the fieldo 0

distributions evolve precisely as for the case of an Ohm ic sample and are stable.

The first interesting case arises for an initial bias field F in the rangeo

F < F < F •
t 0 c

As anticipated in sections 5.3 and 5.4, this situation does not

admit a steady-state and is unstable. Figure 5.9 shows selected frames from

tiletime development of the field distribution for F = 15 stat volts/ern. Theo

relevant doping profile is shown in Figure 5.6(b). The initial behaviour is

reminiscent of the Ohmic case, witil a rapid adjustment of the field distribution
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near the contacts such that the field rises rapidly from Dear zero at the cathode

to an almost un i f orrn f ie l d (ab eve threshold) in the bulk of the sample. The usual

effects of ditfusion at the contacts are apparenc. Howeve r, t he re are two

s ign i r i canr d i f t e z ence s from the Olunic case. The first is that the initial rise

in fie Id near the cathode has a step in it, corresponding to an add it ional

ac cumul a cion layer of e leer rons . In the absence of the perturbation notch the

accumulation layer grows non+Li ne a r l y and travels across the sample with

a non-uniform velocity. The layer is then absorbed at the anode and the entire

process repeats cyclically. This behaviour is entirely analogous to the

accumulation layer instability discovered by Kraemer (1966) in theoretical

studies of l he Cunn effect, We shall come back to this analogy later. The

second difference from the Ohmic case is that the initial field in the bulk

of t he sample is above threshold and by tne linear analysis of section 5.4 is

unstable with respect to space-charge perturbations. This can be seen in the first

few frames of Figure 5.9 where the disturbance introduced by the perturbation

no t ch grows wi th an initial growth rate of 1/ I [d I and travels towards the anode

at tue drift-velocity v •o Both Td and va are associated with the field

immediately adjacent to the disturbance which we denote by FR'

ac curnul at ion layer ins t ab iLi t y , nucleated at the cathode, t rave Is faster than

However, the

the dipole perturbation and after a short time (of the order Id) combines with it

to nucleate a higll fie Id domain. This behaviour 1S shown in the first few frames

of Figure 5·9. The presence of the depletion layer at the pe r t.u r b at ion notch

appears to be cru cia l for the nucleation of a domain. The initial ()-::~main

shape is roughly triangular but changes to the flat topped domain shown in the

last few frames when the peak domain field exceeds F • the restoring field. The
r

flat-topped fonn is stable and reached within a time the order of a few Id where

fd is associated with the final outside field FR'

fanned, it propagates uniformly along the sample at a velocity v(FR)·

Once the domain is fully

We note

that the leading and trailing edges of the domain have fields in the range

F to F which implies tilat the electrons in these sections have negative drift
c r
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velocities. The total current is positive however, and this achieved by large

diffusion currents present in these regions induced by the very steep dumain

walls. Figure 5.10 shows the directions of the diffusion ani drift cucreDt

in the flat-topped domain. As noted in section 5.3, diffusion is crucial

to this problem in that it allows the field to cross regions of negative drift

velocity. At the anode the domain is slowly absorbed and a new domain

nucleates as before and toe whole process repeats. Ti:e t ota l current bc:liavlour

is shown in Figure 5.11. The total current falls initially as the domair

nucleates and is constant whilst the fully formed domain propagates along tilt;'

sample, finally rising again as the domain is absorbed at t he anode. The

overall current thus shows an oscillatory structure in time with a period close

to the domain transit time.

The crucial role of the contacts is well illustrated if we consider a

similar case but for no contacts present, Figure 5.12. Here, the initial field

is uniform everywhere, and the space-charge perturbation at the notch grows into

an unstable flat topped domain which is followed by a large depletion layer of
electrons. The system finally reaches a non-uniform steady-state when the

domain collapses near the anode wall. This final state has a stationary shock-

wave structure; the corresponding phase plane trajectory connects the two saddle

The time development ef the total

current is ShO\-1Oin Figure 5.13, the two peaks being associated w irl. the domain

nucleation and final collapse.

For an initial bias field in the range F < F <; F , the system supports anc 0 v

initially negative current. As before the field quickly adjusts to F ~ 0 near

the contacts. Figure 5.14 shows the time development f or this case, whe re

F = 42 stat volts/cm.
o

Whilst the total current is negativ2 the cathode

(x = 0) exchanges roles with the anode and electrons are brought into the sample

from the anode (x ~ ~). In the extended velocity-field characteristic scheme
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(c.f. section 5.3) in which we only consider positive total currents, the

corresponding field distributions are obtained by rotating Figure 5.14 by 1800

(see Figure 5.16). Th is follows from tne invariance of the basic equations under

the transformation J+ -J, F~ -F, x+ -x. The most important feature here is

the acctnTIulationlayer formed near the new anode (x::;O). This layer is essentially

the trailing edge of a large flat topped high field domain. The trai ling edge

of the domain moves away from the new anode against the total current flow.

To maintain the total potential across the sample the peak field in the domain

rises. Eventually the peak domain field exceeds F , the restoring field, andr

a positive drift current is regained. At the same time the field outside the

domain and within the contacts builds up such that the total current J increases

from negative values into the positive region and bulk positive resistance is

restored. The behaviour of the total current is shown in Figure 5.15. The

perturbation introduced by the notch is initially amplified as predicted by the

linear theory, but is rapidly absorbed into the accumulation layer. It appears

at first sight that with the restoration of positive resistance the field

distribution reaches a steady-state in which there are two plateaux of low and

high field within the sample. This would be analagous to the shock-wave

solution in the no contacts case discussed earlier. However, the low field

plateau has a value within the range Ft to Fe and is unstable. Consequently

the built in perturbation at the notch is amplified and a narrow domain forms

which propagates into the high field plateau. The two plateau regians appear to

be a persistent feature of the ultimate field distribution. The final ~ituation

involves the cyclic nucleation, propagation (within the low field plateau) and

absorption (into the high field plateau) of a narrow high field domain. The

total current thus oscillates somewhere in the range en v(Ft) to en v(F ), whilsto 0 c
the high field plateau oscillates in value at fields in excess of Fr. The total

negative resistance state is never regained. There ~s a possibility that

for a sample of suitable length, the low field plateau might be below threshold
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and we would obtain a steady-state, but this has not teen observed in the limited

numerical experiments carried out.

Again a different behaviour is found if the contacts are removed. In this

case an inverted domain is nucleated at the perturbation notch with a minimum

field greater than zero as shown in Figure 5,17. The domain is stable but

is absorbed into the anode and the final state is a non-uniform steady s t et e III

the form of a stationary shock wave. Again the negative resistance sta~e is

rejected (the behaviour of the total current is shown in Figure 5.18).

The phase plane analysis and small signal analysis suggest that if tne

sample is biased into the region F < F < F then a negative resistance steadyv 0 r
state could be possible. However, the numerical calculations for such an

initial bias field lead to the development of a non-uniform steady state of the

shock-wave form, as shown in Figure 5.19 for an initial bias field of F = 53o

stat volts/cm. The negative resistance state is rejected in a similar fashion

to the case F < F < F , but the perturbation induced by the notch is dampedCor
out. The total current evolution is shown in Figure 5.20, The final state

consists of a two-plateau distribution, one at a high field in excess of Fr'

the other at a low field which lies below the threshold field Ft'

are approximately related by the condition v(Fa) = v(Fb) where a and b refer to

The fields

the low and high field plateaux respectively. The corresponding trajectory in

the phase-plane is shown in Figure 5.21, and involves a near saturati.cnto the

saddle point Fl (~Fa) and final saturation to the saddle F3(~Fb)' This

significant result shows that saturation to the negative field solution F5 (in

the terminology of section 5.3) is not possible and appears to be a consequence

of the boundary condition F ~ 0, aF/ax large and positive at the cathode. As

anticipated in section 5.3 all our numerical calculations show that this boundary

condition is upheld when ordinary contacts are used. In the case where contacts.



9., '0
><
III

'20 ~ 8
"

..
III co0

w
<!)~

~ LL

o..
<)

~
o

o ;-

oo

'"

()...
...;

<!)

u.

.~-e'..,t...



_/ ~
T~

~-
'Q
x w~ if> ..J
Q o,
z L:0 ~uw
V1 (9

Z
a W 0

..J'- L: <::
~ w

Uz
<::~

'"
Vl

.; is

0 N

N <, N

u) <, 11'1

o c.!>
LL !i 0 ~ 01 <l

u::
" ..
( SllNn 'S!!\>, ) IN3!1!1n:) (tk'l::l 5110"1';115 ) Ol31"

_./ }

<,
s :. 2. .. C>

1
w_,
a,
L:-c
Vl

(9
Z
0_,
<::
UJ

~
~
III

0

!?!
III
Cl
IL

( ....:)·S.1"1OI\.1 ....1$) O'31~

'"

I
I

~,/

t

I

I



110

are absent a uniform stable negative resistance steady state occurs.

The final cases involve F > F .o r These all lead to stable steady-states of
the type predicted by the phase-plane analysis and involve saturation to the

saddle point at F3• The final state for F = 60 stat volt/em is shown ino

Figure 5.22. A stable uniform steady state occurs in the absence of contalts.

5,7 Analogies with the Gunn effect

In the complete ionization limit several features of the instabilities

discussed in section 5.6 bear a marked resemblance to those found in materials

exnibiting the Gunn effect. Indeed some of the theory applicable to the Gunn

effect can be carried over to the present problem. The Gunn effect involves the

occurrence of microwave current oscillations in n-type multivalley polar semi-

conductors. notably in gallium arsenide. at room temperatures and in the presence
of high electric fields. The effect was first observed by Gunn (1963) and partly

because of its important applications has received considerable experimental and

theoretical attention (a review has been given by Butcher 1967, and a recent

bibliography is given by Gaylord et al 1968). The basic physical process

involves the electron transfer mechanism first proposed by Ridley and Watkins

(1961) and Hilsurn (1962). At high electric field strengths hot electrons within the

central high mobility valley in the conduction band structure are t ransferred to

satellite low mobility valleys as the electric field increases. This gives rise

to a negative differential mobility in the sample characterized by an N-shaped

drift velocity-field characteristic and the electron system is unstable. The

current oscillations are produced by the cyclic nucleation, uniform propagation

and absorption of narrow high field domains, and occur for bias fields in excess of

a threshold field.



(b)
v

2.,_
(c)'"0-x-.\.1

tJ
\It.
E
\I

\.oJ

>-
t Iv
9
'">
t-
u,-~a

I ;
I
I

! ;

F
,J

! I

G.LECTlfI(. FIE.LD
( shttvtJ//:. ~ • c",-' )

!!.,..IVDli = 300 volts

PlO 5.23 COJ.IPARISONOF THE OPe ANDGUNNVELOCIT!*FIELD
CHARACTERISTICS '

(a) Gunn - saturating oh~aoteri8tio
, !

(b) Ounn - non-saturatlngoharaoteristio
I

(c) OPe characteristio
•

I '



111

Theoretical treatments of the Gunn effect have proposed two slightly different

forms for the drift velocity-field characteristic, an N-shaped fonn (Conwell and

Vassal 1966, I1cCumber and enynoweth 1966), and a saturat ing characteristic (Butcher
and Fawcett 1966). The latter gives better agreement with experiment. These forms

are shown in Figure 5.23 where they are compared with the approximate oscillatory

photoconductivity (Ope) characterist ic (curve (c) used in our numerical experiments.

Curve (a) is the analytical approximation due to Butcher and Fawcett (1966), whilst

curve (b) is qualitatively similar to the form suggested by McCumber and

Chynoweth (1966). t-leadopt the same nomenclature as in section 5.3 to describe

the threshold, critical, valley and restoring fields where these exist.

The phase-plane for the general case of an N-shaped Gunn characteristic is

shown in Figure 5.24 for a steady state total current J = en v , where v < vo 0 0 0

and n is the background density of positive charge.o Three singular points occur

and are classified as saddle (Fl) unstable focus (F2) and saddle (F3) and are

analogous to the ope case. For the saturating Gunn characteristic F3 is at
infinity. The phenorr.enologicalspace-charge and fieId equations are the same as

for the ope problem in the complete ionization limit, but vCF) now refers to the

Gunn characteristic.

Small signal perturbation theory shows that a uniform field distribution of

value Fa in an infinite sample is stable if Fo < Ft' unstable if Ft < Fo < Fv

and stable if F > F •o v The unstable situation for a finite sample wiL;' contacts

is Ll l.ust rated in Figure 5.25 for an initial bias field Fo = 11 stat volts/em

(?Ft) for the saturating Gunn characteristic.

nucleation of a narrow 'triangular' high field domain which propagates uni f ormly

Our numerical calculation shows the

along the sample. The process repeats cyclically with a well defined frequency.

The total current evolution shown is Figure 5.26. If the perturbation notch is

removed the instability takes the form of an accumulation layer instability which
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propagates non uniformly, and corresponds to the instability predicted by Kroemer

(1964). The domain nucleation is exactly the same as in the ope problem for bias

fields in the range Ft to Fc' The total current shows a spikey waveform as shown

in Figure 5.26,the spikes occurring during the nucleation-absorption stage. Our

numerical calculations also show the occurrence of stable domains for the non-

saturating Gunn characteristic. One such example, for a sample with contacts is

shown in Figure 5.27 for an initial bias field F • 11 stat volts/em. The flato

topped form is a consequence of the non-saturating characteristic and its origin

is discussed in the next section. For the same sample but with a bias field of

15 stat volts/cm there occurs an initial accumulation layer instability followed

by the cyclic nucleation and propagation of an unstable domain which travels non

uniformly along the sample. For bias fields above the valley field, a non-uniform

steady state is achieved rather similar to the ope steady states. An example, for

F • 20 stat volts/em is shown in Figure 5.28.o

An analysis of uniformly propagating stable domains due to Butcher and Fawcett

(1966) shows that if the diffusion coefficient is constant the fully-formed domain

travels at a velocity Vo equal to the drift velocity vR of the electrons in the

essentially uniform field FR outside the domain. The numerical e~periments confirm

this result. The same argument holds for domains in the ope problem. For a

constant diffusion coefficient D, the peak domain field Fo varies with FR the out-

8id~ field according to an equal areas rule (Butcher and Fawcett 1966). This fule

is illustrated in Figure 5.29. For a constant diffusion coefficient D, the exact

analysis of Butcher and Fawcett gives the stable domain shape as

€ IF dF'
y -4~ F n - n

o 0

5.7.1

where y a X - vot, and n is given as a function of F by

· 4.:n J:
o R

n nlog -- - Ie no
5.7.2

no
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These equations are derived from Poisson's equation and the current continuity
equation. Since dr/aX (=3F/ay) is zero at the peak domain field FD• Poisson's
equatioa shows tuat n = no at F • FD• Substituting F - FO into (5.7.2) tnen
shows that

5,7,3

Consequently the two areas shown in Figure 5.29 are equal. For outside fields

FR below a critical field FM tne equal areas rule cannot be satisfied for the non-

saturating characteristic and stable domain propagation is impossible. The

dotted curve (a) in Figure 5.29 is called the dynamic characteristic and is a

plot of Fn against vR as given by the equal areas rule.

this curve corresponds to FR .. FH and gives FS as the maximum peak domain field.

The termination of

From the domain shape equation (5.7.1) we can calculate ~n the domain

potential defined as the area under the domain above the outside field FR' For
a finite sample of length R- (no contacts) we have

cj> =V -FR-D 0 R (the load-line equation) 5.7.4

where V is the external vol~age.
o The qualitative variation of CPDwith FD for

a typical case is shown in Figure 5.30. The working point (FR, Fo) is given

by the intersection of the load line (5.7.4) with the domain potential curve

and defines the outside and peak domain field for a given voltage and sample

length.

The geometric condition (5.7.3) and the concept of load lines carryover

without change to the OPC problem, but the equal areas rule for stable domain type

instabilities requires some modification. For peak domain fields less than or

equal to F the equal areas rule holds but breaks down for higher peak domainc

fields. The geometric condition is still fulfilled for peak fields in excess of

F and leads to a generalized areas rule illustrated by Figure 5.31(a). Herec
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the areas A, E, C are related by C = A-B. All the stable solutions

found numcr ical Ly satisfy this rule. Ali our cal cu l at i.ons were based on a velocity-

field ':.,s.ract e i tic in which

c

I

;0
, v(F)dF.
j Fe

The ope problem does !>'<~'+ver t velocity-field curves In wnich this inequality

is reversed, in wh et:

geometric condition shown in Figure 5.31(b). where again C r Lca l

calculations were, however, made for this circumstance. The geometric condition

(5.7.3) also holds for the inverted domain of Figure 5,17, i.e in this case

the outside field FR is larger than the domain field Fn" The geometric condition

has the form shown 1n Figure 5.3l(c). We note that for the sample length

chosen iD tlle ope; rical experiments the load line condition and equal

areas rule leads to peak domain fields in excess of the restoring field F .r
Lower peak fi e Ids would requi re cons ide rah 1y shorter samples.

5.8 Origin of the stable domain solutions

In both the Gunn effect and oscillatory photoconduct effect we find the

possibility of stable uniformly propagating high field domains. where the

domain velocity vD is equal to the drift velocity vR of electrons in the outside

During propagation of the domain the total cunent is posLtlve and

constant with a value eno vR for an infinite sample (or contactless s le). We

may then transform l. partial differential ions for the sys tern

ordinary differential equations by setting y - x - vDt. That is we go into the

moving frame of reference in which the domain is stationary. Under this

transformation we find

aF dF
:r:; - v -dt D dy

dF dF='dX dy 5.8.1

and combining Poisson's equation with the total current equation (in the complete

ionization limit for the OPC problem) we obtain
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5.8.2

where as before g = 4rren le.o This system is auronomcus and is amenab le to

analysis in the phase plane (F,~).

The singular points for the system (5.8.2) occur for the simultaneous

conditions ~ = 0 and v(F) :r. V •
D Since vD lies in the range 0 to u there are

thus five singular points in the ope problem which in the notation of section

5.3 are labelled F. (i = 1 to 5), whilst for the Gunn effect there are three
1

In order of increasing field they are classified

on linear analysis as saddle, centre, saddle, centre, saddle respectively.

Higher order analysis suggests that the centres are in fact closely packed

unstable foci, and if the diffusion coefficient is field dependent then this

is certainly the case. The boundary conditions for the trajectories corres-

ponding to a domain solution are F '"FR, ~ = 0 at y - :I: 00. The phase planes

for the ope and Gunn effect systems are sketched in Figure 5.32. The zero

isoclines are the lines v(F) = vD and the line ~ - - g. We note that in

contrast to the phase planes of section 5.3. none of the trajectories in the

physical region (~ > - g) cross into the non-physical (n < 0) region. This is

because we have included the time dependence in our basic equations. We also

note that Fl = FR'

In the Gunn effect problem, for a saturating characteristic F3 ~ 00. The

domain solution for this case is recognised as the unique re-entrant trajectory

leaving the saddle at Fl (see Figure 5.33). This result was first obtained by

Knight and Peterson (1967) in an extensive analysis of the Gunn effect. But

this interpretation is true only if F2 is exactly a centre. If not, the domain

solution is most probably a Poincare limit cycle, (i.e. an isolated closed

trajectory such that no trajectory sufficiently near to it is closed; a good

discussion of these objects is given by Minorsky,(l962) surrounding F2



L.l. ~e
~ ~
~ ...
t!-

It'
l'

v 0
~ "- h '2a: z
QC :lI- ~

M
M-. .
V,
\ob

~. ~

~", :z
"l
::)
\b

1 I . ·c
~•

..r r "I'(.- ,- - V.~ Cl
"- o
W\

.i
,.,

~ '".&

I
.A.

~ t
I I I &.,, ...,

""'_""""', 1- - ,
~" , I 0 tJ

c: ~ 0
i i

~
It t, Cl!

0 I '-41 ....
"" ...J
q:- ~I ~ ~

I L4I
I ILl~

'1 , C"t
"'I'""j - 1- .~

I

! •, lI)!

....'" I ~

Lt-- ~ - - -i
,

I



116

with one boundary asymptotic to Fl, the other at Fn the peak domain field. The

limit cycle corresponds to a non-linear wave of infinite period (this period would

be finite if the locus of the cycle did not touch a singular point). For the
non-saturating Guna characteristic we can also get 'flat tCfped' domains and this

feature may also be found in the phase-plane. In this case the saddle at F3

distorts the trajectory flow for fields just less than F3' Trajectories passing

close to F3 involve a very slow variation of F with y, a propezty of singular
points. If the domain trajectory passes close to F3 the peak domain field changes

slowly wi thin the domain and we obtain the flat topped effect. A classification

of the possible domain solutions for the Gunn effect is shown in Figure 5.34.

The slladed areas illustrate the equal areas rule for the different cases. The

total external current decreases in the diagrams in the order (1). (2), (3).

The critical case (2) of (5.34) involves separate accumulation and depletion

layer solutions where the two saddle points FI and F3 are connected. Case (3)

is a possible low field domain, which again satisfies the equal areas rule; this

type has not been observed experimentally or in numerical calculations.

Similar remarks apply to tne OPC problem, which has an almost identical

pllase plane. The domain solutions are again interpreted as closed trajectories

or limit cycles in analogy with those for the Gunn effect. We remark that

various criteria for the non-existence of a limit cycle in this problem, notably

the Bendixson theorem (see ainorsky p82, 1962) are not satisfied but an exact proof

of the existence of a limit cycle has not been possible (although when ~4 and F2

are foci we have not been able to construct a consistent phase-plane topology

without assuming its existence). A classification of some possible domain like

solutions in the ope problem is given in Figure 5.35 for the two situations

in which
F F

fo
c

v(F)dF > f r Iv(F)ldF (Type I characteristic)
Fc

and fFc v(F)dF < f:r Iv(F)ldF. (Type II characteristic).
0 c
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The domains observed in the numerical ~xperiments were of the flat topped variety

and satisfy the generalised equal areas rule. In the diagram the areas A, B, C
are related by C-A-B. Only the solutions (2) and (3) of Figure 5.35 have been

found numerically whe~e solution (3) is for the no contacts case and does not

arise when contacts are included. As noted previously the complete family of

OPC velocity-field characteristics contains characteristics of the non-saturating

Gunn type and the Gunn effect analysis is directly applicable to these situations.

5.9 Time development for the general case

The general problem of the nature of the field distribution when the back-

ground density of charge p is time dependent is extremely complicated. Only a

few calculations have been made for this situation and a complete picture has

not emerged. The calculations reported in this section apply to the other

extreme to the complete ~onization limit in which the characteristic times for

the space-charge. electron and hale densities are related by the inequalities

're» l'rdl

'rh ~ l'rdl

'r > 'rhe-

Under these circumstances the assumption that v is a unique function of F is

suspect, but the calculations do reflect the main effects of the recombination

and generation processes. Four situations have been investigated whi.ch we label

I, II. III and IV, corresponding to bias fields F for four regions of interesto

on the velacity-fie~d characteristic: these regions are indicated in Table

5.2. Four sets of data are involved which we label A, B,C, D. These c;orrespond

to four choices for the generation and recombination parameters Sand cr, and lead

to different values for no' 're and 'rh: these values are

In each case the donor and acceptor densities are chosen

displayed in Table 5.2.
15 -3as ND - ·1.1 x 10 cm
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TABLE 5.2 ,

,
-\ 'lI-1I Let' fo)BIAS FIELD i: DATA 6

'0 8iatvolt/~tn ocoonde - "l'! /"Ct! 't'h/'t'cl = Tetrh--
I

I I 15 ' , 1-2.5XIO-12 •, '

A, -40. , -0.4 100i
\ _0.lXIO-12't<'o<'o
I B -30 -30 1,
.. i

i. C 1-0.IXIO-12 -300 -300 1i
I I , I i I ,
I , _2.5XIO-12 -4XI04I ' D -400 100. j :

,

II I 42 A _2.5XIO-12 -40 -0.4 100
i

_0.lXlO-12'0< '0< 'v
I

D -30 -30 1i
,
:. 1.OXI0-l2III t 52 A 100 1 100,

'v<"o( r, B 4.0XIO-12 75 75 1

IV I 60 A 1.OXlO-12 100 1 100

'0') r;
,

A t .0• 0.94 X 1015 om-3 •

B r D • 2.32 X 1014 om-3
0

C J D • 2.32 X 1014 0.. -3 ,.0 .
D t D • 0.94 X 1015 0..-3o·
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NA = 0.1 x 1015 cm-3 respectively so as to correspond to the data used 1n sections
5.6, 5.7 in the complete ionization limit.

Section I refers to bias fields in the range F < F < F. Figure 5.36toe
shows the calculated field distributions after 10-11 seconds for an initial bias

field F = 15 stat vo LtsZcra, correspond ing to the parameters given in Table 5.2.o

These results may be contrasted with the field distribution near the complete

ionization limit, (n ~ 1015 cm-3) illustrated by the dotted line in Figure 5.36.o
Curve A corresponds most closely to the complete ionization case and involves

a 'hole' lifetime Th less than the dielec~ric relaxation time. In case A, a stable

flat topped domain analogous to those discussed in section 5.6, is formed and

propagates uniformly along the sample. However, the growth rate is considerably

smaller than for the complete ionization limit and the space-charge formation

around the perturbation notch is retarded. Cases B, C, and D, in which both the

electron and hole lifetimes are much longer than the dielectric relaxation time,

are characterized by the non-uniform propagation of an acclUllulationlayer in-

stability. In these cases, th~ perturbation notch has no apparent effect on the

system, and domain like solutions do not occur. The linear analysis of section

5.4 allows us to calculate vI the velocity of propagation of the space-charge

mode in the limit of small signals. We find that vI increases in the order

IB, lA, IC, ID for the cases given in Table 5.2, where in each case vI is just less

than v (=v(F ». Inspection of the initial motion of the accumu lation layero 0

instabilities shows that this is indeed the case. Similarly the effeLtive

diffusion coefficient Dl for the space-charge mode is found to be enhanced

the most for case IB(DI ~ 1.5D) and least for case Ie (Dl ~ D). The enhancement

of diffusion is seen most clearly as a smearing of the field distribution, The

behaviour of the total current is shown in Figure 5.37.

-11Figure 5.38 shows the field distributions after an elapsed time of 10

seconds for bias fields in the range F < F < F (cases II, III of Table 5.2).cor
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The time evolution of the total current is shown in Figure 5.39. In all three

cases shown the initial negative resistance state is rejected and the overall

.time evolution is similar to the complete ionization limit of section 5.6. The

major differe~ce is the lack of space-charge growth in the vicinity of the

perturbation no tch.

Case IV involves F > F and we find a stable field distribution analogouso r
to those predicted by the phase-plane analysis in the complete ionization limit,

Figure 5.40 shows the steady-state field distribution reached for the bias field

F = 60 stat volts/em.o

The most surprising feature of these general calculations is the lack of

influence of the perturbation notch. Apart from case lA, which shows a re-

tardation of space-charge formation not predicted by the growth rate term of the

small signal dispersion relation, no space-charge growth is detectable, and

domain nucleation does not occur, although if space-charge does form at the notch

the small signal analysis predicts that it will grow for bias fields between the

threshold and valley fields. On the other hand the accumulation layer instabi 1i-

ties have the general features predicted by the small signal theory. The

probable an~wer to this problem lies with the dispersion relation ul(k)which

controls the. linear part of the growth of small perturbations. We first observe

that domain nucleation generally requires the presence of a depletion-layer,

usually found at the perturbation notch. The form of the perturbation notch

makes it impossible for an accumulation layer to form there without an associated

depletion layer. We therefore interpret the numerical results by supposing that

some process is operative which suppresses the nucleation and growth of a

depletion layer at the notch. We have already seen (section 5.4) that the

tenus in kO, kl, k2 of w(k) for the space-charge mode give the growth rate,

velocity and spread of a small space-charge perturbation as functions of the

electron and 'hole' lifetimes. In the complete ionization limit these three
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terms complete the dispersion relation, but in the general case terms in k occur up
to infinite order. These higher order terms control the symmetry of the space-

charge perturbation. For the short wavelength perturbation at the notch k is

large and the higher order terms in k3 etc. may be importa.nt. We suspect then

that the higher order terms in w(k) act to suppress the growth of large k

depletion layers and that space-charge formation at the notch is prohibited. Some

evidence for the suppression of the depletion layers may be seen in Figures 5.36,

5.38 where the depletion layers near the anode (x = t) are considerably smeared

out compared with the accumulation layers in the vicinity of the cathode. There

is clearly considerable scope for further investigation of the higher order terms
in the dispersion relations.

5.10 Conclusions

The calculations described in Chapter IV have demonstrated that the local

conductivity can become negative, for a certain range of electric fields, provided

that carrier injection occurs close to a mUltiple optical phonon energy. The

phase-plane analysis applied to the problem of the form of static field

distributions in a sample with ordinary contacts does not rule out the possibility

of bulk negative conductivity under d.c. conditions although the possibility

appears doubtful. Such a phenomenon would involve energy flow from the radiation

to the field. However, the small signal theory shows that the system is unstable

against' space+ch arge formation over the negative slope region of the ve Lcc.ity-

field characteristic (for positive and negative velocities) and the 1;"ecombination

does not stabilize the process. Numerical calculations for the time development

of the field in a sample showing oscillatory conductivity confirm these findings.

Instabilities, analogous to the high field domains in the Gunn effect, occur for

bias fields ad the negative slope regions of the velocity-field characteristic,

and if ordinary contacts are used the negative resistance state is rejected. Small
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signal analysis suggests that for unifonn bias fields on the positive slope,

negative velocity region of the velocity-field cbaracterist ic the system is

stable agains local space charge formation. However, when contacts are included,

the numerical calculations show that the field non uniformity near the contacts,

if ordinary contacts are used, leads to a rejection of this negative resistance

state. Instead a stable non-uniform field distribution is reached and the

~ample supports bulk positive resistance.

We conclude that bulk negative conductivity cannot be observed under d.c.

conditions if ordinary contacts are used. Instead stable non-uniform fields are

set up in the sample which lead to bulk positive resistance, altho~gh for small

regions in the sample the electronic drift current is negative. In these latter

regions the electronic diffusion currents reach sufficient proportions to maintain

a total positive current. For a certain range of bias fields, between the

threshold and valley vield strengths, the samples do not admit static field

distributions and positive current oscillations occur. The oscillations have

a frequency which is roughly the reciprocal of the domain transit times when the

domain instabilities occur. The transit velocity is of the order of the drift

velocity at the threshold field, and for a 1200 micron sample the transit time

would be of the order of 10-4 to 10-5 seconds. The oscillations are therefore

expected to he outside the microwave region.

These conclusions are consistent with the experimental observations that

bulk negative resistance does not occur in the oscillatory photoconductivity

effect. The current oscillations predicted hy our analysis are of small

$nplitude and would be only apparent experimentally as enhanced noise in the

0.01 tp 0.1 Megacycles range.
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CHAPTER VI

DISCUSSION

6.1 Introduction

Earlier chapters have out lined some of the origins and consequences of non-

equilibrium d~stributions of carriers which can arise in semiconductors under photo-

illumination at low temperatures. In this chapter we discuss some of the problems

raised by our work and make suggestions for future research in these areas. The

discussion is divided into two parts dealing with the general photoexcited hot

electron phenomena (section 2) and instabilities and non-linear problems

(section 3). We also include a brief discussion of relevant experimental findings

which were not available during the completion of this work.

6.2 Hot electro~ phenomena

The major result of this thesis is that hot carrier distributions will occur

in semiconductors provided the mean photoexcitation energy exceeds the mean thermal

equilibrium energy and the carrier lifetime is sufficiently short compared to

the thermalization time. In the absence of external fields the heated steady-

state distribution function is markedly different from the equilibri~m form and

reflects the general form of the excitation spectrum. A broad excitation spectrum

leads to a dispersed population of carriers qve r a wide range of momen tum states,

generally characterised by an increase in the mean carrier energy from the

equilibrium value. The dispersed nature of the distribution function in turn

leads to a linear response to weak applied fie lds. This Ohmic beh avi.our means

that the isotropic part of ~he finite-field distribution function is very nearly

the zero field distribution function. Transport and trapping parameters deviate

from those expected for closely thermalised carriers: a consequence of averaging
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over a non-equilibrium distribution function. Narrow spectrum photoexcitation
gives rise to a population of carriers closely localized to a constant energy

surface in moment~~ space under carrier heating conditions. The behaviour
with respect to applied electric fields is more complicated here and is critically

dependent on the mean carrier energy and the threshold character of the optical

phonon scattering. Under appropriate conditions the low field response is highly

non-linear and the semiconductor exhibits negative resistance.

The problem of the observed cut-off to the recombination lifetime and capture

cross section.for·carriers in germanium" and silicon ·is re-emphasised by the failure

of the hot-e LectrcntrnodeI to exp Lai.nvalL the experimental data. Resolutibrt'"l:)fthis
prob lem is clearly of importance. A discussion of an alternative approach

to the problem was given in Chapter IIin terms of photo-excitation into more

than one valley (for silicon). This behaviour is unlikely for photoexcited

holes in germanium, but the sparsity of experimental data does not allow confirma-

tion of the predicted cut-offs due to carrier heating. However, a recent experi-

ment reported by Yariv et al (1968) may be of relevance. The experiment involved

measurements of the recombination lifetime of photoexcited holes in compensated
14 -3 15 -3germanium (mercury doped with ND - 1.9 x 10 cm ,NA• 5.4 x 10 cm) as

a function of electric field strength (from 2 to 1000 V/cm) at low temperatures

(from SOK to 320K). Photoexcitation was monoenergetic and effected by a 10.6

micron laser source. The low field recombination lifetimes were deduce d from

photo-Hall measurements of the carrier concentration, so if heating occurred

we might expect a Hall number anomaly. Two results are of interest. The low

field (less than 10 V/cm) measurements show an approximately Ti dependence for

the recombination lifetime at low temperatures, with the kinked appearance

reminiscent of the Hall number anomaly discussed in Chapter III. Secondly, the

Hall mobility and recombination lifetime are field independent up to 10V/em,

beyond which there is strong evidence of electric field induced heating. This
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result supports the Monte Carlo calculations of Chapter IIwhich suggests that
field effects are not important up to at least I V/cm. lt would be useful
if further theoretical calculations on the lines of Chaptel;II were cal;riedout
for this experiment, taking account of the monoenergetic radiation source.
Certainly the hot carrier model would appear appropriate: the measured
recombination lifetimes are sufficiently short for photo-heating to have
occurred. Further experiments, similar to Yariv et al (1968), would be of
interest, particularly if the mobility as well as the recombination lifetime
can be measured as functions of temperature. This would allow definite observa-
tion of carrier heating if it occurs.

Further theoretical work on thephotoexcited hot carrier problem in
germanium and silicon would not be justified until more experimental data on
carrier heating effects is forthcoming. In particular it would be of interest
to see future experimental work specifically aimed at detecting the anomalies in
Hall number and magnetoresistance number. There remains considerable scope for
widening the theoretical investigation of Chapter Ilto take into account:

(a) non-spherical energy surfaces;
(b) contributions to electron-phonon scattering from both the transverse

and longitudinal mode phonons (a consequence of (a»;
(c) intervalley scattering;
(d) mUltiple band structure (e.g. the excitation of holes into the heavy and

light hole bands in germanium);
(e) different excitation spectra;
(f) excitation into more than one valley;
(g) the effects of non-equilibrium phonon distributions;
(h) high electric field effects;
(i) high magnetic field effects;
(j) high light intensities (this would give large electron concentrations and



125

and lead to consideration of intercarrier scattering and free carrie~
absorption).

The latter proposition (j) could be usefully extended to the experimental problem

of measuring carrier distribution functions by light scattering. This technique

was suggested by Mooradian (1968) and a feasibility study was reported recently

by Healey and McLean (1969) in connection with distribution functions in gallium

arsenide. If this technique proves possible it should be feasible to directly

confirm the non-~laxwe11ian form predicted for the distribution functions

in germanium and silicon.

There have been several recent experimental measurements of oscillatory

photoconductivity (a list of references in given by Mears et al. 1968). In

particular Mears et al report observations of two distinct oscillatory series

in n-type cadmium telluride. These are attributed to the presence of two

alternative capture processes at shallow donor sites. One series can be

accounted for by the mechanism discussed in Chapter IV, the other is accounted

for by direct capture into the shallow donors involving optical phonon emission.

Mears and Stradling (private communication 1968) have a1$0 found evidence of a

non-linear photocurrent-voltage characteristic for monoenergetic excitation in

CdTe at 4.2oK at injection energies close to a multiple optical phonon energy.

These results are very similar to the current-voltage characteristics expected

when the non-linear drift-velocity field characteristic does not show the regions

of negative mobility (the current-voltage relation then scales with the velocity-

field characteristic). Negative photocurrents were not observed.

Further experimental work involving high intensity strongly monochromatic

photoexcitation would be of value in understanding the physics of the oscillatory

photoconductivity problem for injection energies close to a mUltiple number of
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optical phonon energies. These experiments would ideally involve accurate
measurement of photocurrent-voltage characteristics coupled with noise spectrum
analysis to detect the predicted instability phenomena. It is ~esirable to
minimize the number of background thermal carriers in these expe~ments: this
could be achieved by suitable doping and operatingat. very low temperatures.

The general theory of oscillatory. photoconductivity (Chapter IV).is in good
agreement with e~periment, but several problems remain to be resolved. These
include: (a) a determination of the diffusion coefficient as a function of
electric field strength. Monte Carlo techniques would be appropriate here.

(b) the influence of background thermallsed carriers on the stability
of the system;

(c) the effects of non-equilibrium phonon distri~utionSj
(d) the effects of multiple trapping levels;
(e) the.influence of magnetic fields on the distribution function.;
(f) the effect of the non-parabolic energy bands in the III-V

cqmpounds.

The theoretical discussion given in Chapter VI gives reasons why the spectral
response does not show negative photocurrents, although these are predicted by
the uniform field analysis of Chapter V. It would be useful if theoretical
calculations, based on non-uniform field distributions, could be ~xtended to
allow quantitative comparison with experiment in the vicinity of the minima in the
spectral response oscillations. A discussion of the theoretical problems to be
resolved in this context is given in the f9llowing section.

6.3 Non-linear problems and instabilities

One of the most interesting feature~ ~f the oscillatory photo~onductivity
calculations is the prediction of highly non-linear drift velocity-field
characteristics showing regions of negative mobility under appropriate conditions
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at low field strengths. The usual assumption of a uniform electric field

distribution in the semiconductor breaks down when the sample is biased into
the negative mobility regions. This seriously complicates the microscopic

calculations of transport parameters and carrier distribution functions. A

complete analysis would necessarily include the spatial dependence of the field

and carrier distribution function. The relevant equation is Boltzmann's

equation coupled through the field to Poisson's equation. For steady-state
calculations the total photoexcitation rate balances the recombination rate so

that the spatially dependent background density of positive charge can be

eliminated from the equations. However the problem of stability necessitates

the introduction of the full time dependent Boltzmann equation and the rate

equation for the background density of positive charge. A further complication

is the need to specify boundary conditions appropriate to the external circuit

conditions and the contacts. Such a theoretical programme would seem impossible

at present by analytical or numerical methods. The alternative is the phenomeno-

logical approach used .in Chapter V. The phenomenological equations involve

averaging the Boltzmann equation over momentum space to obtain the contibuity

equations for electrons and the background density of positive charge. For example

the electronic equation is

~~ = G - R - V • (n~)

where n is the carrier density, R and G are the net recombination and generation

rates and v is the average electron velocity. All four. quantities are functions

of space and time and through PoiQson's equation of electric field. It is normal

practice to divide the electron velocity into' a drift component involving the

electric field and an electronic diffusion component which vanishes for uniform

fields involving the spatial gradient of the electron density:

v = vd' + YJ'ff .- - rlft -ul USlon

This decomposition is really only meaningful for small departures from local thermal
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equilibrium. In the latter case ~rift represents the coherent motion of electrons
induced by the electric field, whilst vd.ff . is related to the random "thermal"

- 1 uSlon
motion. Suitable forms for ~~ ·ft and vd·ff . ,based on separate calculations,~ri - 1 uSion
must be found before the phenomenological equations can be used. The one

dimensional analysis of Chapter V uses the static velocity-field characteristic

for vdrift' the space and time dependence then entering implicitly through the
dependence on field.

The electronic diffusion current envd.ff . has an important influence
- 1 USion

both for the existence and stability of the steady-state field distributions and

for the growth and propagation of instabilities. The precise form for this term

is unknown for the oscillatory photoconductivity problem. The analysis of

Chapter V involves a diffusion current proportional to D ~~ (x,t), where D, the

diffusion coefficient is a constant independent of field. This constant is

unkno~l for the problem and the numerical calculations of Chapter V are based on

a choice of D appropriate to high temperature therma1ised electrons. This simple

form can be precisely justified for small departures from local equilibrium. In

which case D is given by the Einstein relation (Kubo 1965) in terms of the

electron temperature and drift mobility. The exact form for the general non-

equilibrium problem can only be obtained by averaging over the Boltzmann

equation. It would involve knowledge of the. detailed form of the sp3tially

dependent carrier distribution function. The strong field dependence of the

distribution function suggests a similar strong field dependence in th" diffusion

current. A reasonable approximation would be to retain the simple form for the

diffusion current but allow D to be field dependent. Fawcett and Rees (1969)

have recently made Monte Carlo calculations for the field dependence of the

diffusion coefficient for electrons in gallium arsenide at high field strengths.

Similar calculations appropriate to the oscillatory photoconductivity problem

would clearly be of value. There is considerable scope for research into the

general problem of diffusion in systems very far from thermal equilibrium.
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Classification of the possible steady-state field distributions by analysing

the basic non-linear phenomenological equations in the phase-plane (F,aF/ax)

is a useful technique for one-dimensional systems, but does not supply criteria

for the stability of such states. Small signal analysis is restricted to uniform

field distributions in long samples and does not give stability criteria for the

non-uniform field distributions which occur in practice. Only a full time-

dependent solution of the basic equations, necessarily by numerical techniques,

can explore the problem of stability. There is considerable need for an

extension of the phase-plane technique to higher dimensions. For examp le, it

would be useful if the integral curves of the ~ull time dependent problem could

be studied 1n the phase space (F, of/ax, of/at). This problem can be made

autonomous in the variables x and t if the effects of contacts are replaced

by suitable boundary conditions. The resultant topology would ideally indicate

the existence or otherwise of stable steady-states asymptotic to points along the
aF .- ..0 aX1S.at However, this extension of non-linear analysis is fraught with

difficulties and is at present unexplored. Theoretical research in this area

must however be one of the growing points of Physics if the present day

difficulties with the wide range of non-linear problems are to be overcome.

It was shown in Chapter V that the phase-plane analysis is also useful

in discussing stable uniformly propagating instabilities of the domain or non-

linear wave category. The commen ts there on the interpretation of the stab Le

high field domains can be amplified by a recent analysis of the Gunn ~ffect

problem due to Rowlands (private communication 1969). Rowlands has shown by

an exact analysis based on a Liapunov function technique (see Minorsky 1962) that

the trajectories around the singularity F2 in the (F,'dF/dy) phase-plane are closed

curves. This implies that F2 is exactly a centre. The result is valid only

if the diffusion coefficient is a constant independent of field. The analysis

applies equally well to the oscillatory photoconductivity problem and we must
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therefore interpret the domain solutions for the two problems as closed trajectories

passing through the saddle point singularity at Fl' A further class of solutions
is thereby admitted. These are the finite period uniformly .propagating non-

linear waves, represented by the set of closed trajectories around F2• These are

not observed in the numerical experiments and are probably unstable. Further

investigation of the stability of such phenomena is clearly warranted.

As yet no experimental evidence for the occurrence of instabilities in the

oscillatory photoconductivity problem has been forthcoming. Detailed work in
this area is required. A possible line of attack is through analysis of the

current noise measured in the spectral response experiments. This would involve

examination of both the a.c. and d.c. components of the photocurrent. Such

investigations, coupled with further theoretical work on the lines indicated

above, would be of advantage to the general problem of instabilities in semi-

conductors. In particular the role of recombination processes in influencing the

growth of instabilities in both the linear and non-linear regimes is of

considerable interest.
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APPENDIX 2.1

THE CARRIER SCATTERING RATE

We give here formulae for tile inelastic scattering rate J(~) appropriate

to non-degenerate electron scattering by acoustic and non-polar optical phonons

when the distribution function f(~) is a function of energy only. These
scattering processes have been discussed considerably in the literature and for

details we refer to recent review articles by Reik and Risken (1962), Paige

(1964), Conwell (1967).

The rate of change of f(~) with time due to scattering may be written

elf (_k)at - - J(~) - L {K (1:',~)f(~')(l-f(1:»
k'

(1)

where K(l,l') is the transition probability per unit time for an electron in

momentum state 11:>(with probability f(~» scattering into an empty state

Ik'> (with probability (l-f(~'». For a non-degenerate semiconductor we can

ignore the restrictions due to the Pauli principle since f(~) « 1 and approxi-

mate (I-f) by unity. A similar interpretation holds for K(~', ~). In thermal

equilibrium f(~) is given by the Maxwell-Boltzmann distribution and is proportional

to exp(-c/kBT), where c is the carrier energy. Furthermore, in equiliorium the

total scattering rate vanishes identically and the principle of detailed

balance gives

(2)

This result suggests that we define a new kernel G'k,~'), symmetric in ~,~', by

(3)
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The scattering rate (1) has then the symmetric form

(4)

from which we immediately deduce the sum rule

L J(~) = 0
k

(5)

Referrring to acoustic and optical phonons by the suffices 1 and 2 respectivel~

we can decompose J as JI + J2 and set

K<,~,~') - K (k,k')p--
2

K~' ,~) - I
p=l

K (k" ,k) •
p - -

(6)

The transition rates K are calculated from the matrix elements of the electron
p

plus phonon states with respect to the electron-phonon interaction Hamiltonian

H on the basis of first order time dependent perturbation theory (only single
p

phonon processes are considered). For example, we find

+ I<_k', N IH Ik, N - 1>12
..9.P P - ..9.P

x o(e:'-e:+llw )},
Sp

(7)

where tw is the energy of a phonon of type p with wavevector s.
SP

The state vector I~, N > describes an electron with wavevector k and N phonons
Sp Sp

with wavevector s. The first term in (7) represents scattering with the emission

of a phonon, whilst the second term involves phonon absorption. A similar

expression holds for K (k,k').p-- We choose forms for the H appropriate to the
p

deformation potential approach to the electron-phonon interaction. For acoustic

phonons this involves the approximation that HI is locally equivalent to the
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energy shift in the band edge produced by a homogeneous strain equal in magnitude

to the local strain induced by the lattice vibration (Shockley 1951). A similar

concept applies for optical phonons (Shockley 1951, Harrison 1956, Heyer 1958)

for which one can define an optical strain in terms of the relative displacement

of the sublattices within a unit cell. The matrix elements for both types of

scattering can be written in the sarne form, for example,

I<k'_ ,
(8)

where Dp is the effective deformation potential, p is the density of the crystal

and s is the longitudinal longwave velocity of sound. We assume here that we

have spherical constant energy surfaces for which symmetry considerations

eliminate a contribution from the transverse phonon modes. In our approximation

the phonons are considered to be in thermal equilibrium for which N is given by
Sp

the Bose-Einstein distribution,

N :: {elcp('t1w IkBT) - 1)-1
_g,p Sp

(9)

For acoustic phonons, we are largely concerned with long wavelength (small q)

phonons which have the linear dispersion relation

WI· s Iql,
..9.

(10)

whereas for optical phonons we assume the 'flat' dispersion relation (a good

approximation for germanium and silicon)

W 2 - W - constant.51 0
(11)

With these considerations in mind we can readily evaluate Jl and J2•

terms of the dimensionless variable K = (£/kBT)! we find for Jl,

In
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Do {Jb Id} K'(K2 - K,2)dK'+ f(K) - -K 2 2a c exp(K' - K )-1
(12)

where

D -o

2-3/2(kBT)S/2m*! D12

(11S)\
(13)

The ranges of integration are defined as follows,

a = K (K > K /2)
- a

= K - K (K < K /2)
ex - ex

b = K + K
ex (14)

c - K (K < K /2)..... a

- K - K (K /2 < K < K )
ex ex - -

.. K - K (K > K )
ex - ex

d ... K

where K - (e:/kBT) ! - (2m*s2/kBT) 1.
a

The expression for J2 is

(15)

where

e(K-) = 0 for K < 0, = 1 for K > o.
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APPENDIX 2.2

THE HODEL EXCITATION SPECTRUM

We assume that a single electron is excited into the band for each photon

absorbed from the applied radiation by the neutral donors. In such a case, the

rate of generation of carriers by a flux of photons of energy tw is proportional

to tne concentration of neutral donors, the photoionization cross section

(possibly energy dependent) and the intensity of radiation. In our prob-lem the

ionization energy Ei for the donors is small, typically Ei ~ 0.05 eV. We therefore

require extrinsic radiation with a significant distribution of photons' with

energies in excess of E .•
1

In principle an unlimited set of radiation fields may

be devised to satisfy this criterion. For convenience, we adopt a radiation

field approximating to black body radiation from a high temperature (-300oK)

source. For black body ~adiation the number of photons dn in the energy range
(tiw, 1IrJ) -+- dtw) is of the Planck form,

(1)

where T is the radiation temperature.r Room temperature radiation corresponds,

in the main to infra-red radiation peaked in the wavelength distribution of

energy at about 10 microns, or in terms of energy at about 0.13 eV. The maximum

number of photons in such radiation occurs for photon energies of about 0.04 eVe

If a photon of energy ~w excites an electron into the band with energy

E we have from energy conservation:

£ + E. ...:-tw.
1

(2)

A strict inequality does not hold since phonons must also participate to conserve

crystal momentum. Following absorption of a photon at a donor, the probability

per unit time for an electron to make a transition into the band with energy in
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the range (t,E + dt) is, from perturbation theory,

(3)

where get) is the density of final energy states and M is the matrix element

for the transition. For the conduction band states geE) is proportional to

Only photons with energies in the range (t + E., E + E. + dE) may excite
1 1

electrons into the band with energies in the range (E,E + dE). The number of

photons in this range, which are absorbed is proportional to dn. The excitation

rate into (E,E + dE) is therefore proportional to

where a('tw) is the probability that a correct photon is absorbed. But this

rate is just equal to

W w (k) g (s Id ce-

where W, we are defined in Chapter II. We find therefore

diw)2 IMI2 g(£) a(l1w) d(l1w)

exp ct1w/kBTr) - 1
(4)

From (2) we find dt • d(tw), and substituting for ~w in (4) we have

W w cce (5)

For room temperature radiation, kBT - 0.025 eV and E./kBT - 2, so that we canr 1 r

make the approximation

For this form, most of the carriers enter tlle band with energies e: < E. and
1

we approximate (t + E.)2 by E.2.
1 1

A complete description of the excitation rate
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would demand a knowledge of the donor states and the operative selection rules

for donor-conduction band transitions. The general effect, however, is to excite

electrons into the band with an energy spectrum peaked at an energy of the order

With these considerations in mind we make the approximation that the

excitation rate depends only on energy and choose,

where t is essentially determined by the selection rules and the matrix elements

for the electron-photon interaction.
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APPENDIX 3.1

SCATTERING CHANNELS - GENERAL PROCEDURE

The basic scattering problem is the calculation of the scattered state

wavevector~' in the frame of reference for the simulation (this frame exploits

the cylindrical symmetry of the transport problem by having the polar axis

k directed parallel (for holes) or antiparallel (for electrons) to the appliedz
electric field). The state ~' is determined by the initial state k and the

differential cross section 0 for the scattering process involved. We here

suppose that the energy E' of the scattered state (and hence k': I~'I) is

known, and defer a discussion of the determination of E' for individual processes

to Appendix 3.2.

In our applications the scattering cross section o(e,4» is independent of

azimuthal angle <ll, where we consider the scattering in a polar coordinate

system with k, the initial wavevector aligned along the polar axis. The

scattering angle e is defined by

cos e - ~ • ~' /<I.~II~' I) ( 1)

(see also Figure A3.l.l). Since there is no azimuthal dependence, the total

cross section 0t is given by

0t a 2n f10(e) d(eos e).
-1

(2)

The probability density for scattering with cosine cos e follows as

p(cos e) d(cos e) = 2rro(eos e) d(cos (e) / at' (3)

The corresponding probability distribution function is

f
cos e

p(cos e) - p(cos e') d(eos e').
-1

(4)
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The Monte Carlo procedure generates a random number r on (0,1), and setting

r K pecos e), we solve for cos 0. The azimuthal angle <t> is randomly distributed
on (0,2~) with probability density pe<%»~= 1/2~. Monte Carlo yields <%>as
<l> - 2~r' where r' is a further random number on (0,1). The wavevector k' is

now completely determined in the scattering frame; and the next step is to

transform back to the simulation frame.

Let 1.,~' have spherical polar components (k,e,~)and (k',e',~')in the

simulation frame, or in cartesian coodinates k = (k ,k ,k ), k' = (k ' k ' k ').- x y z x ' y , z

The scattering frame is obtained by two successive rotations of the simulation

frame of reference (represented by xyz in cartesian coordinates). The first

transformation is a rotation by ~ about the z-axis, to define an intermediate

frame x'y'z' (where z' = z). A second rotation through e about the y' axis

generates the scattering frame x' 'y''z" (where s' ,. y'), in which ~ lies along

the polar axis z". The scattering angles 0,<%>are measured in this frame, where
<t> is defined relative to the x" axis. The transformations are sketched in

Figure A3.l.2. The cartesian components of k' in the simulation frame, are

then easily calculated as

k , cos es i.n 0 cos ~ cos e - sin <%>sin 0 sin ~ + cos 0 c.os ~ sin ex

k
, - k' cos <%>sin0 sin ~ cose + sin <%>sin 0 cos ~ + cos e sin ~ sin ey

k
, cos 0 cos e - cos <l> sin e sin ez

(5)

This relation is too general for our purposes, and we only require the radial

and polar components kp', kz' of 1.' in the simulation frame. From (5) these are

just
k , - k' (cos 0 cos e - cos <l> sin 0 sin e)z

,.k' cos e'
and k , - k' sin e' - (k ,2 - k" 2)!

P z
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APPENDIX 3.2

SCATTERING CHAc'1NELS - INDIVIDUAL PROCESSES

1. Introduction and notation

We collect here formulae for the calculation of channel probabiliti.es and

final state parameters appropriate to the scattering of free carriers by

phonons and impurities. The results quoted are valid within the approximation

of spherical constant energy surfaces and a parabolic energy-wavevector dis-

persion relation. Only single phonon processes are considered. In principle

the formulae can be adapted to more general situations such as non parabolic

bands, no fundamental change in technique is required. Useful reviews of the
scattering processes considered here ~ve been given by Smith (1960), Paige (1964)

and Conwell (1967).

The following notation is adopted:

(i) r, r' etc: random numbers, uniformly distributed on (0,1).

(ii) E. , Ef carrier energies irrnnediatelybefore and after a collision.
l

k. , ~f same as (ii) but for carrier wavevectors.
-1.

r the primary self-scattering parameter.

(iii)

(iv)

(v) All scattering angles 0, ~ are defined in the

scattering frame of reference.

2. Ionized Impurity Scattering

This process is highly elastic and the differenti~l scattering cross

section 01(0) is independent of azimuthal angle ~. The probability per unit

time that a carrier in k. scatters via an ionized impurity may be written
-1.
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(2rr r 1
I d~ I 01(0) deeos G),
;0 )-1

(1)

where NI is the density of ionized impurities, v is the carrier speed,

the Born approximation for scattering from a hydrogenic model impurity (c.f. Paige

Within

1964) ,

( 2)

where A, the Debye screening length is given by
,\ ~

A • [Er :BT J
n'e

and.

Z =1

where t:. is the dielectric constant fat"the host lattice and Ze is the charge on
r

the impurity. The effective electron concentration n ' is given by the Brooks-

Herring (1955) expression
n + NA

) where n is the actual carrier densityn' = n + (n + NA)(l -

and NA' ND are the acceptor and donor concentrations. For hole scattering, n '

has a similar form but with NA and ND interchanged. The effective temperature T'

is the electron temperature. In highly non e.quiLi.brium situations rl:econcept

of carrier temperature is ambiguous and in such situations we choose T' as

proportional t o tilemean carrier energy < £ '.> ,

2T' = - < £ > / kB3

This result is true for Maxwellian heating (Das and Alba 1968) but is an

approximation otherwise.

The total cross section 0lt is found from (2) as



giving ne chan"€-) probability for ionized impurity scattering as
2

A k,
1

411 11 NI zi
p Cl) = --*-,;;;,.,_..=.

m r ,,-2 + 4 k.2
1

The scattering angle 8 is given by (2) and the general procedure of Appendix

3.1 as

cos 0 ...

-2 22 r (;. + 2k. )
1

-2- ,\

24 .v
I.

-2
... i~

whereas ¢ ... 2nr' (6\

Cut off procedure

In general, ionized impurity scattering is characterized by predominant small

angle scattering, particularly at high energies. High energy carriers are

therefore hardly affe~ted by ionized impurity scattering although the frequency
of real collisions may be large. This is wasteful from a computational point
of vi ew and we ha'.'€found it convenient, in some ci rcums t ance s to introduce

a cut off to the diffe rential cross section so as to ignore collis ions for which

the scat t e ring angle 0 is less than some very small value 0 say. Defining
o

*o = cos 0 we then find the new channel probability p (1) as
o

and the scattering angle e as

so that 0 is defined on (8 ,n).o
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3. Neutral Impurity scattering

This channel is highly elastic to a good order of approximation and is

characterized by a transition probability per unit time for scattering out of

state k. given by,
-1

(7)

where N is the density of neutral impurities ando

.20.t al
°2(0) .. --*--.;-

41fm v(k.)
1

(8)

Here al is the Bohr radius of the ground state of the impurity on the hydrogenic

model (modified by the effective mass m* and dielectric constant of the host

lattice) • This result is due to Erginsoy (1950). The channel probability and
scattering angles follow immediately as

20 N to al
p(2) - ).2 (~;) Ir - _-...:_-

... m* r

~ • 21fr'

(9)cos e - 2r - 1

4. Inelastic acoustic phonon scattering

We recall from Appendix 2.1 that within the approximation of sph~rical

energy bands only longitudinal phonons (LA phonons) contribute to the intra-

valley acoustic phonon-electron interaction. In our applications only the

long wavelength phonons are considered. The suffices 3 and 4 are used to

denote phonon absorption and emission respectively. From Appendix 2.1 we

obtain the following expressions for the channel and final state probabilities.

We also include suitable envelope functions for the secondary self-scattering

devi ce ,
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Phonon absorpt ion

The scattering rate is,

(10)

where

(in the notation of Appendix 2.1),

The quantity Z is essentially the energy of the scattered phonon expressed in

dimensionless form. The permitted range of phonon energies Zl to Z2 is given
in Table A3.2.1. The channel probability is given by

(ll)

Assuming a scattering event involving absorption of an LA phonon, the probability

density of final state parameter Z is

(12)

and the final state energy c f is obtained from

Ef :0 £i + kBT Z•. (13)

Phonon emission

The scattering rate is

where

A4(k.) • A T3 t..-! IZ2 g4{Z)dZ
-1 0 1 Zl

g4(Z) = Z2/{1 - e-Z) and the permitted range of Z is given in Table A3.2.l.



TABLEA3.2.1

RAl:CE OF FInAL STATES FOR ACOUSTIC PIIONON SCATTERING

Al3S0aPTION

Z, :: 0 for" et. ~ c.d.IJr

fot E.:. !:... Eel. 14

z , -= (Cri. -t- 2 JCf:fc/')I ke-r

E:,~ISSIon

- (- CJ. -to '2 J feltl J / k-(!)\

foW' c..: ? Eel.. 'Lt



148

The channel probability is

(14)

an.I the probability density for final state parameter Z is

(15)

:vlle re the final state energy ef a s obtained from

£ -f
(16)

_~;catt ering angles

The scattering angle 0 is determined from Ef, by applying energy and

.uomen.t um conservation to the collision. This procedure yields the frequency

(,) and w ave ve ct or q of the participant phonon,

(17)

In the long wavelength limit w = sq, where s is the long wavelength velocity of

sound, and using the dispersion relation £: = t2k2/2m* we find from (17),

cos 0 1
:; -

2
(18)

* 2Zrn s , and equation (18) is valid for emission and absorption processes.

VIi thin our approximation the azimuthal angle is isotropically distributed and we

1: in d

<P .. 27T r .
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Secondary self-scattering

A useful envelope function for g3(Z) is

(20)

with the properties,

(0 Z for Z ~ 0

2 -ZZ e for Z ~ co

(ii) E3(Z) ~ 83(Z) for all Z (equality holds for Z ~ 0, co)

r: E3(Z)dZ = 3 (whereas 1: g3(Z)dZ = 2.404104)

(i v) The new channel probability is
3 -!

A T E. [ Z 2o 1 -p(3) = r -e (Z +

An appropriate envelope function for g4(Z) is

(21)

with the properties

(i) g4(Z). E4(Z)]
~ Z for Z ~ 0

2~ Z for Z • 00

(ii) E4(Z) ~ 84(Z) for all Z.

(iii) JE4(Z)dZ • Z3/3 - e-Z(Z2 + 3Z + 3).

(iv) The new channel probability
AT3E.-!

p (4) = 0 1 (Z3/3 _ e-Z(Z2 3Z 3»Z2
+ + Zl'

r
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5. Non polar optical phonon scattering

We adopt the deformation potential model for longitudinal non polar optical

phonon scattering due to Shockley (1951) and Harrison (1956). Harrison has

shown that the matrix elements for the scattering processes maybe either of zero

or higher order in the wavevector of the phonon or of the carrier. We consider

only the zero order situation, which dominates in our applications (a good

discussion of this point is given by Conwell 1967). A further approximation

is to neglect phonon dispersion and we consider the optical mode frequency to be

a constant w independent of phonon wavevector q.o As a consequence the

scattering is isotropic in the scattering frame of reference and we have

cos 0 = 1 - 2r, ¢ = 2nr' (22)

Phonon absorption

The transition probability per unit time for leaving state k. is
-1.

(23)

with channe 1 probabiLity

(24)

and final state energy

(25)

The quantity DLO is the effective deformation potential.

Phonon emission

The transition probability per unit time for leaving state ~i is
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fore:.<llw1 0
(26)

for c. > -t1w •1 0

with channel probability

(27)

The final state energy, if A6 ' 0, is

(28)

We note that intervalley scattering may be treated in a similar fashion to

non-polar optical phonon scattering. with appropirate modifications for the

n~ilier of valleys involved and the effective mass variations in different valleys

(Conwe 11 196 7)•

6. Polar optical phonon scattering

This scattering process arises in polar materials from the polarization of

the crystal induced by the longitudinal optical mode vibrations of the lattice.

We consider the case of a spherical band centred on k - 0 such that the carriers

have s-wave symmetry. The results quoted are based on Ehrenreich's (1957)

derivation of the matrix elements for this scattering process. As in non-polar

optical phonon scattering we assume a constant phonon frequency w •o

Phonon absorption

The transition probability per unit time for scattering out of state k. is
-1

A7 (k.)· W
-1 0

-~E.
1

(29)
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where
2 *~

e m nw [ 1w 0 £1
00

- £1
0o - 2'fl2(2m*)!

£ and £ are the dielectric constants for zero and infinite frequencies respectively.
o CD

The quantity y is related to the phonon wavevector q involved in the collision by

y2 2 *Y - n q 12m Performing the integral in (29) we find the channel

probability as

(30)

The final state energy is given by

(31)

The probability distribution for final state parameter y is readily found from

(29) as

Setting r = P(y) we find

- + - ry c y (y /y ) (32)

Applying energy and momentum conservation to the collision then yields the

scattering angle 0 as

- y + (2£. + llw )cos 8 1::-_-r0

2(£.(£. + llw »)1
1 1 0

(33)

where y is given by (31). The asimuthal angle ~ is trivially generated as

~ • 2nr' (34)

Phonon emission (£. > l1w )1 0

A similar analysis gives the channel probability as
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p(B) ..4W e:.-1o ~ {I + } lE:· - 11w ]1_______ 1_______ . h-1 ~ 0s~n
exp(two/kBT) - 1 ~wo

(35)

The azimuthal angle is given by (34), whilst the scattering angle 0 is found as

- y + (2£. - tw )
~ 0cos (;)..---------'1'"

2 (e: . (c . - l1w ) ') !
~ ~ 0

(36)

where

(37)

and

(38)



154

APPENDIX 3.3

VALIDITY OF THE SELF SCATTERING DEVICE

In Monte Carlo simulations of transport problems it is vital to generate

times of free flight between real scattering events. The essence of the self-

scattering device is the generation of free times from the simple probability

density distribution Pr(t), which describes the probability density. for a first

real or self-scattering event to occur in the time interv~l (t, t + dt). The

physical free times between real collisions, corresponding.tothe·.correct

prooability density distribution PA(t), are obtained by summing over all inter-

mediate self-scattering events between two successive real collisions. We now

prove that this procedure does indeed generate free times satisfying PA (t).

~Iathematically, the prescription for summing over all intermediate self-

scattering events is equivalent to treating PA (t) as the joint probability,

+
(t < t <n:..- n-l- •••••~ tl ~ t) (1)

The probabilities PR(t) = A(t)/r and PS(t) = 1 - PR(t), are respectively, the

probabilities for real or self-scattering to take place if a scattering event

occurs. The first term in the series (1) is just the probability density that the

carrier evolves freely for a time t and at that time suffers a real collision.
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The second term is the probability density, summed over all possible.intermediate

times tl, that the carrier evolves freely to time tl < t. suffers.a self-collision,

evolves freely to time t at which time a real'colHsio!!,o~curs.:',Righer terms...
are similarly interpreted. A graphical representation of the series is given
in Figure A3.3.l.

We now ~ove the identity (1). The series simplifies cons ide rab ly when

we consider the explicit form of PrCt),

Pr(t) = r exp(-rt) (2)

which has the group property

p (t-t')r p (t'-t") p (t-t")r =: __;_f _
(3)

r r r

Using (3) we factorize (1) to obtain

Pr(t) A(t) It[i +
r 0

+ ••••• } (4)

Consider now the nth integral in the series (4). We observe that it is essentially

an integral over the entire time interval 0 to t, with the restriction that ti be

earlier than t. lei < n).
1- -

We can rewrite this term as

(5)

where e(t) is the step function for which aCt) - 1 if t > 0 and aCt) = 0 if t < o.
since it is permissible to interchange the order of integration, the nth integral

becomes,



._
.JJ

III
I

....."'« ....

, ,
• I

i t :

•
•
•

+

I." • " ,0 .';; I. ~, ....•• ~

.. ~
" '". ",..~
t I

I..

i-
~.

"""~

~

"...'"'U
I

~

~
r"-~
'-'
~

"

-



156

dtn
n
TI (r - A(t.»).
j=l J

(6)

We illestrate this equivalence for the case n = 2. Consider the integral

(7)

where Vet) r - A(t). This may be written as

(8)

The second t.e rm in (8) is rewritten by interchanging the order of integration to

give
(9)

The expression (8) is then, relabelling tl, t2 in (9)

rt rtl
2 J dtl J dt2 V(tl) V(t2)

o 0 .. ,
and confirms the result (6). We can extend the argument to any order by

induction. The series (4) is now written, with the aid of (6) as the sum

CD

(10)

and summing the series we obtain

exp (J:dtl (r - A(t'»)]' (11)

Using (2), expression (11) reduces to

A (t) exp (- r dt ' A( t ') ) ,
o

which is just PACt). The identity (1) is thus proved.
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A similar approach was used by Dyson (1949) in deriving the perturbation series

for the S-matrix in quantum field theory.

Energy dependent self-scattering may be justified in a similar fashion.

Because of the energy dependence r becomes a function of time ret) and we

generalize the probability density for self-scattering to

Pr(t.to) - ret) exp( - J: r(t')dt')
o

t < to

(12)

with the group property,

•
Pr(t',t")

r (t ')

The rest of the proof follows as before.



158

APPENDIX 5.1

PHASE PLANE ANALYSIS

Consider the system of equations,

dFdx '"'lji ~~=Q(F,lji) ( 1)

where Q(F, 1j;) is a nonlinear function of 1J! and F. These equations have the
important property of not containing the independent variable x exp l.Lc i t ly , That

is, they belong to the class of nonlinear autonomous differential equations, for

wh icn a variety of useful techniques exist (see for example Minorsky, 1962). It

is possible to eliminate the differential dx between these equations to obtain

1jJ :f o. (2)

Equation (2) is a first order differential equation for the integral curves of

(1). The introduction of the variable $ = :! allows investigation of the integral

curves in the plane of the variables (F,$), called the phase plane. The

representation of the integral curves in parametric form F'- F(x); 1J!. 1J!(x),

is called a trajectory. We state here a few important definitions and results

from the theory of autonomous systems which are relevant to the analysis of

Chapter V.

(1) A point (F,lji)for wh Lch lji,Q(F,lji)do not vanish simultaneously

is called an ordinary point.

(2) A point (F,~) for which 1J!a Q • 0 is called a singular point.

(3) Application of the Cauchy-Lipshitz theorem regarding the existence

and uniqueness of a solution of the differential equations has as a consequence

that ene, and only one, trajectory passes through each ordinary point in the
phase plane.
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(4) Trajectories only meet at singular points of the phase plane.

(5) Singular points in the phase plane represent stationary points of the

'flow' along trajectories. In our case they correspond to the homogeneous

time independent states of the physical system.

(6) If a trajectory passes through an ordinary point it cannot approach

3 singular point in a finite distance x.

(7) A singular point for which all the trajectories sufficiently close to

it t,_j,,: Lv it asymptot ically as x -+ 00 is asymptotically stable. If the

trajectories read to the singular point as x -+ -~f then the singular point is

(8) The direction of motion of a state point (F,1jJ) along a trajectory

(i.e, for x increasing) is specified uniquely by equation (2).
(9) An _i~_pne of the system is a curve in the phase plane satisfying the

equation

d~/dF = Q(F,~)/~ = K = constant, (3)

and rr-p reaen t s a curve of constant slope for the trajectories.

~)1Jppu:3e the singular points of the system (1) to be labelled by the integer

i and giyen by

IjJ - ljIi - 0 F = F.
1

i == 1, 2, 3 etc. (4)

The F. are clearly the roots of
1

Q(F,lji - 0) - 0 (5 )

ThE'nature of the stationary solution in the neighbourhood of a singular point

is exhibited by performing a Taylor expansion of 1jJ and F about the point. We
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1/1. + 61/1
1

1 (6)
F = F. + 6F

1

where 6F. OIPare 'small'. Equation (2) is then linearized to give

a ~GF + 2b i_oF + c of : 0,
dy2 dx

(7)

whe re the coefficients a, b , c are functions of F.•
1

Solutions of this linear
equation have the form exp(Ax). Substituting this into equation (7) gives the
so-called characteristic equatiou,

aA2 + 2bA + C = 0, (8)

with roots

(9 )

The form of the trajectories around an isolated singular point depends then

en t ircly on the values of the roots. AI' A2 of the characteristic equation.

FigureS.lshows the classification of singular points according to the roots

AI' '\2and also illustrates the form of the corresponding trajectories. Arrows

denote the direction of motion of a state point along a trajectory as x increases.
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A!'PENDIX 5.2

DISPERSION RELATIONS FOR THE STEADY-STATE

Let F , ~ , p (~n ) denote the steady-state values of field, carrier densityo 0 0 0

and ionized donor density. For small departures from the steady-state we may

write n(x,t) = n + 6n(x,t), p(x,t) • n + ap(x,t), F(x,t) • F + 6F(x,t).000

Constant current density conditions are assumed, that is oj • O. The small

fluctuations satisfy the linearised versions of Poisson's equation and the

continuity equations (equations 5.4.1 of Chapter V), which after some re-

arrangement take the form.

a of 4rre (6n - ap).--ax e:
(1)

{ 0 Te} 6p • - 6n't' -+-
e at Th

Cl {en - ep} dvl Cl of + Cl on a2 On • O.+ no dF F ax vo oX D-ot ax2
0

(2)

(3)

In thes~ equations v - v(F ) the steady state drift velocity, and we assumeo 0

that the velocity fluctuations 6v(x,t) are instantaneously related to the local

electric field fluctuations by

~( t). dvl of(x,t)
uV x, dF •

Fo

(4)

The variables T ,e Th have the dimensions of time and are defined by

n a.o
(5)

The diffusion coefficient D and capture coefficient a are taken to be constant

and independent of field.
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Equations (1), (2) and (3) are readily manipulated to eliminate the variable

of and give two simultaneous differential equations for on and Opt We represent

these equations in matrix form as,

[ :: 1 - [: 1 (6)

where the operators F1,etc.,_ are defined by

Fl :: Dt
1 F2 :: Dt

1 v D - D D2- -- ; +- + .
Td Td o x x ,

F3 :: Dt
1 F4 :: 1+- •Th Te

(7)

defined as Td ::

a/at; the differential dielectric relaxation time is
_ (4'1reno dV]-l •t c dF

Here D ::a/ax,x

Consider a travelling wave perturbation to the steady state solution of the

form on. on exp[i(kx - wt»). In general such a perturbation may be Fourier

analysed as

6n - ~. Ld~ Tn (~) exp (i(kx - ~t»).

The fluctuation in ionized donor density must have a similar form for equation

(6) to be satisfied for all space and time, i.e.

op· 6P exp (i(kx - wt»).

Substituting these forms into the matrix equation, the necessary and sufficient

conditon for the system to have a non-trivial solution for 6p and on is
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1 op 1 onTp F1 ~ F2
det 0 (8)=

.L F3 op . 1 6n6p 6n F4

This yields the dispersion relation

(9)

There are two branches to the dispersion relation. The relation between

op and en for the separate branches may be obtained by inserting the roots of

(9) into the matrix equation (6). SIn the limit - ~ ~ we obtain the singleer

branched relation

(10)
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