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Abstract

An approach to the characterisation of parallel systems using a structured layered
methodology is introduced here. This approach is based upon two similar techniques which
have been suggested for use in the modelling of computer systems. Conventional modelling
techniques rely on workload parameters obtained from an existing system and the
development of a system model. For software under development this is a hindering factor
for performance evaluation and performance prediction. Software Performance Engineering
(SPE) offers a solution to this problem by using a software execution model, in addition to
the system model. The use of SPE for parallel software has several disadvantages:ּcomplex
nature of the SPE system model, non re-usableּmodel components, and lack of analytical
methods to evaluate the system model. A novel layered approach for characterisation is
presented here, using separate hardware, parallel paradigm, and application layers to
overcome these disadvantages. Although this method can be used in modelling, it is
primarily targeted towards characterisation studies due to it's hardware independent nature.
The layered approach is illustrated, and results obtained, using an image processing
benchmark.

1. Introduction

The capabilities of parallel machines has exceeded the power of traditional mainframes and
vector supercomputers over the last decade. Although the popularity of parallel machines has
increased dramatically in the scientific and engineering community, it has not yet been able
to make an impact upon the mainstream computing community. A number of factors has
contributed to this including the huge investment already made in sequential software.

To make parallel computing more readily available and cost effective software technology
must mature that requires libraries allowing the reusability of parallel programs, and tools for
predicting, measuring, and enhancing performance [Chandy91].

Software performance prediction is being extensively researched [Miller90, Gabber90,
Pease91]. Software Performance Engineering (SPE) is a recent methodology that
incorporates software/system modelling and characterisation while focusing on software
efficiency [Smith90]. SPE has been successfully used in many sequential and a few parallel
software development projects [Smith82a, Smith82b, Weishar87]. It can be considered as
one of the strongest candidates for software performance prediction studies.

This paper focuses on software modelling and characterisation. A method is proposed for the
layered characterisation of parallel software which, in contrast to SPE, does not require time-
consuming procedures for the development of models but focuses on model reusability. It
uses techniques from SPE adjusted to the needs of parallel software characteristics. The
methodology can be incorporated into a software characterisation tool that will allow the
development of parallel software characteristics either based on a sequential version or on the
design of a new parallel application. Experimentation can be done with various re-usable
parallelisation techniques on different hardware without the need of further model
development.



One of the main features of characterisation models is their independence to the underlying
hardware, opposed to models derived from modelling studies. For example a model for a
master-slave paradigm that derives from a characterisation study will be independent of the
way that the paradigm maps onto a computer system. However, the generality of
characterisation studies leads to lower accuracy of performance prediction than in modelling.
Characterisation and modelling are considered complementary methodologies for predicting
the performance of parallel systems. Although the main ideas behind the layered approach
originate from modelling techniques, they are more appropriate for characterisation studies
since they focuse on re-usability and model generality.

The layered characterisation techniques originated from work in model structural
decomposition [Jain89, Patel92]. The main goal of structural decomposition is to sub-divide
the model into simpler models and to integrate various modelling methodologies, e.g.
queuing networks, petri nets etc. These sub-models are loosely coupled and can be re-used in
further characterisation and modelling studies. Structural decomposition suggests the sub-
division of the model into four basic sub-models:ּworkload scheduling, workload definition,
resource scheduling, and resource definition. The proposed structure of such models has been
modified here in order to include parallel software characteristics and SPE components.

This paper is structured as follows: An introduction is given for the methodology followed in
SPE in section 2. The disadvantages of the methodology are identified especially for the
characterisation of parallel software. The layered approach is introduced in section 3.ּEach
layer of this characterisation approach is analysed in detail in section 4 using a case study of
an image processing benchmark. Finally, in section 5,ּan implementation is described and
results obtained are compared with real measurements.

2. Software Performance Engineering

A conventional modelling process starts by an examination of the computer system.  The
next step is the construction of a model; either a queuing network, petri-net, or simulation.
Then the current execution pattern is measured, the workload is characterised, and the input
parameters for the model are developed. The model results are compared with real
measurements of the system and can be refined. Finally the model is re-evaluated after
modifying workload and computer system resource parameters.
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Figure 1 - Software Performance Engineering Process

A problem arises with the use of conventional modelling in the case of performance
evaluation of software under development. The workload cannot be measured since the
software has not yet been constructed or in our case, for the development of parallel
software. Software Performance Engineering (SPE) enables these workload parameters to be
determined without first constructing the parallel software.



Software Performance Engineering is a relatively new methodology for constructing
software to meet performance objectives [Smith90]. The use of SPE begins early in the
software life cycle and continues throughout design, coding, and testing stages. It uses
quantitative methods to identify appropriate coding alternatives to give  satisfactory
performance.
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Figure 2 - Software Execution Graph Notation

The problem caused by the absence of workload information, in our case, is solved by
complementing the conventional computer system model with a software execution model,
Figure 1. The software execution model represents the key characteristics of the execution
behaviour. The results of the evaluation of the software execution model are similar to the
workload data used in conventional system models.

The software execution model uses workload scenarios, software design, execution
environment, and resource usage to construct an execution graph model. Each component of
the software is represented by a node in the graph. The graph notation includes control
statements, hierarchical components, state identification nodes (lock-free, send-receive), and
split nodes (concurrent processes). The basic elements of the graph notation are shown in
Figure 2. The software execution model is evaluated by graph analysis algorithms to
determine the workload parameters used in the system execution model.

The use of SPE provides a software execution notation,  it integrates software and hardware
models, and is a proven technology. However, it has a number of disadvantages that are
particularly apparent in the case of performance prediction of parallel programs :

•ּThe development of the system model, especially for parallel computers, is a time
consuming and complicated procedure.

•ּQueuing networks and other analytical methods can not be used for the evaluation of the
system model, due to factors including complex model topologies. In order to overcome
this drawback extensive simulation, supported by sophisticated modelling tools, is
required.

•ּThe system model must incorporate software characteristics such as phase changes,
resource allocation, process creation and destruction etc. The resulting system execution
model is both hardware and software dependent. Consequently the model can be not
reused in further modelling studies.

3. A Layered Approach to Characterising Parallel Software

The major problem in SPE is the development and evaluation of the system execution model.
The purpose of this model is to determine the contention of system resources. In this paper
an alternative approach for building a system execution model is presented. This method
divides the system execution model into two separate sub-models: the parallel paradigm
model and the hardware model.
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The splitting of the system execution model is based on results from the Cm* project at
Carnegie Mellon, including the performance degradation of a parallel application caused by
algorithmic penalty, implementation penalty, and algorithm/implementation interaction
[Gehringer88].

Therefore the overall system contention is attributable to two main factors:

•ּthe resource contention caused by the
characteristics of the parallel algorithm
which is  independent of the
implementation. For example, in an
application that uses a master-slave
paradigm the dominant resource
contention, as the number of slaves
increases, is the master process. It receives
messages from all slaves but can only
process them sequentially [Greenberg91].

•ּthe contention caused by the competition
for hardware resources which is
dependent on the parallel paradigm
implementation. In the case of an
application using a master-slave paradigm
the processors exchange messages through
the interconnection network. This can lead
to contention in the communication
network.

Our model representing the parallel paradigm
is application and hardware independent. This leads to the suggested layered modelling
approach, as shown in Figure 3. A model developed using this approach is organised into the
following which are described below:  application layer, sub-task layer, parallel paradigm
layer, and hardware layer.

4. Using the Layered Approach

An image processing benchmark, ipkernel, is considered here as a case study [Nudd92,
Measure92]. This benchmark detects objects within an image and reports their centroids. The
benchmark consists of a collection of sub-tasks such as a sobel filter, dynamic thresholding, a
spoke filter etc. The layered modelling approach is described below illustrated using the
ipkernel benchmark.

4.1. Application Layer

The purpose of the application layer is to characterise the application in terms of a sequence
of sub-tasks using a software execution graph. The execution graph is used to determine the
overall performance of the application using graph analysis algorithms. The metrics for each
sub-task is determined in the lower sub-task layer. Resource contention is not considered in
this layer but it is taken into account in the lower layers.

The software execution graph for the ipkernel benchmark is shown in Figure 4. The structure
of the benchmark is straightforward consisting of a sequence of parallel steps without any
control statements.  The overall execution time for this application is:

ttotal = ti
i =1

n

∑ (1)

where n is the number of sub-tasks (6 for ipkernel) and ti is the response time of each task.
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for the Ipkernel Benchmark

The nodes of the software execution graph in the application layer consist of a number of
elementary processing types, that are classified in the
following categories:

•ּSequential Processing Nodes: Tasks that are
appropriate to be performed sequentially.

•ּUser Defined Parallel Sub-Tasks: These are
defined in the lower sub-task application layer
using the same graph execution notation. This is
illustrated, using the dynamic threshold operation
in the ipkernel, in section 4.3.

•ּParallel Processing Generics: These are
frequently used pre-defined parallel sub-tasks
which exist as a model library. The formation of
such a library is currently under investigation
[Peps93].

4.2.  Parallel Paradigm Layer

The purpose of the parallel paradigm layer is to
identify the resource contention caused by the
characteristics of the algorithm. It has been noted that
a large number of computations fall into a
surprisingly small number of prototypical structures
[Gehringer88]. In many areas it is possible to identify
a small set of algorithm structures that can be modelled using traditional modelling
techniques [Allen86]. A number of models already exist for parallel paradigms
[Greenberg91, Agrawal83, Rolia92].

In order to identify the most commonly used parallel paradigms a classification scheme is
required. The aim of classification is to determine different classes, on the basis of
similarities, amongst different parallel algorithms.  The classification enables the extraction
of the most frequently used constructs and also the definition of application independent
parameters.

There have been several attempts to find a systematic approach to the description of the large
variety of parallel algorithms including :

• The Cm* project which classified the algorithms according to their co-ordination
mechanism [Gehringer88]. These classes are: asynchronous, synchronous, multiphase,
pipeline, partitioning, and transaction processing some of which are shown in Figure 5.

• The BACS (Basel Algorithm Classification Scheme) scheme which examines three
attributes of parallel algorithms namely, processes, data and interaction [Burkhart93].

• Jamieson [Jamieson87] identifies the characteristics of a parallel algorithm that have the
greatest effect on its performance. She also highlights the connection between
algorithmic characteristics and features of the hardware, in relation to the application's
performance.

By modelling the most representative parallel paradigms it is possible to cover the majority
of applications. A parallel paradigm model also includes the mapping of the algorithm onto
network topologies. The purpose of determining the algorithm mapping is to identify the
communication and synchronisation patterns that are inputs to the hardware layer. For
example, different mappings of the master-slave paradigm on a mesh topology result in



different communication radius which influences the communication delay. The automatic
mapping of a parallel paradigm enables the hardware complexity to be hidden from the user.

The use of a parallel paradigm is demonstrated here using the dynamic thresholding of
ipkernel benchmark. This operation is parallelised using the multiphase structure, Figure 5.
The multiphase paradigm is used for the class of algorithms that are comprised of alternating
serial and parallel phases. The response time for the multiphase algorithm, assuming the
master is constantly busy, is :

tr = N ⋅ Min
i=1

k

(ti

slave ) + (ti

in + ti

inseq )
i=1

k

∑ + t seq + k ⋅ tout







 (2)

where: N  is the number of phases, tr is the system response time, tislave is the processing

time required from slave i during the parallel phase, tiin is the communication delay for slave

i to send the results of the parallel phase to master, tiseq is the processing time required for

the master to incorporate the results of slave i, tseq is the sequential processing time for

master processor, tout is the communication delay for master to send the results a slave, k is
the number of processors.

In the above equation there are application dependent parameters (e.g. tseq) that are

determined by the application sub-task layer and hardware dependent parameters (e.g. tout)
that will be determined by the hardware layer.
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Figure 5 - Task Graphs for Three of CM* Parallel Paradigm Classification Scheme

4.3. The Application Sub-Task Layer

In the sub-task layer the application specific models are defined for each sub-task. The result
of the evaluation of these models is the input to the parallel paradigm layer. The sequential
parts of the parallel paradigm must be modelled and their response time determined.

Initially for each sub-task a software execution graph is constructed. The user must then
identify the resource usage of each elementary node as defined in SPE. The methodology of
this process might include software instrumentation of the sequential version of the program,
measurement projection of the software running on a reference computer to the target
hardware, and software characterisation [Smith90].

For the ipkernel dynamic threshold operation a software execution graph has been developed,
part of which is shown in Figure 6. Each processor initially performs a local histogram for a
part of the image. This is the parallel phase of the multiphase paradigm. Each processor then
sends the local histogram to the master to generate a global histogram. Finally the master
calculates and broadcasts the dynamic threshold value to the slave processors.



The parameters required for the multiphase paradigm and hardware layer can be determined
using the software execution graph of the sub-task. For example:

ti

slave = Npixels ⋅ tlocalhist ∀ i ∈ (1,k)[ ] (3)

4.4. Hardware Layer

The hardware layer is responsible for the characterisation of communication,
synchronisation, and contention. The information required for this layer can be organised
into a hierarchical structure similar to the one used in the architecture characterisation tool in
the PAWS project [Pease91]. The requirements of the hardware model are less complex  than
the system model in SPE, making the development and evaluation procedure easier.
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Figure 6 - Software Execution Graph
for Local Histogram

The hardware model consists of static and
dynamic performance parameters. The static
parameters represent the delay of hardware
operations that are not influenced by the run-
time environment and can be determined
either by benchmarking or configuration
information. The number of processors is an
example of a static configuration parameter.
The dynamic parameters are influenced by the
run-time environment and can be determined
by analytical models or hardware characterisation e.g. [Zemerly93].

5. Results Using the Structured Layered Approach

The results obtained here are for the dynamic thresholding operation of the ipkernel
benchmark modelled using the structured layered approach, as described in the previous
sections, and compared with results obtained on a 128 node (Transputer T800) Parsytec
Supercluster.

For the model development, it was assumed that the source code for the benchmark had not
yet been ported on to the Parsytec machine. Consequently, the workload information could
not be measured. The only measurement required for the model was the resource requirement
of the sequential version of the ipkernel. If the hardware was not available for the
measurement other techniques could be used to identify the hardware resources. The
accuracy of the model was compared afterwards with measurements from the ported version
of the benchmark.

The model was developed using Mathematica which has also been proposed as a
characterisation and modelling tool by Patel [Patel92]. Mathematica is well suited for this
purpose since it combines all the advantages of traditional third generation languages with
additional features including advanced mathematical functions and presentation graphics.

The model has three types of input parameters: the hardware configuration, the resource
usage of each function measured from the sequential version, and data dependency
information such as the size of the image. The user can vary these parameters in order to
determine their impact on the overall performance.

Although the case study has been selected for its simplicity to demonstrate the modelling
approach, the results are interesting as shown by Figure 7. The response time of the operation
decreases for a processor configuration up to 4x4 but increases for larger processor
configurations. This phenomenon is caused by the parallelisation overhead. In the ipkernel
operation the overhead required for the master to receive the local histogram, from each slave
processor, and accumulating the global histogram causes the performance degradation.



The comparison between the results of the model and the measurements show a 7% error
margin for the various processor configurations. It is expected that this error margin will be
greater in a real application. However, this level of accuracy is acceptable and in some cases
better than other modelling techniques [Lazowska84].
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Figure 7 -  Ipkernel Model Results

6. Conclusions

In this paper a novel approach to parallel software characterisation and modelling has been
presented. The layered approach is based on the methodology provided in SPE and in model
structural decomposition. The main goal of the layered modelling procedure is to develop
independent models for the application, the parallel paradigm, and the hardware. Each of
these models can be determined by characterisation studies. The independence of the layers,
described here, has the following advantages:

•ּThe time required for the development of models is reduced since there is no need for the
development of different system models for each study.

•ּUsually the resulting model can be evaluated using analytical techniques as opposed to
the system model of SPE studies which cannot.

•ּThe parallel paradigm and hardware models are reusable. By defining the application
layer and sub-task layer, experimentation can be performed to evaluate different
paradigms on different hardware.

A disadvantage of this methodology is that the parallel software must conform to the set of
parallel paradigms supported. This is not be a problem for the majority of applications, as it
has been observed that most of the parallel application conform to a limited set of paradigms
[Allen86, Gehringer88, Burkhart93].

Future work in the extension of the layered approach is in the selection of a set of frequently
used algorithms to form a library of generics [Peps93]. Another task required for the
refinement of the layered approach is the comparison of results with results from traditional
modelling techniques, e.g. queuing networks.
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