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Abstract It is a well known that, according to classical elas-
ticity, the stress in the crack-tip region is singular, which has
led to a debate over the validity of linear elasticity in this
region. In this work, comparisons of finite and small strain
theories have been made in the crack-tip region of a brittle
crystal to comment on the validity of linear elasticity in the
crack tip region. We find that linear elasticity is capable of
accurately defining the state of stress very close (∼1 nm) to
a static crack tip.
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1 Introduction

Early work by Irwin (1948) shows that a crack gives rise
to a stress field with a singularity at the tip. This predic-
tion of infinite stress at the crack tip has led to much de-
bate regarding whether linear elasticity theory is valid in the
crack-tip region. The crack-tip region has often been consid-
ered specially in fracture mechanics, with non-linearity and
plasticity associated with it in some form or other (Broberg
1971). For ceramics, there have been theories of a compet-
ing (quasi) plasticity with brittleness (Rhee et al. 2001). Ex-
perimental observations of cracks in glass have been taken
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as indicators of the presence of non-linearity in crack-tip re-
gions (Xi et al. 2005). On the other hand, linear elasticity
has been argued for brittle materials (Goldstein and Salganik
1974). From the continuum perspective, a number of sug-
gestions have been made to remove the unrealistic infinite
stresses, including the inclusion of cohesive forces (Baren-
blatt 1962), the introduction of plasticity (Cherepanov 1967),
and the use of finite strains (Wong and Shield 1969), among
other techniques. The first two of these approaches do not
have an obvious correspondence with atomistic simulations,
and so the third option will be investigated in the present
work to test the validity of the infinitesimal strain theory in
the near-tip region.

Until relatively recently, most modelling of failure in
brittle materials has been carried out at the continuum level (Fre-
und 1998; Lawn 1993), following the energy-balance analy-
sis first presented by Griffith (1921). These techniques have
been sufficient to describe brittle fracture in carefully pre-
pared single crystal samples (Cramer et al. 2000). However,
in more complicated situations atomistic details become in-
creasingly relevant.

Analytically solvable lattice models (Slepyan 2002) have
been used to show that the discreteness of an atomic lattice
can impose constraints on accessible steady-state crack ve-
locities at low temperatures, leading to the “velocity gap”
concept (Marder and Liu 1993), and the related phenomenon
of “lattice trapping” whereby cracks are inhibited until the
load is increased above that predicted by the Griffith energy-
balance approach (Thomson et al. 1971; Holland and Marder
1998). Moving from lattice models to an explicitly atom-
istic description of fracture has proven to be difficult. This
is largely because a combination of high accuracy and large
system sizes is needed to accurately model failure in mate-
rials. On one hand, the ionic or covalent bond breaking and
formation associated with crack advancement requires in-
teratomic potentials capable of quantum mechanical (QM)
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accuracy. On the other hand, the need to capture long-range
stress concentrations requires large-scale (∼ 106 atoms) model
systems as well as accurate molecular dynamics (MD) schemes.
Despite these competing difficulties, recent advances in highly
accurate MD schemes have led to both qualitative and quan-
titative insights into the mechanisms underlying brittle frac-
ture of real materials (Bernstein and Hess 2003; Buehler et
al. 2006; Kermode et al. 2008, 2013; Gleizer et al. 2014).

Most of the focus of atomic-scale fracture research has,
however, been on modelling the physical and chemical be-
haviour using sophisticated methods. The definitions of strain
and stress, originally purely continuum concepts, have not
been the subject of such intense focus at the atomic level.
Instead, stresses are typically extracted from atomistic sim-
ulations using the virial stress tensor, which is a measure of
mechanical stress at the atomic scale derived from the virial
theorem, and defined at zero temperature by

σi j =
1
Ω

∑
p∈Ω

1
2 ∑

q∈Ω

(x(q)i − x(p)
i ) f (pq)

j (1)

where p and q are atom indices, i, j, k are Cartesian indices,
Ω is the cell volume, x(p) is the position of atom p, and
f (pq)

j is the jth component of the force between the atoms
p and q (Cramer et al. 2000). The force between the atoms
is calculated using interatomic potentials. This expression
is often used to define a local atomic stress, and hence also
a local atomic virial strain (Buehler 2008); however, it has
been shown that this procedure leads to unphysical oscilla-
tions, since the virial theorem only applies when averaged
over time and space (Zimmerman et al. 2004).

Finding a link between atomic simulations and contin-
uum mechanics is of considerable interest to both communi-
ties, and there is a large research effort aimed at constructing
multi-scale simulations which directly couple atomic and fi-
nite element descriptions, for example, the Quasi-Continuum
approach of Tadmor et al. (1996) and the QM-CADD ap-
proach of Nair et al. (2010). The long-wavelength limit of
an atomic lattice has been shown to reproduce continuum
results, demonstrating that classical elasticity remains valid
at the nanoscale for a number of materials (Maranganti and
Sharma 2007). However, the ability of linear elasticity to de-
scribe the very large strains and strain gradients that occur
within a few nanometers of a crack tip has not yet been in-
vestigated in detail.

The focus in this work is on a specific case: mode I frac-
ture on the (111) cleavage plane in a single crystal of sili-
con, which is an example of a perfectly brittle process that
can be well described at the atomic scale (Kermode et al.
2008). The classical interatomic potential proposed by Still-
inger and Weber (1985) will be employed, which has been
widely used to study many properties of silicon. Compar-
isons of the resulting stress fields to an analytical continuum
solution are also made (Knauss 1966).
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2 Description of Molecular Statics Simulation

The objective of the present work is to check if linear
to accurately describe the stress in the

crack-tip region. Therefore, the energy release rate of G =
0.64Gc = 1.75 J/m2 has been chosen to be below the Griffith

high enough not to close up at zero tem-
is within the range of “lattice trapped” loads

(Thomson et al. 1971; Bernstein and Hess 2003)).

elas-
ticity is sufficient

threshold but still
perature (i.e., it is

For the widely-used thin strip geometry shown in Fig-
ure 1, the strain energy release rate (SERR) is independent

can be calculated analytically follow-
ing the approach of Rivlin (1953), and subsequently used by

(1998); Swadener et al. (2002). Peri-
conditions are used in the out-of-plane direc-

tion, corresponding to plane strain conditions. It has been
shown that the correct limiting behaviour can be reached,
for a dynamical simulation with increasing load, with rea-

system sizes containing thousands or tens
of thousands of atoms (Marder 2004). Even though no dy-

are required in the present work, these
ensure that the system is sufficiently large to

accomodate the required strain gradients.

of crack length and can

Holland and Marder (1998);
odic boundary

sonably modest system

namic simulations are
previous works ensure

The thin was utilised to applystrip setup load to a single
crystal silicon model with dimensions 120 nm × 40 nm ×
0.384 nm, containing 90,000 atoms, and oriented to expose

(
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a (111) cleavage plane and a [11̄0] crack front (Fig. 1b). The
equilibrium atomic positions, in the unstressed and stressed
states, were calculated using the Stillinger-Weber (SW) po-
tential, as implemented in the QUIP molecular dynamics
package (Csányi et al. 2007). The classical interatomic po-
tential proposed by Stillinger and Weber (1985) has been
widely used to study many properties of silicon. Whilst this
potential does not correctly describe the dynamics of frac-
ture (Holland and Marder 1998), it has been shown to pro-
vide a good description of the stress concentration phenom-
ena (Kermode et al. 2008). Since the objective of this present
work is limited to study of the stress state in the crack-tip re-
gion, the use of this potential is acceptable.

The deformed coordinates of the atoms (after relaxation)
were then extracted to find the strains, as explained in Sec-
tion 3. It is worth mentioning that even though atomistic
simulation is intrinsically three-dimensional, to carry out the
strain calculations, the system of atoms was projected onto
a two-dimensional plane (consistent with the plane strain
boundary conditions).

3 Calculation of Finite Strain

In this section, the continuum theory of finite deformation
(Mal and Singh 1991) will be applied to the atomic scale,
along with the methodology for the calculation of strain.

3.1 Deformation Gradient and Strain

A solid body is distributed over a region of space. Every
geometrical point in this continuum solid is occupied by a
small element of solid at all times. This differential solid
element will be referred to as a “point” from here on.

It is known that application of a load will deform the
body. This implies that some of these points will be dis-
placed from their original positions. To differentiate between
the original and the deformed configurations of the points
before (0) and after (t) the application of the load, the sym-
bols R0 and Rt will be used to denote the mathematical space
occupied by the points. The points in these configurations
are denoted by their coordinates XI (I = 1,2) [X ∈ R0] and
xi (i = 1,2) [x ∈ Rt ], respectively. For simplicity, both R0
and Rt will be assumed to have the same Cartesian vector
basis. The motion of the concerned point P is described by
the mapping

x = χ(X) (2)

where χ is assumed to be continuously differentiable with
respect to X. If the point P occupying the position XI in the
original space R0 has quasi-statically moved to occupy the
position xi in the deformed space Rt where Equation 2 holds,
another neighbouring point P′ originally located at XI +∆XI

in R0 will have therefore moved to xi +∆xi in Rt . The defor-
mation gradient tensor can now be defined as

FiI = lim
χ(XI +∆XI)−χ(XI)

∆XI→0
=

∂xi

XI +∆XI−XI
(3)

∂XI

The deformation gradient FiI gives a complete description
of the deformation of the solid in the immediate neighbour-
hood of the point P (Mal and Singh 1991). The finite strain
tensor is defined as

E =
1
2
(FT F− I) (4)

whereas the infinitesimal strain tensor is defined as

e =
1
2
((F− I)+(F− I)T ) (5)

where the superscript T denotes the transpose of a matrix,
and I is the identity matrix of a suitable order. The finite
strain tensor and the infinitesimal strain tensor are close to
each other, according to some appropriate metric, when the
strains are “small”.

After having gone through the above discussion for a
continuum solid, it can be argued that the definitions of de-
formation gradient and strain must hold for a discrete atomic
system, if the points P and P′ of the continuum are identi-
fied with the centre-point of the atom (“atom” from here on).
Thus, the displacement of the continuum points would cor-
respond to the displacement of the atoms.

3.2 Homogeneous Deformation

The definition of the deformation gradient, which is needed
to calculate the strain, requires a differentiation operation
to be conducted. To allow this, the position of the atoms
will first be fit with linear and quadratic functions, which
can then be analytically differentiated. These functions must
be applied in a local region around the reference atom to
justify the condition of ∆XI→ 0 used in the definition of the
deformation gradient.

For a linear transformation (Love 1920), the deformed
position of the atom can be expressed in the form

xi = ai jXj +bi (6)

where ai j and bi are constants that are independent of Xj,
and i, j = 1,2 for a two-dimensional system. To find the fit-
ting parameters ai j and bi in the above expression, the sum
of the squares of the error between the observed and the ex-
pected values of the deformed location of each atom must
be minimized. Although inclusion of displacement informa-
tion from additional neighbouring atoms will, in principle,
result in more accurate curve fits, it will, however, make the
system less local. For the linear fit, using four neighbouring
atoms has been found to be sufficient for giving accurate re-
sults. Thereafter, the deformation gradient FiI and the strain
E can be easily computed.
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In the present work, the above technique has been ex-
tended for the quadratic deformation function, in which the
deformed position of the atom can be expressed in the form

xi = ai jkXjXk +bi jXj + ci (7)

where ai jk, bi j and ci are constants independent of Xj, and
i, j,k = 1,2. This is done to see if this gives more accurate
results compared to the linear approximation. It is worth
mentioning that the non-linearity in the description of po-
sitional change is fundamentally independent with the non-
linearity in elasticity as a general case; the latter has been
discussed extensively in the literature (Geubelle and Knauss
1994). The parameters ai jk, bi j and ci are found using the
same technique as that of linear deformation function. As
the number of unknowns in the quadratic deformation fit is
greater than in the linear fit, the displacement information
from a greater number of atoms is needed. The minimum
number of such atoms turns out to be ten (the reference atom
being one of them).

4 Results

4.1 Strain

The strain εyy along the line ahead of the crack tip for the
system of Figure 1 has been calculated, using a variety of
methods: the linear and quadratic deformation approxima-
tions, according to both the finite and infinitesimal strain
definitions. The results are shown in Figure 2 from the third
atom from the crack tip. For the first two atoms, there are not
enough uniformly-spread neighbouring atoms in the bulk to
accurately use linear and quadratic homogeneous deforma-
tion functions. Also shown in the figure is the strain cal-
culated using the atom-resolved strain tensor (Moras et al.
2010), which essentially amounts to computing the symmet-
ric contribution to the local deformation associated with dis-
placement of the four neighbours of each Si atom from the
positions they would adopt in a perfect crystal.

There is only a minor (essentially negligible) difference
between the infinitesimal and finite strains calculated for
both the linear and the quadratic descriptions of the defor-
mation. This gives indications that infinitesimal strain theory
is valid in the near-tip region. Moreover, the agreement with
the local atomic strain is also very good.

4.2 Stress

The stress tensor σi j is next computed at an atomic level
within the theory of linear elasticity using Hooke’s law σ =
Cε , where C is the elasticity tensor (the values of which
are derived using the SW interatomic potential and crystal
structure) specified in the Appendix, and σ and ε are the
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Fig. 2: Strain components εyy along the line ahead of the
crack tip, computed using a variety of methods. Points cor-
respond to atom sites, and inset shows near-tip region.
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Fig. 3: Stress component σyy along the line ahead of the
crack tip, computed using a variety of methods. Points cor-
respond to atom sites, and inset shows near-tip region.

stress and strain tensors. (We will see later that using linear
elasticity here is sufficient).

From the plots for stress σyy in Figure 3, similar obser-
vations to those of strain can be made. Specifically, there is
generally good agreement between all the methods, indicat-
ing that infinitesimal strain and locally linear deformation
approximation are sufficient assumptions. In addition to the
stresses calculated from the strains of Subsection 4.1, Fig-
ure 3 also shows the analytical continuum solution to the
problem discussed originally derived by Knauss (1966).
The worst mismatch occurs at the third atom from the crack
tip, but this stress is still within 20% of the analytical ap-
proximation. The local atomic stress results (plotted with
crosses) were calculated by applying Hooke’s law to the lo-
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Fig. 4: Strain energy density along the line ahead of a crack
tip, computed using a variety of methods. Points correspond
to atom sites, and inset shows the near-tip region.

cal atomic strain described above, and again the agreement
with the other methods is good. Finally, stresses computed
using the virial tensor of Eq. 1 are shown with stars. Here,
the agreement is much less good, consistent with the con-
clusions of Zimmerman et al. (2004), and lending support
to our focus on local strain, however computed, as the best
way to combine continuum and atomistic results.

The analytical results were derived for an isotropic medium,
whereas the crystalline silicon is anisotropic. For the present
comparison, the stresses were calculated from the analyti-
cal solution by using the Young’s modulus in the relevant
crystallographic direction (Kermode et al. 2008). Very re-
cently the analytical solution has been extended to the fully
anisotropic case by Chaudhuri (2014); comparions with this
approach are planned for future work.

The strain energy density at each atomic site i can be
evaluated straightforwardly as Ui = 1

2 σ i
mnε i

mn where σ i
mn and

ε i
mn are the stress and the strain tensors, respectively, at the

atomic site i. While the good agreement between the strain
energy densities computed with the various methods out-
lined above seen in Figure 4 follows trivially from the results
for stress and strain, we also observe good agreement be-
tween the Hooke’s law strain energy density and the values
calculated directly using the Stillinger-Weber interatomic po-
tential. The closest match to the potential energy is found
when the energy density is computed using infinitesimal strain
and the linear deformation function. This justifies the use of
linear elasticity for calculating the stresses above.

5 Conclusion

Our results show that stresses computed from atomistic sim-
ulations of the deformation around a static crack tip in sil-

icon agree closely with those computed from the analytical
solution of the continuum equations, for distances as low
as ∼1 nm (about three atoms) from the crack tip. Long-
standing concerns that the singular stresses predicted by the
analytical solution would render the solution invalid seem
to be unwarranted, at least for the static situation consid-
ered here. (We note that the failure of this method for the
first two atoms from the crack-tip does not imply a failure
of the linear elastic model: for the first two atoms, there
are not enough uniformly-spread neighbouring atoms in a
bulk coordination arrangement to accurately use linear and
quadratic homogeneous deformation functions).

These results should be contrasted with, for example, the
work of Barenblatt (1962) which suggests that it is necessary
to invoke cohesive forces to cancel out the analytical singu-
larity, or arguments that appeal to a small region of plastic
deformation in the crack-tip region. Our results suggest that
the stresses in this region remain large but finite very close
to the crack tip, and can be modelled using linear elasticity.
Similar large and non-singular stresses have been observed
in crystals in realistic environmental conditions (Gerberich
et al. 1991). We note that two points of view have typically
been adopted when modelling stress fields very close to a
crack tip. Non-linearity was generally acknowledged in both
viewpoints, and either ignored since the tip is small, for ex-
ample Goldstein and Salganik (1974), or corrected for using
plasticity or other dissipation models, for example Xi et al.
(2005). Direct comparions of the kind we suggest here pro-
vide one way to help reconcile this discrepancy.

Our results suggest that it is possible to apply linear
elasticity very close to a crack tip during quasi-static fail-
ure of an ideally brittle material containing no other defects.
Predicting the dynamic fracture response is inherently more
complex than the static case studied here, and for many ma-
terials can only be modelled correctly using hybrid QM/MM
(quantum mechanical/molecular mechanical), due to the com-
bination of size and accuracy requirements. While such ideal
materials are rare in realistic situations, close-to-perfect sin-
gle crystals of silicon are available and can provide model
materials in which simulations and experiments can be quan-
titatively compared (Kermode et al. 2013; Gleizer et al. 2014).
The results presented here provide useful information to help
carry out accurate studies of dynamic fracture using hybrid
techniques, which, due to the very high O(N3

atoms) cost of
standard QM techniques, benefit hugely from being able to
assume a nanoscale QM process zone. The validity of in-
finitesimal strain theory in other perfectly brittle materials
such as, e.g., diamond, sapphire and glass could be tested in
future following the approach presented here. In the longer
term, the results of such calculations could be used to bring
continuum models down to scales at which atomistic input
is available, which could be useful, e.g., for the calibration
of improved damage models.
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Appendix

The elasticity tensor ci jkl linearly relates the stress tensor σi j
to the strain tensor εi j as σi j = ci jklεi j. Symmetries of c and
ε , and the requirement for the strain energy to be positive
definite, reduce the fourth order tensor ci jkl to a 6×6 matrix
Ci j. For cubic cystal symmetry Ci j has three independent
elements and takes the form

C11 C12 C12 0 0 0
C12 C11 C12 0 0 0 

C12 C12 C11
 0 0 0

0 0 0

0
C44
0

0
0

C44

0
0


0

0 0 0 0 0 C44


where C11 = 151.35 GPa, C12 = 76.409 GPa and C44 =

56.422 GPa in the atomic crystal frame of reference (Ker-
mode et al. 2008). This elasticity tensor has to be rotated
from the crystal frame to the sample frame (x = [112̄], y =

[111], z= [11̄0]), corresponding to cleavage along the lowest
energy (111) cleavage plane.
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