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ABSTRACT

In this paper, we propose a gait recognition method for ex-
tremely low frame-rate videos. Different from the popular
temporal reconstruction-based methods, the proposed method
uses the average gait over the whole sequence as input fea-
ture template. Assuming the effect caused by extremely low
frame-rate or large gait fluctuations are intra-class variations
that the gallery data fails to capture, we build a general mod-
el based on random subspace method. More specifically, a
number of weak classifiers are combined to reduce the gener-
alization errors. We evaluate our method on the OU-ISIR-D
dataset with large/small gait fluctuations, and very competi-
tive results are achieved when both the probe and gallery are
extremely low frame-rate gait sequences (e.g., 1 fps).

Index Terms— Gait recognition, random subspace method,

extremely low frame-rate, biometrics, forensics

1. INTRODUCTION

Human gait is a behavior biometric trait, which can be used
for human identification. Compared with other biometric
traits like fingerprint or iris, it can be used at a distance with-
out the cooperation from subjects. Due to these reasons,
human gait has great potentials in forensic applications [1],
and it has gained considerable attentions recently. However,
for vision-based gait recognition systems, covariate factors
may affect the performance, e.g., low video frame-rate, car-
rying condition, clothing, walking surface, elapsed time, etc.
Most of the existing methods were proposed to ameliorate
the problems caused by the covariate factors related to 1)
walking environments (e.g., different walking surface [2]) or
2) subjects (different clothes types, shoes, etc. [3, 4]). On-
ly a few works attempted to solve the low frame-rate video
problems. In [5], phase synchronization was adopted and low
frame-rate probe videos were matched with high frame-rate
gallery gait sequences. But it fails for the dual low frame-
rate cases, i.e., both probe and gallery are low frame-rate
videos. Several temporal reconstruction-based methods were
proposed to deal with such dual low frame-rate problems.
In [6], Al-Huseiny et al. proposed a level-set morphing ap-

proach for temporal interpolation. In [7], temporal Super
Resolution (SR) method was employed to construct a period
of high frame-rate gait sequence based on multiple periods
of low frame-rate gait sequences. Based on [7], Akae et al.
[8] applied an exemplar of high frame-rate image sequences
to improve the temporal SR quality. A unified framework of
example-based and reconstruction-based periodic temporal
SR was proposed in [9], and it works well for gait recognition
from (dual) extremely low frame-rate videos (with small gait
fluctuations). Most of these works attempt to recover the high
frame-rate gait sequences in the first place, yet in the appli-
cations of human identification, they either face high levels
of reconstruction artifacts [6, 8] for extremely low frame-rate
input videos (e.g., 1fps), or assume the same motion among
the gait periods, which is not applicable when there are large
gait fluctuations [9].

In this paper we propose a classifier ensemble approach
for gait recognition tasks from the (dual) extremely low
frame-rate videos, without using temporal reconstruction.
Each gait sequence is averaged to produce a single grayscale
image used as input feature template. Principle Compo-
nent Analysis (PCA) is employed to extract the full feature
set. Each weak classifier is constructed based on a small set
of random features, which is generalized to the unselected
features [10]. The final classification decision is made by
majority voting among these weak classifiers. The rationale
behind is that we can deem the errors caused by the extremely
low frame-rate or gait fluctuations are intra-class variations,
which can be solved by a general model [3, 4]. The rest of
this paper is organized as follows: the proposed method is de-
scribed in section 2, and section 3 evaluates the robustness of
our method on the OU-ISIR-D dataset. Section 4 concludes
this paper.

2. PROPOSED METHOD

Random Subspace Method (RSM) is an effective framework
to enhance the generalization accuracy [10]. Each base clas-
sifier is generated by randomly sampling on the original fea-
ture set, before the final classifier combination, e.g., through



Fig. 1. The Average Gait (AG) samples from different frame-
rates videos (1fps-6fps from left to right) in the OU-ISIR-D
dataset. AG samples in the top/bottom row denote gait se-
quences with small/large gait fluctuations.

majority voting. Recently, this concept was used for face
recognition [11, 12] and gait recognition [3, 4] for query im-
ages under the influence of large intra-class variations. Com-
pared with conventional gait recognition algorithms, RSM
has demonstrated its effectiveness against a large number of
covariate factors such as clothing [4], shoe, carrying condi-
tion, and (small changes in) camera viewpoint [3].

For the input feature template, instead of the popular
period-based Gait Energy Image (GEI) [2], in this paper we
use the Average Gait (AG) of the whole gait sequence. Given
a gait sequence Fi(t =1,...,N), AG is defined as:

N
AG(z,y) = %ZFt(:my). (1)

In the low frame-rate environments, the benefits of using AG
as the input feature template are two-fold: 1) gait period is
not required, which is hard or impossible to estimate in cer-
tain conditions (e.g., for the 1fps gait videos); 2) the noises
(due to low frame-rate or large gait fluctuations) can be s-
moothed by the average operation. Fig. 1 illustrates some AG
samples from different frame-rates videos (1fps-6fps), and we
can observe that the dynamic features (e.g., legs) are relative-
ly dependent on video frame-rate changes while static fea-
tures (e.g., head and upper body) are relatively independent.
Based on this observation, we deem the unstable dynamic fea-
tures caused by the low frame-rate or large gait fluctuations
are intra-class variations the gallery data fails to capture and
RSM concept is borrowed to solve this problem.

Given c classes/gait sequences in the gallery, there are ¢
AGs. After concatenating each two-dimensional AG to the
corresponding vector A;(i = 1,...,c), the scatter matrix S
can be estimated:

1 c
S= EZ(Ai — (A — )", (2)

=1

1
where 1 = =Y __, A;. The eigenvectors of S can be comput-

ed and the leading d eigenvectors are retained as candidates
to construct the random subspaces.

K random subspaces can be generated and each projec-
tion matrix is formed by randomly selecting s eigenvectors
(from the d candidates). Let the projection matrix be R*, k €
[1, K], and each A;(i = 1,...,¢) in the gallery can be pro-
jected as K sets of coefficients for the new gait representation

my = RFA;,

iell,d, k=1,... K. (3)

In the classification phase, R* is used as a feature extrac-
tor (for the k*" subspace). Euclidean distance is then adopted
to measure the dissimilarity. Given a query gait A,, the dis-
tance between A, and a certain class m” (in the gallery) in
the k" subspace is:

D(Ap,mi) = |R* A, —mj|l, i€[l,c.  (4)

Nearest Neighbor (NN) classifier is used for the label as-
signing in the k*" subspace. Considering there are K sub-
spaces/classifiers, majority voting rule is employed for the
final classification decision.

3. EXPERIMENTS

3.1. Dataset and Configuration

The proposed method is evaluated on the OU-ISIR-D dataset
[13], which consists of 400 gait sequences from 185 subject-
s. This dataset is divided into 2 parts, i.e., DB-high dataset
(i.e., with small gait fluctuations) and DB-low dataset (i.e.,
with large gait fluctuations). For DB-high/low, there are 100
sequences in the gallery set and 100 sequences in the probe
set. The original spatial resolution, frame-rate, and recording
time for each sequence are 128 x 88 pixels, 60 fps, and 6 sec-
onds respectively, while in this work, we use a much lower
spatial resolution and frame-rate. Similar to [5], the low reso-
lution sequences are constructed by scaling down the original
silhouettes, and the low frame-rate sequences are constructed
by selecting the gait silhouettes at a specified interval. Based
on both DB-high and DB-low in a spatial resolution of 32 x 22
pixels, three experiments are conducted, i.e.,

1. To check the performance sensitivity to the feature
number s used for each subspace.

2. To evaluate the robustness when both the gallery and
probe are from extremely low frame-rate videos (i.e.,
1fps).

3. To check the effect when the gallery has relatively high-
er frame-rates (e.g., 2fps-6fps) than the probe (1fps).

To evaluate the algorithm performance, in this work we use
the rank-1 Correct Classification Rate (CCR), which is the
percentage of the correct individual ranked as the top 1 can-
didate.

3.2. The Effect of Feature Number

For each random subspace, the corresponding base classifi-
er has some generalization power for the unselected features,
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Fig. 2. The rank-1 CCR distribution (%) with respect to dif-
ferent feature numbers. (probe/gallery frame-rate: 1fps)

but it may face the underfitting problem if the feature num-
ber is too small. Following [4], we set the classifier number
K = 500. Then we check the sensitivity of the feature num-
ber s within the range [11, 60] and the rank-1 CCR distribu-
tion with respect to the feature number s is illustrated in Fig.
2. For both DB-high and DB-low, the performance is relative-
ly stable when s € [11,60], and in this work we set s = 40.
It also should be pointed out that the proposed method is less
generalized if larger number of features are employed [10],
and with an increasing number of features (out of the total
d = 200 features), the CCR of our method converges to con-
ventional PCA performance.

3.3. Gait Recognition in the Extremely Low Frame-Rate
Videos

Based on 1fps gait videos, we compare our method with sev-
eral temporal reconstruction-based, i.e., morphing-based re-
construction (Morph) [6], Periodic Temporal SR (PTSR) [8],
and Example-based and Reconstruction-based Temporal SR
(ERTSR) [9]. Due to the random nature of our method, we
repeat each experiment 10 times and report the mean rank-1
CCRs (with the standard deviation) in Table 1. Some obser-
vations can be made:

1. The AG-based methods deliver similar results on DB-
high and DB-low datasets, which suggests that the fea-
ture template AG is less sensitive to large gait fluctua-
tions (in the extremely low frame-rate conditions).

2. Due to the extremely low frame-rate, the temporal
reconstruction-based methods may bring high levels of
artifacts that hamper the performance. For example,
in this experiment, Morph and PTSR even have worse
performance than the baseline method (i.e., AG+NN).

3. Although ERTSR outperforms our method on DB-high
dataset, it should be pointed out that ERTSR assumes

Table 1. Algorithms comparison in terms of rank-1 CCR (%)
on the OU-ISIR-D dataset. (probe/gallery frame-rate: 1fps)

- DB-high DB-low
Morph [6] 52 N/A
PTSR [8] 44 N/A
ERTSR [9] 87 N/A
AG+PCA+NN 69 67
AG+NN 68 68
AG+RSM (our method) | 80.40+1.35 | 80.60+1.26

the same motion among the gait periods, which is not
applicable when there are large gait fluctuations (e.g.,
DB-low dataset) [9].

4. Although the proposed method is derived from PCA, it
significantly outperforms AG+PCA+NN, which uses a
single feature extractor consisting of all the d leading
eigenvectors.

For real-world scenarios, due to low frame-rate and large
gait fluctuations, it is a challenging task for the temporal
reconstruction-based methods. Our method suggests a simple
yet effective way in such conditions. The feature template
AG takes advantage of the low frame-rate videos when there
are large gait fluctuations and the reasons are two-fold: 1) the
noisy frames may be skipped to some extent due to the low
frame-rate nature; 2) the average operation gets the static part
reenforced and the unstable dynamic part smoothed. During
the classification phase, classifier ensemble based on RSM
further boosts the performance, in contrast to single classifier
AG+PCA+NN.

3.4. The Effect of Higher Frame-Rate Gallery Videos

Based on the proposed method, we also investigate the effect
when the gallery videos have higher frame-rates than the giv-
en 1fps query gait videos. Fig. 3 illustrates the rank-1 CCR
distribution with respect to the gallery frame-rates from 1f-
ps to 6fps. Generally, for the given 1fps probe gait videos
(both DB-high and DB-low), it tends to exhibit better perfor-
mance with higher frame-rates gallery videos. However, the
CCR curve of DB-low grows relatively more slowly than the
one of DB-high over the 2fps-6fps gallery videos. We can
explain this phenomenon by taking the enrolled data noise
into consideration. For DB-low with larger gait fluctuation-
s, although the sensor noise can be reduced with respect to
the increasing number of video frame-rates, it instead suffer-
s from the noise caused by large gait fluctuations, since it is
more unlikely (for the AG template) to skip the noisy frames
in the higher frame-rate environments. For higher frame-rates
gallery videos (e.g., 3fps-6fps), by comparing with the results
of DB-high in Fig. 3, we can see the effect of such trade-off
between sensor noise and large gait fluctuations noise. Nev-
ertheless, given the low frame-rates probe/gallery videos with
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ferent gallery video frame-rates.

large/small gait fluctuations, the general satisfactory perfor-
mance indicates the effectiveness of our proposed method.

4. CONCLUSIONS

This paper proposes a simple yet effective gait recognition
method to address the challenges caused by extremely low
frame-rate video conditions or large gait fluctuations. Our
method has 3 desirable properties: 1) the performance is less
sensitive to the feature number used in the base classifiers;
2) it yields satisfactory results for extremely low frame-rates
gait sequences under the influences of large/small gait fluc-
tuations; 3) the performance can be further enhanced if the
gallery videos have higher frame-rates. Compared with the
temporal reconstruction-based methods [6, 8, 9], our method
delivers significant improvements in terms of performance or
generalization.

There are several potential applications of our proposed
method. For example, since our method is less sensitive to the
frame number of a gait sequence, for gait recognition tasks
in the noisy environments, we can simply filter out (a large
number of) low-quality frames by using some quality metric-
s (e.g., [14]) to boost the performance. Besides, since each
base classifier in the RSM framework is generated in an inde-
pendent way, parallel implementation can also be adopted for
time-critical systems.
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