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## Abstract

Cooperative relaying has been proposed as a promising solution to mitigate and combat the deleterious effects of fading by sending and receiving independent copies of the same signal at different nodes. It has attracted huge attention from both industry and academia. The purpose of this thesis is to provide an analytical performance evaluation of the cooperative wireless systems while taking some realistic conditions into consideration.

To achieve this, first, performance analysis of amplify-and-forward (AF) relaying using pilot-aided maximum likelihood estimation is studied in this thesis. Both disintegrated channel estimation (DCE) and cascaded channel estimation (CCE) are considered. Based on this analysis, optimal energy allocation is proposed.

Then, performance analysis for AF relaying corrupted by interferers are investigated. Both randomly distributed and fixed interferers are considered. For random interferers, both the number and the locations of the interferers are random while for fixed interferers, both the number and the locations are fixed.

Next, multihop relaying and multiple scattering channels over $\alpha-\mu$ fading are analyzed. Channels with interferences and without interferences are considered. Exact results in the form of one-dimensional integral are derived. Also, approximate results with simplified structure and closed-form expressions are provided.

Finally, a new hard decision fusion rule that combines arbitrary numbers of bits for different samples taken at different nodes is proposed. The best thresholds for the fusion rules using 2 bits, 3 bits and 4 bits are obtained through simulation. The bit error rate (BER) for hard fusion rule with 1 bit is provided.

Numerical results are presented to show the accuracy of our analysis and provide insights. First, they show that our optimal energy allocation methods outperform the conventional system without optimal energy allocation, which could be as large as several dB's in some cases. Second, with the increase of signal-to-interference-plus-noise ratio (SINR) for AF relaying with interference, the outage probability decreases accordingly for both random and fixed interferers. However, with the change of interference-to-noise ratio (INR) but with the SINR fixed, the outage probability for random interferers change correspondingly while the outage probability for fixed interferers remains almost the same. Third, our newly derived approximate expressions are shown to have acceptable performances in approximating outage probability in wireless multihop relaying system and multiple scattering channel considering interferences and without interferences. Last, our new hard decision fusion rule is shown to achieve better performance with higher energy efficiency. Also they show that there is a tradeoff between performance and energy penalty in the hard decision fusion rule.
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## Chapter 1

## Introduction

### 1.1 Wireless Communications

With the extensive development of wireless technologies over the past four decades, wireless communications have now become an indispensable part of people's daily lives and various industries. The attractive advantage of wireless communication systems is that the mobile devices are free to take, move, install and relocate with little additional cost of setting and rewiring. Also, it is very convenient to add other wireless devices or remove some from the existing systems without causing serious problems to the rest of systems, with proper hardware and software configurations.

The information produced in a wireless source could be either a digital signal, such as the signal in digital electronics, the output of a computer, or an analogue signal, such as a temperature, light, sound or video signal. In digital wireless communication systems, the information at source will be transformed into a sequence of binary digits for transmission [1]. Compared with analog communications, which were used a long time ago, digital communications
have the advantage of high efficiency, flexibility, compatibility and reliability [1]. Also, digital signals are more tolerant to noise and easy to store. The most commonly used media of wireless communications can be radio waves but can also be other electromagnetic technologies, such as infrared [2]. Radio waves have the longest wavelength in the electromagnetic spectrum. The frequencies of radio waves are between 3 Hz to 300 GHz . Microwaves can be considered as a sub-class of the radio waves that start from UHF (ultra high frequency) to EHF (extremely high frequency) which cover the frequencies between 300 MHz to 300 GHz . The higher frequencies of microwaves are called millimeter waves which may be applied in future 5G cellular communications to tackle the bandwidth shortage problems $[3,4]$.

Over the past several years, many types of wireless communication systems have been proposed, such as wireless personal area networks (WPAN), wireless local area networks (WLAN), wireless metropolitan area networks (WMAN) and wireless wide area networks (WWAN). The wireless technologies have also been developed rapidly, including bluetooth, ad hoc networks, ZigBee, Ultra-wideband (UWB), wireless fidelity (Wi-Fi), worldwide interoperability for microwave access (WiMax), etc.

### 1.2 Evolution of Mobile Communication Systems

The last four decades have seen unprecedented growth in mobile communication systems. The evolution and features of wireless mobile communication systems are summarized as follows.

In the early 1980s, the first-generation or 1 G network was launched based on frequency division multiple access (FDMA), which can only provide the basic mobile speech service using the analogue cellular technologies.

Around the late 1980s, second-generation or 2G network was introduced, based on code division multiple access (CDMA) or time division multiple access (TDMA) technologies, which provided better coverage and spectrum efficiency than 1G. In 1991, Global System for Mobile Communications (GSM) was launched, which can allow people to use picture messages (MMS), text messages (SMS), emails and Internet services (WAP). Then, the General Packet Radio Service (GPRS) was introduced (or referred as 2.5 G ), which added packet switched capability to existing 2 G networks, improving services such as e-mail and Internet access. Later in 2003, enhanced data rates for GSM evolution (EDGE) was developed (referred as 2.75 G or enhanced GPRS), which is considered as a pre-3G communication technology. It can provide typical bit rates of up to $400 \mathrm{kbit} / \mathrm{s}$ and peak bit rates of up to $1 \mathrm{Mbit} / \mathrm{s}$.

Third-generation or 3G network was introduced in late 2002, which brought us faster Internet services and video calling. In 3G network, some universal global standards were designed and defined by International Telecommunication Union (ITU) and its partners such as the 3rd Generation Partnership Project (3GPP). Universal Mobile Telecommunications System (UMTS) was used in Europe and it selected wideband code division multiple access (WCDMA) as an air interface. Time division synchronous code division multiple access (TD-SCDMA) was proposed in China, and code division multiple access 2000 (CDMA2000) EV-DO was used in the United States. Shortly after 3G, high speed packet access (HSPA) protocols (or referred to as 3.5G) were released, which can provide the peak data rates of up to $5.76 \mathrm{Mbit} / \mathrm{s}$ in the
uplink and $14 \mathrm{Mbit} / \mathrm{s}$ in the downlink. Later in 2008, a further improved standard, HSPA + (or referred to as Evolved HSPA), was released, which brought the data rates of the uplink and downlink to around $22 \mathrm{Mbit} / \mathrm{s}$ and $168 \mathrm{Mbit} / \mathrm{s}$, respectively

Two fourth-generation or 4G standard candidates: worldwide interoperability for microwave access (WiMAX) and long term evolution (LTE) were first commercially deployed at around 2007 and 2009, respectively. WiMAX was introduced by WiMAX Forum, which was described as "a standards-based technology enabling the delivery of last mile wireless broadband access as an alternative to cable and DSL" [5]. LTE was developed by 3GPP, which is a natural upgrade path for UMTS, HSPA and EDGE networks. Their purposes were both for high speed data transmission and high capacity of mobile phones and data terminals. The above two wireless technologies cannot be called as true 4 G as they did not meet the technical requirements set by ITU.

In 2010, WirelessMAN-Advanced (known as IEEE 802.16 m or Mobile WiMAX) standardized by IEEE and LTE-Advanced standardized by 3GPP reached the ITU requirements and became the true 4G standard. Several core techniques have been investigated and adopted in LTE-Advanced, such as multiple-input-multiple-output (MIMO), orthogonal frequency-division multiple access (OFDMA), cooperative wireless communications, heterogeneous deployment networks, self-organizing operation [6]. In particular, relaying via cooperative wireless communications has been considered as one of the key technologies in the future generation commercial wireless communication systems [7].

### 1.3 Cooperative Wireless Communications

Recently, the demands for lower bit error rate (BER), larger system capacity, better quality of service (QoS) and wider coverage area have been increasing rapidly. However, the performance of wireless communication systems is always influenced by path loss, interference from other users, fading in wireless channels, etc. In high density mobile environments, such as in big cities, the mobile terminals are often subject to multi-path deep fading. To reduce the degradation of signal integrity, diversity is important in receiving the correct information. The core idea of diversity is that different antennas can receive different copies of the the signal. The chances of all these versions being in a deep fade is much smaller than one signal being in a deep fade, if they are independent. A simple two-branch transmit diversity technique for wireless communications was proposed in [8]

Traditional space diversity systems using multiple antenna arrays deployed at the transmitter and/or the receiver are proposed to address these challenges. Based on the number of antennas, they can be mainly categorised as single-input-multiple-output (SIMO), multiple-input-single-output (MISO) and MIMO. Multiple antenna arrays can potentially and theoretically combat multipath fading propagation effects and increase the channel capacity by sending and receiving multiple copies. However, they may be physically complex, large-size and not cost-efficient. Therefore, in mobile communication systems, it is more practical to install multiple antennas in the base station than in the mobile node as the node is always complexity-limited and powerlimited.

Therefore, cooperative/collaborative wireless communication systems,
which are composed of multiple mobile nodes, have come into being $[9,10]$. They enable single-antenna mobiles to have part of the advantages of the MIMO systems. In this case, multiple users / sensors / nodes can cooperate with each other and share their antennas as relays. In this sense, they can create a virtual MIMO system, thereby generating virtual multiple antenna arrays and improving the performance of their own and the whole networks. These nodes not only have their own information to send, but also can act as relays to help other mobile nodes to transmit. Thus, they can combat and mitigate the deleterious effects of fading by sending and receiving multiple independent copies of the same signal, and they can effectively improve the QoS and enhance the transmission robustness of the networks.

Also, cooperative wireless systems can extend the network coverage by using idle nodes as relays or multihops in the network [11]. Since the power consumed by sending the signal through direct link by a signal antenna can be very high if the transmission distance is long, it is not acceptable by some mobile node which is power-limited or battery-driven. Cooperative relaying can overcome the problem of the insufficient power in transmitting the signal in long distance, as it can shorten the transmission distance between each mobile node by using relays or multihops. The joint routing, scheduling and power control problem for multi-hop wireless networks were studied in [12].

Another advantage of cooperative wireless systems is by using intermediate relay nodes, the systems can deal with the path loss concerns to some extent. Because the whole transmission distance between the source and destination can be divided into at least two parts by the intermediate relay nodes. It is shown in [13] that the sum of path loss of each part is less than the path loss of the entire direct path. This advantage can be found in as path loss
gain [13].
Several aspects of the design and optimization of conventional coded multiple-antenna transmission diversity methods are explored in [14]. Compared with traditional space diversity systems [14], cooperative wireless communication systems can achieve the same diversity gain as the traditional space diversity system without the installation of multiple antennas at the source or at the destination. It was also reported in [10] that less power is required in cooperative wireless systems than the conventional methods to achieve the same level of performance.

Distributed space-time coded cooperative diversity protocols for combating multipath fading in wireless networks were proposed in [15]. Several practical implications, signal schemes, and requirements on system design for cooperative communication systems were discussed in [7]. They provide an effective way for multiple wireless nodes to cooperate with each other, thereby exploiting spatial diversity in the network. Also, the low-complexity cooperative diversity protocols are developed and analyzed in [10]. They considered certain implementation constraints in the cooperating networks, such as halfduplex transmission, nonergodic and delay-constrained scenarios.

The new cooperative transmission protocols for delay-limited coherent fading channels composed of half-duplex nodes were proposed in [16]. Single, multiple relay selection and their achievable diversity orders were studied in [17]. Relay selection by allowing more than one relay to cooperate was generalized and several SNR-suboptimal multiple relay selection schemes were proposed in [17]. The power allocation problem in the transmit diversity wireless systems in Rayleigh fading with mean channel gain information was studied in [18]. The power allocation that minimizes the outage probability under
the total power constraint was considered in [18]. The optimal joint relay selection and power allocation scheme for two-way relay networks were proposed in [19]. The scheme in [19] was based on the maximization of the smaller of the received SNRs of the two transceivers subject to the total transmit power constraint. Apart from power allocation, [20] has proposed to design cooperative communication protocols by considering time domain as well. Then, [20] has shown that one should allocate more time and energy to the source than the relay.

In [21], the relay-based multi-user cooperative communication systems for the 4 G uplink have been proposed. In the system, the multiple users' data streams are coded at the relay and then being forwarded to the base station. Also, the low-complexity coded modulation schemes in 4G wireless systems for distributed relaying have been studied in [22]. The block-based selective orthogonal frequency division multiplexing decode-and-forward relaying schemes for 4 G systems have been proposed in [23], while the relay based cellular broadband networks of low complexity and low cost for suburban environment have been studied in [24]. In [25], relay nodes with the interference consisting of two single antenna transmitters and receivers have been studied. The relay systems have also been studied for the 5 G systems [26]. In [26], two-way wireless relaying with multiple antennas using decode and forward protocol for 5 G systems have been presented.

To sum up, cooperative wireless communications are expected to provide significant improvement in terms of system capacity, network coverage, reception reliability, energy efficiency, device size, cost and hardware implementation [10]. Because of these advantages, cooperative wireless relaying has attracted extensive attention from not only academia, but also industry.

They have recently been adopted by several new wireless standards, such as Mobile Multihop Relay (MMR, IEEE 802.16j), WiMAX (IEEE 802.16m) [27] and LTE-Advanced standard (3GPP) [28].

### 1.4 Thesis Outline

### 1.4.1 Research Motivation

Although cooperative wireless relaying communication systems has been extensively researched and applied as an effective way to mitigate the detrimental effects of wireless channels, there are still a lot of problems which need to be considered thoroughly.

First of all, for early research in cooperative relaying networks, perfect channel state information (CSI) is assumed to be available at some or all the network nodes. However, in reality, the training process is always necessary for a node to obtain an estimate of the exact CSI. Such estimation is always imperfect owing to the existence of fading or noise. Thus, the channel estimation process is important in wireless relay communications [29]. Recently, two channel estimation methods, i.e. disintegrated channel estimation (DCE) and cascaded channel estimation (CCE) are used in most wireless relaying systems [30]. However, DCE and CCE considering performance, power efficiency and complexity are still not available and are urgently needed. Also, in practice, the total power assigned to each node or to the whole networks are often limited such that an optimal power allocation method between the pilots (use for channel estimation in the training process) and the data (use for information transmission) is required. For some other applications, the optimal
power allocation method between the source node, relay and destination node is also required.

Secondly, in cooperative wireless system, existing work has mainly focused on the ideal situation with no interference during the relaying transmission process. Although this assumption can simplify theoretical analysis and present useful insights, it cannot be applied in practical scenarios, such as in simultaneous multi-user transmissions [31]. In reality, the nodes usually suffer from interference and the interference always causes the degradation of the performance of the system, which can not be ignored in the practical system analysis and design. For the applications in multiple-access systems with mobile nodes, the number and the locations of the interferers can be random while for the applications in fixed-access wireless systems with fixed nodes, the number and the locations of the interferers can be fixed. Therefore, the performance analysis for cooperative wireless systems with either random or fixed interferers is needed, as they can provide a number of useful insights and suggestions to the design of practical cooperative systems.

Then, for multihop relaying and multiple scattering channels, the system structure is more complex than the dual-hop wireless channels. Therefore, the exact results in terms of BER and outage probability are very complicated to obtain and not convenient to use, most of which have no closed-form expressions or are in terms of complicated special functions. If considering interference in those systems, their structure becomes even more complex than the systems without considering interference. Therefore, proper approximation methods with simplified form for those systems are highly required.

Last, but not least, decision making is essential in wireless communications, such as cooperative relaying systems, wireless sensor networks (WSNs)
and cognitive radio [32]. Since there are a variety of impairments such as noise, attenuation, fading, interference and distortion contributing to errors in the wireless channels, which will affect the signal transmission, it is important to understand how to receive the information transmitted by the source to the maximum possible extent. Therefore, the best fusion rule is highly needed in wireless communication systems.

### 1.4.2 Chapter Outlines

Motivated by the above observations, the performance of the cooperative wireless communications is analytically evaluated in this thesis, while taking several realistic conditions into account. Approximate methods with simplified form and the best fusion rule are provided for specific applications. An introduction and conclusion are given in most chapters to provide the readers with overviews and summaries of these chapters. Mathematical derivations and expressions are provided and several practical scenarios of cooperative wireless systems are examined and discussed. Numerical results are also given to verify those derivations and insights are presented as well. The structure of this thesis is organized as follows.

In Chapter 2, several fading channels used in this thesis are introduced while a review of modulation schemes including higher order modulations is given. Then, a comprehensive overview of the cooperative wireless relaying is presented. The details of the two main decision methods, i.e. soft-decision and hard-decision, are also discussed in this chapter. Finally, widely used performance measures for evaluating the system and related research methods applied in this thesis are introduced.

In Chapter 3, BER and outage probability expressions for amplify-andforward (AF) relaying systems with two different channel estimation methods, DCE and CCE, using a pilot-aided maximum likelihood method in slowly fading Rayleigh channels, are derived. Based on the BERs, the optimal values of pilot energy under the total transmitting energy constraints at the source and the optimal values of pilot energy under the total transmitting energy constraints at the relay are obtained, separately. Moreover, the optimal energy allocation between the pilot energy at the source, the pilot energy at the relay, the data energy at the source and the data energy at the relay are obtained when their total transmitting energy is fixed.

In Chapter 4, the outage probability performance of a dual-hop AF selective relaying system with global relay selection is analyzed for Nakagami$m$ fading channels in the presence of multiple interferers at both the relays and the destination. Two different cases are considered in this chapter. In the first case, the number of interferers is assumed to be random, as are their locations. Outage probability using the generalized Gamma approximation (GGA) in the form of a one-dimensional integral is derived. In the second case, the number and locations of the interferers are assumed to be fixed. Exact outage probability in the form of a one-dimensional integral is derived. For both cases, closed-form expressions of lower bounds and asymptotic expressions for high signal-to-interference-plus-noise ratio (SINR) are also provided. Simplified closed-form expressions of outage probability for special cases (e.g., dominant interferences, independent and identically distributed interferers, Rayleigh distributed signals) are studied.

In Chapter 5, exact results for the probability density function (PDF) and cumulative distribution function (CDF) of the sum of ratios of products
(SRP) and the sum of products (SP) of independent $\alpha-\mu$ random variables (RVs) are derived. They are in the form of a one-dimensional integral based on the existing works on the products and ratios of $\alpha-\mu$ RVs. To simplify the exact results, approximate expressions in closed-form are also provided as follows: generalized Gamma ratio approximation (GGRA) is proposed to approximate SRP; Gamma ratio approximation (GRA) is proposed to approximate SRP and the ratio of sums of products (RSP); GGA and Gamma approximation (GA) are used to approximate SP. The proposed results of the SRP can be used to calculate the outage probability for wireless multihop relaying systems or multiple scattering channels with interferences. The proposed results of the SP can be used to calculate the outage probability for these systems without interferences. Also, the proposed approximate result of the RSP can be used to calculate the outage probability of the signal-to-interference ratio (SIR) in a multiple scattering system with interference.

In Chapter 6, a new hard decision fusion rule that combines arbitrary numbers of bits for different samples taken at different nodes is proposed. The best thresholds for the fusion rules using 2 bits, 3 bits and 4 bits are obtained through simulation. The BER for the hard fusion rule with 1 bit is also derived using characteristic function. The new scheme shows that there is a tradeoff between performance and energy penalty in the decision fusion rule in wireless communication systems.

Finally in Chapter 7, the research results and findings are summarized and discussed. Also, the possible future work directions and suggestions are given.

## Chapter 2

## Background

### 2.1 Channel Models

Mathematical models are usually applied in wireless communication systems to characterize the physical channels and to clearly and conveniently reflect the important characteristics of the transmission medium. In the following, a brief introduction of the mathematical models that are used in this thesis is provided.

### 2.1.1 AWGN

The simplest model to describe the practical communication model is the additive noise channel. In this case, the transmitted signal $s(t)$ is influenced by an additive random noise, which may be caused by amplifiers or interference. If this noise is generated mainly by amplifiers at the receiver or electronic components, it can be named as thermal noise. This sort of noise can be generalized statistically to a Gaussian noise process [1]. Therefore the model for these channels is usually called additive white Gaussian noise (AWGN).

Due to its mathematical tractability and application to a large class of physical channels, it has been applied to many system analyses and research [1]. The mathematical model of AWGN is

$$
\begin{equation*}
u(t)=s(t)+n(t) \tag{2.1}
\end{equation*}
$$

where $u(t)$ is the received signal in the communication system, $n(t)$ is the additive white Gaussian noise in the channel and $t$ is the discrete time symbol. The PDF of a Gaussian RV $X$ is described in terms of the mean $\mu$ and variance $\sigma^{2}$ as

$$
\begin{equation*}
f_{X}(x)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}} \tag{2.2}
\end{equation*}
$$

Denote that $X$ follows the Gaussian distribution (or Normal distribution) as $X \sim N\left(\mu, \sigma^{2}\right)$. The CDF of a Gaussian RV is defined as

$$
\begin{equation*}
F_{X}(x)=1-Q\left(\frac{x-\mu}{\sigma}\right) \tag{2.3}
\end{equation*}
$$

where $Q(\cdot)$ is the Q function defined as [1]

$$
\begin{equation*}
Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} e^{-\frac{t^{2}}{2}} d t \tag{2.4}
\end{equation*}
$$

Also, Q function can be approximated as [1]

$$
\begin{equation*}
Q(x) \approx \frac{1}{2} e^{-\frac{x^{2}}{2}}, \quad x>0 \tag{2.5}
\end{equation*}
$$

Note that (2.5) is a very good approximation for Gaussian Q-function normally when $x \gg 3$, which has been used in some literature, such as [33].

### 2.1.2 Rayleigh Fading Channels

Apart from being influenced by the thermal noise, the transmitting signal usually undergoes fading through wireless channels as well. When a signal experiences fading during transmission, both its phase and envelope fluctuate over time.

Depending on the nature of the radio propagation, there are different models describing the statistical behaviour of the fading channel. The basic one of them is Rayleigh fading channel [34], which can be applied to describe the multipath fading with no direct line-of-sight (LOS) path. Rayleigh fading can be used in tropospheric and ionospheric signal propagation as well as heavily built-up urban environment [1]. Rayleigh fading is a reasonable model for the environment where there are many objects scatter the radio signal before it reaches the destination. Following the central limit theorem, if there is sufficiently scatter and no direct LOS path, then the channel impulse response will be well-modelled as a Gaussian process and have zero mean and phase evenly distributed between 0 and $2 \pi$ radians [35]. If $X_{1}, X_{2}$ are assumed to be two independent and identically distributed (i.i.d.) Gaussian RVs such that $X_{1}, X_{2} \sim N\left(0, \sigma^{2}\right)$, then

$$
\begin{equation*}
X=\sqrt{X_{1}^{2}+X_{2}^{2}} \tag{2.6}
\end{equation*}
$$

is a Rayleigh RV. Thus, the PDF of a Rayleigh RV is given by

$$
\begin{equation*}
f_{X}(x)=\frac{x}{\sigma^{2}} e^{-\frac{x^{2}}{2 \sigma^{2}}}, \quad x \geq 0 \tag{2.7}
\end{equation*}
$$

In this case, $X$ can be seen as the channel fading amplitude. The CDF of a

Rayleigh RV is given by

$$
\begin{equation*}
F_{X}(x)=1-e^{-\frac{x^{2}}{2 \sigma^{2}}}, \quad x \geq 0 \tag{2.8}
\end{equation*}
$$

If the instantaneous $\operatorname{SNR}$ per symbol is defined as $\gamma=X^{2} E_{s} / N_{0}$ and the average SNR per symbol as $\bar{\gamma}=\Omega E_{s} / N_{0}$, where $E_{s}$ is the energy per symbol, $\Omega=E\left(X^{2}\right), E(\cdot)$ is the expectation operator, $X^{2}$ is the received instantaneous signal power such that $E\left(X^{2}\right)=2 \sigma^{2}$ and $N_{0}$ is the power of the Gaussian noise, the instantaneous SNR follows an exponential distribution with the PDF as [34]

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{1}{\bar{\gamma}} e^{-\frac{\gamma}{\gamma}}, \quad \gamma>0 . \tag{2.9}
\end{equation*}
$$

### 2.1.3 Ricean Fading Channels

If $X_{1}$ and $X_{2}$ are distributed as $X_{1} \sim N\left(\mu_{1}, \sigma^{2}\right)$ and $X_{2} \sim N\left(\mu_{2}, \sigma^{2}\right)$ respectively, then, $X=\sqrt{X_{1}^{2}+X_{2}^{2}}$ can be defined as a Ricean RV which is used to describe the multipath fading when one of the paths, typically a line of sight signal, is much stronger than the others. Thus, the PDF of a Ricean RV is given by [1, pp. 50]

$$
\begin{equation*}
f_{X}(x)=\frac{x}{\sigma^{2}} I_{0}\left(\frac{s x}{\sigma^{2}}\right) e^{-\frac{x^{2}+s^{2}}{2 \sigma^{2}}}, \quad x>0 \tag{2.10}
\end{equation*}
$$

where $s=\sqrt{\mu_{1}^{2}+\mu_{2}^{2}}$ and $I_{0}(x)$ is written as $I_{0}(x)=\sum_{0}^{\infty}\left(\frac{x^{k}}{2^{k} k!}\right)^{2}$.

### 2.1.4 Nakagami- $m$ Fading Channels

The Nakagami- $m$ distribution gives the general version of the Rayleigh distribution. It can describe a complex fading environment through a shape
parameter $m$. The PDF of a Nakagami- $m$ RV $X$ can be given by [1]

$$
\begin{equation*}
f_{X}(x)=\frac{2 m^{m} x^{2 m-1}}{\Omega^{m} \Gamma(m)} e^{-\frac{m x^{2}}{\Omega}}, x \geq 0 \tag{2.11}
\end{equation*}
$$

where $\Omega$ is defined as $\Omega=E\left(X^{2}\right)$ and $m$ is defined as the ratio of moments or the fading parameter ranging from $1 / 2$ to $\infty$ as [1]

$$
\begin{equation*}
m=\frac{\Omega^{2}}{E\left[\left(X^{2}-\Omega^{2}\right)^{2}\right]} . \tag{2.12}
\end{equation*}
$$

In (2.12), $m=1$ gives the Rayleigh model and $\Gamma(\cdot)$ is the Gamma function which is defined as $\Gamma(z)=\int_{0}^{\infty} t^{z-1} e^{-t} d t[36]$.

Simulators for the Rayleigh and Nakagami fading channels were reported in $[37,38]$. Then, following the definition as in (2.9), the instantaneous SNR $\gamma$ of (2.11) is distributed according to a gamma distribution with the PDF given by [34]

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{m^{m} \gamma^{m-1}}{\bar{\gamma}^{m} \Gamma(m)} e^{-\frac{m \gamma}{\gamma}}, \gamma \geq 0 . \tag{2.13}
\end{equation*}
$$

The Nakagami- $m$ fading channel can provide more flexible and accurate match to the experimental signal statistics than the Rayleigh fading channel. Also, Nakagami- $m$ fading can be used to model fading channel either more or less severe than Rayleigh fading by adjusting the parameter $m$ [1]. [39] has shown that the Nakagami- $m$ fading can provide the best fit for the data signals received in urban radio multipath channels.

### 2.1.5 $\alpha-\mu$ Fading Channels

The $\alpha-\mu$ distribution, which is in fact a rewritten form of the generalized Gamma (GG) distribution, can be applied to model more complex multipath
fading, as it includes the distributions of Gamma, Nakagami-m, exponential, Weibull, one-sided Gaussian, central Chi-squared and Rayleigh fading [40]. The PDF of a $\alpha-\mu \mathrm{RV} X$ is [40]

$$
\begin{equation*}
f_{X}(x)=\frac{\alpha \mu^{\mu}}{\Gamma(\mu) \hat{\gamma}^{\alpha \mu}} x^{\alpha \mu-1} e^{-\frac{\mu x^{\alpha}}{\hat{\gamma}}}, x \geq 0 \tag{2.14}
\end{equation*}
$$

where $\alpha>0$ is related to the non-linearity of the environment [41], $\hat{\gamma}=$ $E^{1 / \alpha}\left(X^{\alpha}\right)$ is a $\alpha$-root mean value, $\mu=\frac{E^{2}\left(X^{\alpha}\right)}{V\left(X^{\alpha}\right)}$ is the inverse of the normalized variance of $X^{\alpha}$, and $V(\cdot)$ are the variance operators [40]. One can get Nakagami- $m$ fading when setting $\alpha=1$, Weibull fading when setting $\mu=1$ and Rayleigh fading when setting $\alpha=\mu=1$ in (2.14). $\alpha-\mu$ fading can be used to explore the non-linearity of the propagation medium, as sometimes fading model like Nakagami- $m$ fading may not result in a moderate fitting [42]. [43] has shown that $\alpha-\mu$ distribution can describe a signal composed of clusters of multipath waves propagating in a nonhomogeneous environment.

### 2.1.6 Characteristics of Fading Channels

## Slow and Fast Fading

If the coherence time of the channel $T_{c}$ is larger than the symbol duration time $T_{s}$, the channel can be defined as the slow fading channel, while if the coherence time $T_{c}$ is smaller than the symbol duration time $T_{s}$, the channel is called as the fast fading channel [34]. The coherence time $T_{c}$ can be related to the channel Doppler spread $f_{d}$ as

$$
\begin{equation*}
T_{c} \simeq \frac{1}{f_{d}} . \tag{2.15}
\end{equation*}
$$

## Frequency Flat and Frequency Selective Fading

If the transmitted signal bandwidth $f_{s}$ is much smaller than the coherence bandwidth of the channel $f_{c}$, the channel is called as frequency flat fading, while if the signal bandwidth $f_{s}$ is much larger than the coherence bandwidth of the channel $f_{c}$, the channel is called as frequency selective fading. The coherence bandwidth of the channel $f_{c}$ is related to the maximum delay spread $\tau_{\text {max }}$ given by [34]

$$
\begin{equation*}
f_{c} \simeq \frac{1}{\tau_{\max }} . \tag{2.16}
\end{equation*}
$$

### 2.2 Modulation Scheme

The data which needs to be transmitted through wireless channels can be both an analog signal or a digital signal. Digital signal transmission is more popular than the analog signal transmission. For instance, digital audio broadcasting (DAB) and digital video broadcasting (DVB) systems can broadcast radio and video signals through terrestrial digital transmissions, which allow for more efficient uses of frequency spectrum and can provide better quality of the sound and picture than traditional analogue methods.

Before transmission, the transmitted signal has to be encoded using either analog or digital modulation techniques to fit the channel. There are basically three types of analog modulation schemes: frequency modulation (FM), amplitude modulation (AM) and phase modulation (PM); while there are also three major classes of digital modulation techniques: frequency-shift keying (FSK), amplitude-shift keying (ASK) and phase-shift keying (PSK) [34]. The major advantage that digital modulation has over analog is that it can achieve greater fidelity. This is because digital modulation is the combination of 0 and

1 and any noise is virtually eliminated once the receiver decides whether a 0 or a 1 was transmitted. In the following, some modulation schemes used in this thesis will be introduced.

### 2.2.1 Binary Phase Shift Keying

## Introduction

PSK is the digital modulation scheme that can convey the transmitted data through the phase of the carrier wave by modulating the reference signal. In this case, the digital data can be represented by a finite number of distinct signals. For instance, the $M$ signal waveforms can be represented by [1]

$$
\begin{equation*}
s(t)=\operatorname{Re}\left\{g(t) e^{j \frac{2 \pi(m-1)}{M} e^{j 2 \pi f_{c c} t}}\right\}, \quad m=1,2, \cdots, M \tag{2.17}
\end{equation*}
$$

where $g(t)$ is the signal pulse shape and $\frac{2 \pi(m-1)}{M}, m=1,2, \cdots, M$ is the $M$ possible phases of the carrier and $f_{c}$ is the carrier frequency. A convenient way to represent PSK schemes is to use a constellation diagram, such as constellation diagram for binary phase shift keying (BPSK) and quadrature phase-shift keying (QPSK) as follows [1]


Figure 2.1: Constellation diagram for BPSK and QPSK

BPSK is the modulation with the robust and simplest implementation, which attracts great interest among the researchers and applications. It has only two phase states which are represented by the sinusoid, and two phases are different by 180 degree. During the modelling and calculation, $s(t)$ is always denoted as 1 and -1 for its two states. If one considers the signal transmitting in AWGN, the received signal $y(t)$ can be denoted as follows:

$$
\begin{equation*}
y(t)=\sqrt{E_{d}}+n(t) \tag{2.18}
\end{equation*}
$$

where $E_{d}$ is the transmitted signal energy per symbol when 1 is transmitted and,

$$
\begin{equation*}
y(t)=-\sqrt{E_{d}}+n(t) \tag{2.19}
\end{equation*}
$$

when -1 is transmitted [1]. In the performance analysis below, the time indexes will be omitted.

## Performance Analysis

In BPSK modulation, assume the probabilities of sending message 1 and -1 are $p$ and $1-p$, respectively, and assume $s_{1}=\sqrt{E_{d}}$ and $s_{2}=-\sqrt{E_{d}}$. Using (2.18) and (2.19), and defining the decision threshold as $r_{t h}$, then the decision regions can be shown as Fig. 2.2. Thus, the BER performance can be given


Figure 2.2: Decision regions

Table 2.1: Popular modulation schemes

| Attributes | Characteristics |
| :---: | :---: |
| Carrier schemes | Frequency, phase, amplitude. |
| Number of bits | If the alphabet consists of $M=2^{N}$ <br> alternative symbols, each symbol represents <br> a message of $N$ bits. |
| Detection methods | Coherent, noncoherent, differentially coherent, <br> partially coherent. |

as [1]

$$
\begin{align*}
& P_{e}=p \int_{D_{2}} \operatorname{Pr}\left(y \mid s=\sqrt{E_{d}}\right) d y+(1-p) \int_{D_{1}} \operatorname{Pr}\left(y \mid s=-\sqrt{E_{d}}\right) d y \\
& =p Q\left(\frac{\sqrt{E_{d}}-r_{t h}}{\sqrt{\frac{N_{0}}{2}}}\right)+(1-p) Q\left(\frac{r_{t h}+\sqrt{E_{d}}}{\sqrt{\frac{N_{0}}{2}}}\right) \tag{2.20}
\end{align*}
$$

If $p=1 / 2$, one can have $r_{t h}=0$, and the error probability can be simplified as

$$
\begin{equation*}
P_{e}=Q\left(\sqrt{\frac{2 E_{d}}{N_{0}}}\right) \tag{2.21}
\end{equation*}
$$

where $Q(\cdot)$ is the Gaussian Q-function and $N_{0}$ is the noise power. BPSK signaling can be used with rectangular pulses, which has constant envelope. However, in practice, filtered pulse shapes are more preferred and employed [1]. Also, a root-raised-cosine filter (RRC) are usually used as the transmit and receive filter in the digital communication system to perform matched filtering, which helps to minimize the inter-symbol interference (ISI).

### 2.2.2 Higher Order Modulations

Higher-order modulation schemes are the modulations usually with an order of four or higher such as QPSK, and 4-pulse amplitude modulation (4-PAM). Although BPSK gives the better BER performance than QPSK and 4-PAM, QPSK and 4-PAM can transmit twice the data rate in a given bandwidth compared to BPSK. Thus there is a tradeoff between reliability and data rate.

Other popular modulation schemes can be a combination of the attributes listed in Table. 2.1, which are based on (1) carrier schemes, such as the frequency, phase and amplitude; (2) the number of levels assigned to the modulated carrier schemes; (3) the detection schemes, such as coherent, partially coherent, noncoherent, differentially coherent [34]. According to the needs of specific wireless communication channels, sometimes a more sophisticated modulation scheme is required, which can be realized by modulating more than one attribute, such as modulating phase and amplitude together. This can satisfy the performance / power / bandwidth / reliability requirements of the specific system channel. Details and analysis about these modulation schemes are presented in Chapter 3 of [34].

### 2.3 Cooperative Wireless Relaying

Nowadays, cooperative wireless relaying has been extensively studied as an effective way to provide extra spatial diversity, combat fading, enhance the reliability and improve QoS in conventional single antenna transceiver systems [9,44-47]. Most recently, cooperative wireless relaying has been adopted in LTE-Advanced as a key technique for future generation wireless communications [6].

A typical cooperative wireless communication system with a cooperative diversity link is shown in Fig. 2.3 [44]. In Fig. 2.3, the source terminal $S$


Figure 2.3: A typical cooperative wireless communication system with a cooperative diversity link.
can not only communicate with the destination terminal $D$ directly but also can communicate through a relay $R$ to $D$. In this case, the communication period can be divided into two intervals. In the first interval, $S$ communicates with the $R$ and $D$ while in the second interval, only the relay $R$ communicates with $D$. The destination $D$ can combine the two received signals from those two transmission periods. In this system, one can see that if the direct link is faded deeply, then the relay link is an effective way to compensate for that, which may still achieve the acquired performance. The end-to-end performance analysis and a selection combining scheme for this system is presented in [44].

In the LTE-Advanced standard, source terminal $S$ in Fig. 2.3 is referred to as a base station (eNodeB), destination terminal $D$ in Fig. 2.3 is referred to
as user equipment (UE) and $R$ in Fig. 2.3 is referred to as a relay node (RN), as in Fig. 2.4. The link between eNodeB and RN is denoted as a backhaul link or Un interface, whereas the link between RN and UE is denoted as access link or Uu interface. The eNodeB can transmit the signal at a higher power,


Figure 2.4: Cooperative wireless relaying in LTE-Advanced standard.
which is able to cover a larger area than the RN. Thus, each UE can either communicate with the eNodeB via the help of low-power RNs or directly with the eNodeB. In this case, the remote UEs or cell edge UEs can be well served and therefore the capacity and coverage of the network can be improved [6].

### 2.3.1 Cooperative Techniques and Performance Analysis

Several cooperative strategies have been proposed in the past few years, such as AF, decode-and-forward (DF) [10], compress-and-forward (CF) [48], and coded cooperation [49]. Among them, AF (non-regenerative) and DF (regenerative) relaying are perhaps the most widely used ones. In AF relaying, the source
broadcasts its information to the relays in the first phase and then the relays simply amplify the received signals from the source and forward them to the destination in the second phase, while in DF relaying, the source broadcasts its information in the first phase but the relays have to decode the received signals from the source and then re-encode the signals before forwarding them to the destination [9]. AF relaying can be seen as an analog cooperative method whereas DF relaying can be seen as a digital cooperative method. For systems with relatively bad backhaul links, AF relaying is more favourable than DF relaying [6].

For AF relaying in the LTE-Advanced standard, the relay node RN only operates as a repeater, such that the signals are simply amplified and forwarded from the eNodeB to the UE. Thus, only the radio frequency protocol layer is equipped in RN [50]. Also, the interference or the noise are amplified by the RN to the UE in this case. For DF relaying in the LTE-Advanced standard, the RN first decodes the transmitted signal from the eNodeB and then re-encodes the signal to the UE. In this case, the radio frequency layer and physical layer are both needed in RN [50]. Therefore, DF relaying has a more complex structure than AF relaying and the processing delay in DF relaying in terms of decoding and encoding can be longer than AF relaying [50]. However, DF relaying has better received SINR than AF relaying as the noise and the interference can be removed in DF relaying. Due to the lower complexity and simpler structure, AF relaying is more attractive than DF relaying for some source-limited or power-limited applications [46]. End-to-end performance of two-hop wireless communication systems with AF relaying over flat Rayleigh fading channels is analyzed in [47]. Outage probability and average BER expressions for noise limited systems are presented in [47].

AF relaying can be further categorized into relays with channel state information (CSI) and relays without CSI (blind relaying). For the former case, the relays can use instantaneous CSI of the first hop to control the amplification gain. Thus, in this case, the power of the retransmitted signal in the relay side can be fixed [46]. For the latter case, relays without CSI do not need instantaneous CSI of the first hop but use the fixed amplification gain. In this case, the power of the retransmitted signal in the relay side is variable [46]. Although the relays with CSI have better performance than the relays without CSI, an estimator is needed to obtain CSI in CSI-aided relays and therefore, the complexity of relays with CSI increases [46]. The exact outage probability of two-hop CSI-aided AF relaying over Nakagami-m fading channel is proposed in [51]. A comprehensive framework for the performance analysis of AF relaying with CSI-assisted over several fading channels is presented in [52]. In [52], a simple lower bound for outage probability is given based on the moment generating function (MGF).

In a multiple-access system or a frequency-reused cell, interference from other transmitting sources, i.e. interferers, may cause a performance degradation and therefore, cannot be ignored in the performance analysis. In [53], the outage probability and average BER of a dual-hop relaying system with fixed gain over Nakagami- $m$ fading channel in the presence of a single interferer are investigated. It was shown in [53] that the presence of the interferer at the destination and at the relay leads to a floor point in the BER performance and outage probability. A tight lower bound for BER of dual-hop AF with CSI-aided over Nakagami- $m$ fading channel in the presence of multiple interferers at the relay is derived in [54]. Closed-form expressions for the exact outage probability is given in [54]. Also, outage probability of two-hops AF
relaying systems with co-channel interference over Nakagami- $m$ fading is investigated in [55]. In [55], multiple co-channel interferers at both the relay and destination are considered.

### 2.3.2 Cooperative Relaying

In mobile networks, in order to achieve the improvement in coverage, throughput, adaptability, connectivity, deployment and capacity and less transmit power in each individual node, packets are more likely to propagate from the source through several intermediate relaying nodes before they can reach the destination. This is known as multihop transmission, which can be applied to WLAN, cellular, ad-hoc, and hybrid networks [11].

The diagram of multihop transmission can be found in Fig. 2.5. In


Figure 2.5: Multihop transmission.
multihop systems, the signal can be transmitted from the source $S$ to the destination $D$ through several intermediate relaying nodes $R_{1} \cdots R_{n}$. Multihop systems have the benefits of broadening the network without using a large amount of transmitting power and improving connectivity in each node $[11,56]$. Also, they can promote higher data rates resulting in higher throughput, and they make use of wireless medium more efficient.

Reference [11] presented and characterized four channel models for multihop wireless communication systems, and introduced the concept of multihop diversity. An analytical framework for the evaluation of the end-to-end outage probability of multihop wireless relaying systems over Nakagami- $m$ channels is
reported in [57]. Closed-form lower bounds for the performance of the multihop transmissions with nonregenerative relays over not necessarily identically distributed Nakagami- $m$ fading channels are presented in [56]. The benefits of the multihop relaying are emphasized in [58] for broadband cellular mesh networks. Also, the design suggestion on spectrum allocation, relay deployment are given in [58]. The tight closed-form upper bound for the ergodic capacity and outage probability performance of multihop relaying with an arbitrary number of cooperative intermediate relays and no direct link between the source and destination nodes over Nakagami- $m$ fading are investigated in [59].

### 2.3.3 Relay Combining

In a cooperative communication system, idle nodes acting as virtual antennas are employed to forward signals from the source to the destination to achieve cooperative space diversity. In this case, combining method is used in destination $D$ to combine signals from the source $S$ through relays $R_{1}, R_{2}, \ldots, R_{n}$, as shown in Fig. 2.6.

The most frequently used relay combining schemes are maximum ratio combining (MRC) [60], equal gain combining (EGC) [60] and relay selection combining [61]. Performance analysis of EGC and MRC receivers operating on $\alpha-\mu$ fading channels has been conducted in [60]. An exact average BER for the distributed spatial diversity wireless systems with $K$ relays over a Rayleigh fading channel is analysed in [62]. It has been shown that the conventional MRC is the optimum detection scheme and it could achieve the full diversity order of $K+1$. [62] has also considered the direct link between the source and


Figure 2.6: Two-hop cooperative relay combining.
destination.
Diversity order of MRC with $L$ antennas using amplify and forward in Nakagami- $m$ fading channels was studied in [63]. The bit error rate and outage probability for EGC over independent non-identical Nakagami- $m$ fading using MGF were studied in [64]. Also, the error performance and diversity of multi-source multi-relay wireless networks have been analyzed in [65]. Binary Network-coded cooperative diversity protocols and MRC schemes have been used in [65].

The diversity performance of cooperative communication improves as the number of idle nodes increases [62]. However, the complexity of the network also become larger as the number of the idle nodes increases. In the applications such as WSNs, performance is less important than complexity since the main goal for WSNs is to achieve long battery life once the minimum performance requirement is met [66]. Moreover, the relays have different locations such that each transmitted signal through different paths causes different
attenuations, resulting in different performance. Therefore, relay selection is vital in reducing the network complexity in cooperative communication systems [66].

A comprehensive overview of relay selection is introduced in [61], where single-relay selection approaches and multiple-relay selection approaches are reviewed. Reference [67] proposed a novel scheme by selecting the best relay from a set of $K$ available relays and then applies these relays for combination between the destination and the source. Reference [68] presented the optimal selection scheme for AF relaying among a set of multiple relays over Rayleigh fading channels under an aggregate power constraint. Also, reference [69] proposed the selection scheme for AF relaying by comparing the instantaneous SNR with a preset threshold from a subset of idle nodes.

Then, new partial relay selection schemes (i.e. selecting the idle user with the strongest second-hop instantaneous SNR or using the received signal amplitude for selection) for cooperative AF relaying over Nakagami- $m$ fading channels was proposed in [70]. In [66], the partial selection schemes were compared with the optimal selection scheme. [66] has shown that the new partial selection scheme with the simpler structure has almost the same performance as the full selection scheme in some cases. Although the partial relay selection schemes cannot perform as well as the optimal selection schemes, they can reduce the complexity of hardware and software designed for the systems greatly [70].

Receiver selection diversity in the Rayleigh fading using BPSK and Alamouti transmission scheme in the presence of channel estimation error was studied in [71]. Space-time sum of squares combining selection and space-time sum of magnitudes selection were presented in [71], which has shown that these
two schemes have the simpler structures and with nearly the same performance as SNR selection. The exact end-to-end error probability using full channel state information selection combining for decode and forward system in a flat Rayleigh fading environment was studied in [72]. [72] has shown that the full channel state information selection combining can effectively utilize the instantaneous SNR of the source to relay channel at the destination. An orthogonal space-time block code with a minimum-selection generalized selection combining was presented in [73]. Dual-hop systems with multiple antennas have been studied in [74], where some realistic propagation conditions have been taken into consideration, such as keyhole channels, spatial correlation and cochannel interference. The analytical expressions of the symbol error rate and outage probability have been presented in [74]. Moreover, the performance of the optimum combining with the decode and forward relaying over Nakagami$m$ fading in the presence of co-channel interference at the relays and at the destination has been reported in [75].

### 2.4 Decision Fusion

Since there are a variety of impairments such as noise, attenuation, fading, interference and distortion contributing to errors in the wireless channel, which will affect the signal transmission, it is important to understand how to receive the information transmitted by the source to the maximum possible extent. Data fusion is a technique that can combine data from different mobile nodes, multiple sensors, secondary users and diversity branches to achieve the improved accuracies and performance [33].

The diagram of decision fusion composed of fusion centre and $N$ nodes
is shown in Fig. 2.7. For instance, in cognitive radio, each secondary user


Figure 2.7: Decision fusion composed of fusion center and $N$ nodes.
can be equipped with the detector, which can make a local sensing and then forward the information to a fusion centre to make a final decision about the existence of the primary user [76]. Also, in WSNs, considering there are a large number of tiny autonomous sensors which can detect a target or a situation at the same time. Each sensor determines a local decision according to the target and transmits the data to the fusion centre which will combine these detection results to produce the final decision [33, 77].

Hard-decision and soft-decision fusion rules are the most used decision methods [78]. In hard-decision combining strategy, each cooperative node performs a local observation and then transmits a binary number indicating
status of the situation to a fusion centre. On the other hand, in soft-decision combining strategy, each cooperative node sends its full observation of the situation to the fusion centre. Theoretically, soft-decision fusion method can achieve optimum performance at the expense of large communication bandwidth and cost [79]. It was shown in $[78,79]$ that the performance of hard decision fusion using multiple bits is not as good as soft decision fusion where the whole samples are sent to the fusion centre, but hard decision fusion requires less communication bandwidth with simpler structure [80]. Therefore, there is a tradeoff between complexity and performance in both hard-decision and soft-decision fusion rule.

Three algorithms for suboptimal signal detection applied to the additive mix of orthogonal sinusoidal signals have been reported in [81]. Also, the weighted partial decision detectors have been analyzed in [82] for arbitrary signal-to-noise ratios under Gaussian noise. In [83], the Neyman-Pearson optimum generalized multinomial detectors that minimize the error probability for deterministic signals were studied. In [84], diversity schemes with distributed decision combining for direct sequence CDMA have been studied in a shadowed Rician fading channel. The diversity schemes with maximal ratio, selection and distributed decisions have also been analyzed in [84].

### 2.5 System Performance Measures

In the digital communication system, many measurements can be used to predict or evaluate the system performance and then can provide insights and guidelines to the practical system design. The most important ones are introduced below.

### 2.5.1 Signal-to-Noise Ratio

SNR is a very important performance measure in the digital communication system. It serves as an effective indicator of the overall fidelity of the system and is defined as the power ratio of a signal (meaningful information) to the background noise (unwanted signal) as [34]

$$
\begin{equation*}
\gamma=\frac{P_{s}}{N_{0}} X^{2} \tag{2.22}
\end{equation*}
$$

where $X$ is a random variable, $\gamma$ denotes the instantaneous SNR, $P_{s}$ is the signal power and $N_{0}$ is the noise power. The average $\operatorname{SNR} \bar{\gamma}$ can be given as

$$
\begin{equation*}
\bar{\gamma}=\int_{0}^{\infty} \gamma f(\gamma) d \gamma \tag{2.23}
\end{equation*}
$$

where $f(\gamma)$ is the PDF of instantaneous SNR $\gamma$. ML estimations of SNR using digitally modulated signals for sampled signal processing receivers and continuous time signal processing receivers are reported in [85].

### 2.5.2 Outage Probability

Outage probability is another measure that is widely used in wireless channels for the evaluation of the performance of wireless communication systems. It is defined as the probability that the instantaneous error probability exceeds a specified value or equivalently the probability that the output SNR falls below a certain threshold as [34]

$$
\begin{equation*}
P_{\text {out }}\left(\gamma_{\text {th }}\right)=\operatorname{Pr}\left(\gamma<\gamma_{\text {th }}\right)=\int_{0}^{\gamma_{t h}} p_{\gamma}(\gamma) d \gamma \tag{2.24}
\end{equation*}
$$

where $\gamma_{t h}$ denotes the receiver sensitivity. Also, $\gamma_{t h}$ can be given as $\gamma_{t h}=$ $2^{2 R}-1$, where $R$ is the transmission rate. One can show that (2.24) is the CDF of SNR $\gamma$ as well.

### 2.5.3 Bit Error Rate

The BER is defined as the error probability of a detection scheme and it is a nonlinear function of the instantaneous SNR [34]. BER is a very important measure which can be applied to examine the nature of the wireless communication system. It can be expressed for general form of coherent binary modulations as [86]

$$
\begin{equation*}
P_{e}=a Q(\sqrt{b x}) \tag{2.25}
\end{equation*}
$$

where $x$ is the instantaneous signal-to-noise ratio, $(a, b)=(1,2)$ is for BPSK, $(a, b)=(1,1)$ is for binary frequency-shift keying (BFSK), $(a, b)=\left(2 \frac{M-1}{M}\right.$, $\frac{6}{M^{2}-1}$ ) is for M-ary pulse amplitude modulation (M-PAM) and $Q(\cdot)$ denotes the Gaussian Q-function.

For Non-coherent modulations, the general form of BER can be represented as [86]

$$
\begin{equation*}
P_{e}=a e^{-b x} \tag{2.26}
\end{equation*}
$$

where $x$ is the instantaneous signal-to-noise ratio, $(a, b)=(0.5,1)$ is for differential binary phase-shift keying (DBPSK), $(a, b)=(0.5,0.5)$ is for noncoherent binary frequency-shift keying (NCBFSK). Other BER expressions are presented in [34]. To get the average BER, a further integral on the instantaneous BER expression with respect to the instantaneous SNR, with the help of the PDF expression of SNR is needed.

### 2.6 Related Methods

### 2.6.1 Moment Generating Function

The MGF of a RV $X$ can be defined as [87]

$$
\begin{equation*}
M_{X}(s)=\int_{-\infty}^{\infty} f_{X}(x) e^{s x} d x \tag{2.27}
\end{equation*}
$$

where $f_{X}(x)$ is the PDF of X . MGF provides an alternative method to analyze the performance, different from working directly with PDF or CDF of the RV. If $X_{1}, X_{2}, \ldots X_{n}$ is a sequence of independent RVs and if

$$
\begin{equation*}
S_{n}=\sum_{i=1}^{n} a_{i} X_{i} \tag{2.28}
\end{equation*}
$$

where $a_{i}$ is the constant which represents the weight of $X_{i}$. One can see that the PDF of $S_{n}$ is the convolution of PDF of each $a_{i} X_{i}, i=1,2 \ldots n$. With the help of MGF, one can get the PDF of $S_{n}$ as

$$
\begin{align*}
& f_{S_{n}}(t)=L^{-1}\left[M_{X}^{\prime}(s)\right] \\
& =\frac{1}{2 \pi j} \int_{\sigma-j \infty}^{\sigma+j \infty} M_{X}^{\prime}(s) e^{-s t} d s \tag{2.29}
\end{align*}
$$

where $\sigma$ is chosen to make the integral converge in the complex $s$ plane. $M_{X}^{\prime}(s)=M_{X_{1}}\left(a_{1} s\right) M_{X_{2}}\left(a_{2} s\right) \ldots M_{X_{n}}\left(a_{n} s\right)$ and $L^{-1}(\cdot)$ is the inverse transformation operator. MGF is a very convenient method and widely used in analyzing the performance of cooperative wireless systems [88]. For instance, the outage
probability can be derived using the MGF as [34]

$$
\begin{equation*}
P_{\text {out }}\left(\gamma_{t h}\right)=\frac{1}{2 \pi j} \int_{\sigma-j \infty}^{\sigma+j \infty} \frac{M_{X}(-s)}{s} e^{s \gamma_{t h}} d s \tag{2.30}
\end{equation*}
$$

Also, the BER can be obtained using MGF as

$$
\begin{equation*}
P_{e}=\frac{1}{2 \pi j} \int_{\sigma-j \infty}^{\sigma+j \infty} \frac{M_{D \mid \gamma}(-s)}{s} d s \tag{2.31}
\end{equation*}
$$

where $M_{D \mid \gamma}(s)$ denotes the MGF of the decision variable $D \mid \gamma$, which can be found in [34, pp. 9] for different modulation schemes.

### 2.6.2 Characteristic Function

The characteristic function of a RV $X$ is defined as [87]

$$
\begin{equation*}
\Phi_{X}(\omega)=\int_{-\infty}^{\infty} f_{X}(x) e^{j w x} d x \tag{2.32}
\end{equation*}
$$

where $f_{X}(x)$ is the PDF of variable $X$. If $j w$ is changed to $s$, the characteristic function becomes the moment generating function of $X$. In this case, the PDF is given by

$$
\begin{equation*}
f_{X}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \Phi_{X}(\omega) e^{-j w x} d w \tag{2.33}
\end{equation*}
$$

Unlike MGF, which may not exist, as the integrals may not converge absolutely in (2.27), the characteristic function always exists. Then in some cases, characteristic function is more suitable to use, such as the case in [33].

### 2.6.3 Moment-Matching Method

The moment-matching method is widely used to fit an analytically complicated distribution or a distribution of empirical data by using a more tractable one [60,89-93]. The most popular used approximation distributions in cooperative wireless communications are Gaussian distribution, GG distribution and Gamma distribution.

## Gaussian Distribution

The PDF of a Gaussian distribution RV $Y$ is given by

$$
\begin{equation*}
f_{Y}(y)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{(y-\mu)^{2}}{2 \sigma^{2}}} . \tag{2.34}
\end{equation*}
$$

One can use (2.34) to approximate another analytically complicated distribution, such as the applications in $[92,93]$. One can see that there are two unknown parameters in (2.34), which can be determined by using

$$
\begin{equation*}
\mu=E(I) \tag{2.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma^{2}=E\left(I^{2}\right)-E^{2}(I) \tag{2.36}
\end{equation*}
$$

where $I$ is the RV of another complicated distribution.

## Generalized Gamma Distribution

The PDF of a GG distribution RV $Y$ is given by

$$
\begin{equation*}
f_{Y}(y)=\frac{p a^{-d} y^{d-1} e^{-\left(\frac{y}{a}\right)^{p}}}{\Gamma\left(\frac{d}{p}\right)}, y>0 \tag{2.37}
\end{equation*}
$$

where $d>0, p>0$ are shape parameters and $a>0$ is the scale parameter. GG distribution is also named as $\alpha-\mu$ distribution [40], which can be seen as a generalization of the two parameter Gamma distribution. One can have the $c$-th order moment $E\left(Y^{c}\right)$ of (2.37) as [94]

$$
\begin{equation*}
E\left(Y^{c}\right)=\frac{a^{c} \Gamma\left(\frac{d+c}{p}\right)}{\Gamma\left(\frac{d}{p}\right)} . \tag{2.38}
\end{equation*}
$$

By matching the first, second and third moment of GG distribution to the first, second and third moment of another analytically complicated distribution or the empirical data, three unknown parameters $a, d$ and $p$ in (2.37) can be determined. Thus the following equations (2.39) have to be solved numerically to obtain $a, d$ and $p$.

$$
\left\{\begin{array}{l}
\frac{a \Gamma\left(\frac{d+1}{p}\right)}{\Gamma\left(\frac{d}{d}\right)}=E(I)  \tag{2.39}\\
\frac{a^{2} \Gamma\left(\frac{d+2}{p}\right)}{\Gamma\left(\frac{d}{p}\right)}=E\left(I^{2}\right) \\
\frac{a^{3} \Gamma\left(\frac{d+3}{p}\right)}{\Gamma\left(\frac{d}{p}\right)}=E\left(I^{3}\right)
\end{array}\right.
$$

where $I$ is the RV of the complicated distribution to be approximated, such as the application in [89, 95, 96].

## Gamma Distribution

By setting $p=1$ in (2.37), the PDF of a Gamma distribution RV $Y$ can be given as

$$
\begin{equation*}
f_{Y}(y)=\frac{y^{k-1} e^{-y / \theta}}{\theta^{k} \Gamma(k)}, y>0 . \tag{2.40}
\end{equation*}
$$

One can see that there are two unknown parameters $k$ and $\theta$ in (2.40), which can be determined by $[60,90,91]$

$$
\begin{equation*}
k=\frac{E^{2}(I)}{V(I)} \tag{2.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta=\frac{V(I)}{E(I)} \tag{2.42}
\end{equation*}
$$

where $I$ can be seen as the RV of another complicated distribution.

## Chapter 3

## Performance Analysis and

## Optimal Energy Allocation for

## Amplify-and-Forward Relaying

## Using Pilot-Aided Maximum

## Likelihood Estimation

### 3.1 Introduction

Dual-hop transmission has been commonly used in cooperative wireless communications [9, 30, 45-47, 97-100]. It can be mainly categorized into AF and DF relaying as it is introduced in the previous chapter. Depending on the nature and complexity of the AF relays, the amplification gain of the AF relay can be classified as variable gain or fixed gain [46], [47]. A variable gain AF relay requires the instantaneous CSI of the first hop while a fixed gain AF relay
does not. Although a fixed gain relay is not expected to perform as well as a variable gain relay, it has lower power consumption due to the saved power on the acquisition of the instantaneous CSI at the relay. In practice, CSI is often acquired by estimation which can be performed by using either unknown or known symbols [1]. A pilot-symbol-aided system was proposed to obtain CSI using known symbols [101]. For example, linear minimum mean squared error (LMMSE) channel estimation with pilot symbols for AF relaying was studied in $[98,102,103]$. In a variable gain AF, the instantaneous CSI can be estimated both at the relay in order to determine the variable gain and at the destination for coherent demodulation, separately. This is termed as DCE, as was studied in [30, 98]. Unlike a variable gain AF, in a fixed gain AF, since no CSI is required at the relay, only a CCE consisting of both the source-torelay link and the relay-to-destination link can be used to estimate CSI at the destination [30, 98-100, 104].

In all these aforementioned works, the estimation accuracy or the performance of the channel estimator were considered assuming unlimited power, while in practice the total power is often limited such that an optimal power allocation for pilots may be required. The authors in [105] used outage probability as a measure to obtain the optimal power allocation and they considered the allocation between training and data symbols under the total transmitting power constraint at the source but did not consider the power allocation at the relay. However, the relay is usually complexity- and power-limited. Therefore, optimal power allocation at the relay is equally important and cannot be ignored. The authors in [106] considered the power allocation between training and data symbols both at the relay and at the source using a signal-to-noise ratio measure. However, it was reported in [107] that power allocation scheme
using BER measure often achieves considerable BER performance gain over that using SNR measure, when the relay is closer to the source than to the destination.

Moreover, [106] considered two power constraints: a total transmit power constraint between source and relay as well as individual power constraints at source and relay, respectively. The former can be applied in the case when the total power saving is more important, such as fixed nodes which can be charged, while the latter can be used in the case when the individual battery power or the individual lifetime is more important, such as moving nodes. The authors in [108] also considered similar power allocation between training and data symbols as in [106] but used an outage probability measure instead. Since a further integral on SNR is needed, derivations of BER and outage probability are often more difficult than that of SNR in most AF systems. Therefore, one can choose to obtain the optimal power allocation according to the application and the complexity of the AF system using the specific measure, such as SNR, outage probability or BER.

Furthermore, the authors in [105], [106] and [108] all considered the case when the signal experiences fast fading such that LMMSE is necessary and must be used in channel estimation. In this case, the system model is so complex such that derivations of SNR, outage probability or BER using channel estimates are very difficult, if not impossible. As a result, power allocations based on SNR, outage probability or BER often do not have closedform in this case.

However, in many previous works [109], [110] and in high data-rate applications [111], the channel coherence time is much larger than the bit interval such that the signal only experiences slow or even block fading. In
this case, since the channel gain is not time-varying, maximum likelihood estimation with a much simplified structure is more suitable to obtain the channel estimates [85]. To the best of the authors' knowledge, none of the works in the literature have considered the optimal energy allocation for AF relaying in the slowly fading channel using ML estimation.

In this chapter, the performance for an AF relaying system in a slowly fading Rayleigh channel using pilot-symbol-aided ML channel estimation is analyzed. Also, the optimal energy allocation of these channels are derived. The contributions of this chapter can be summarized as follows:

- The pilot-symbol-aided ML estimation methods for both DCE and CCE are first introduced. For DCE, the case when the fading gain is estimated at the relay as well as the case when the fading gain is estimated at both the relay and destination are considered, separately. For CCE, the case when the fading gain is estimated at the destination is considered. Based on these, the outage probabilities of AF relaying for DCE and CCE are derived for variable and fixed gains, respectively.
- Then the general form of the BER expressions for high order modulations with DCE and CCE is derived. Two kinds of closed-form approximations for DCE with different complexity and accuracy are provided while the closed-form approximations for CCE with two kinds of amplification factors are provided.
- More importantly, using these BER expressions of both DCE and CCE, the optimal values of pilot energy under the total transmitting energy constraints at the source and at the relay are obtained, separately. This is the case when the source, relay or destination are battery-limited moving nodes. Moreover, the optimal energy allocation between the pilot energy at the source,
the pilot energy at the relay, the data energy at the source and the data energy at the relay are obtained when their total transmitting energy are fixed. This is the case when the source, relay and destination are fixed nodes that can be charged.
- Finally, numerical results are presented to illustrate and verify our theoretical analysis. They show that the derived simple closed-form expressions match well with the simulation. Also, they show that the optimal energy values of the data and pilot from our derived methods are nearly the same as what are observed from the BER simulation curves. More importantly, they show that our optimal energy allocation methods outperform the conventional system without optimal energy allocation, which could be as large as several dB's in some cases.

The remainder of this chapter is organized as follows. Section 3.2 introduces the system model while Section 3.3 shows the pilot-aided ML estimation methods for DCE and CCE. Section 3.4 derives the BER and outage probability of AF using a variable gain in DCE, whereas Section 3.5 derives the BER and outage probability of AF using a fixed gain in CCE, based on which, the approximation expressions and the optimal energy allocations are obtained. Numerical results are presented in Section 3.6, followed by concluding remarks in Section 3.7.

## Meijer's G-Function

Meijer's G-function is a very general function which can be reduced to many special functions in many common cases. The Meijer G-function is defined
by [112]

$$
G_{p, q}^{m, n}\left(\begin{array}{c} 
 \tag{3.1}\\
x \mid \\
a_{1}, \ldots, a_{p} \\
b_{1}, \ldots, b_{q}
\end{array}\right)=\frac{1}{2 \pi i} \int_{L} \frac{\prod_{j=1}^{m} \Gamma\left(b_{j}-s\right) \prod_{j=1}^{n} \Gamma\left(1-a_{j}+s\right)}{\prod_{j=m+1}^{q} \Gamma\left(1-b_{j}+s\right) \prod_{j=n+1}^{p} \Gamma\left(a_{j}-s\right)} x^{s} d s
$$

where $\Gamma(\cdot)$ is the gamma function. This integral may be considered as an inverse Mellin transformation and can be reduced to many special functions such as [113]

$$
\begin{gather*}
G_{0,1}^{1,0}\left(\begin{array}{cc} 
& - \\
-x \mid \\
& 0
\end{array}\right)=e^{x},  \tag{3.2}\\
G_{2,2}^{1,2}\left(\begin{array}{r}
1,1 \\
x \mid \\
1,0
\end{array}\right)=\ln (1+x) \tag{3.3}
\end{gather*}
$$

and etc. The Meijer's G-function will be extensively used in this thesis.

### 3.2 System Model

In this chapter, an AF cooperative system with one source $S$, one destination $D$ and one relay $R$ is considered. Also, assume there is no direct link between the source and the destination, as shown in Fig. 3.1. In the first time slot, the


Figure 3.1: AF cooperative system with one source, one destination and one relay.
source transmits the signal to the relay such that the received signal at the
relay can be expressed as

$$
\begin{equation*}
u(t)=\sqrt{E_{d}} h_{1} s(t)+n_{1}(t) \tag{3.4}
\end{equation*}
$$

where $h_{1}$ is the complex fading gain in the channel between the source and the relay, $E_{d}$ is the transmitted signal power per data symbol, $s(t)$ is the transmitted data symbol with the unit power such that $E\left(|s(t)|^{2}\right)=1$, and $n_{1}$ is the complex AWGN in the channel between the source and the relay with noise power $N_{1}$.

In the second time slot, the received signal at the relay is amplified and forwarded such that the received signal at the destination can be given by

$$
\begin{equation*}
y(t)=G h_{2} u(t)+n_{2}(t) \tag{3.5}
\end{equation*}
$$

where $h_{2}$ is the complex fading gain in the channel between the relay and the destination, $n_{2}$ is the complex AWGN in the channel between the relay and the destination with noise power $N_{2}$, and $G$ is the amplification factor in the relay side.

Assume that all the links experience Rayleigh fading with $E\left(\left|h_{1}\right|^{2}\right)=\Omega_{1}$ and $E\left(\left|h_{2}\right|^{2}\right)=\Omega_{2}$. Assume that $r$ is the path-loss exponent and that $d_{1}$ and $d_{2}$ are the distances between the source and the relay, the relay and the destination, respectively. Therefore, one has $\Omega_{1}=L d_{1}^{-r}$ and $\Omega_{2}=L d_{2}^{-r}$, where $L$ is a constant that takes antenna gains and other power factors into account. Also assume that all nodes have similar transmitter/receiver settings such that $L$ is the same for all hops. Define the instantaneous SNR between the source and the relay, and between the relay and the destination as $\gamma_{1}=E_{d}\left|h_{1}\right|^{2} / N_{1}$
and $\gamma_{2}=E_{s}\left|h_{2}\right|^{2} / N_{2}$, respectively, and the average SNR as $\bar{\gamma}_{1}=E_{d} \Omega_{1} / N_{1}$ and $\bar{\gamma}_{2}=E_{s} \Omega_{2} / N_{2}$, respectively, where $E_{s}$ is the transmitted power per data symbol at the relay that is included in $G$. Therefore, the PDFs of $\gamma_{1}$ and $\gamma_{2}$ can be given by $f\left(\gamma_{1}\right)=\frac{1}{\gamma_{1}} e^{-\frac{\gamma_{1}}{\gamma_{1}}}$ and $f\left(\gamma_{2}\right)=\frac{1}{\gamma_{2}} e^{-\frac{\gamma_{2}}{\gamma_{2}}}$, respectively [1].

Consider the case when $W_{1}$ pilot symbols each with transmitted power $E_{w_{1}}$ are inserted before $D$ data symbols at the source, giving a frame of $W_{1}+D$ symbols. At the relay, in DCE, $W_{2}$ pilot symbols each with the transmitted power $E_{w_{2}}$ are inserted into the frame received from the source, while in CCE, the same pilot symbols $W_{1}$ from the source are amplified and forwarded to the destination with transmitted power $E_{w_{2}}$ such that no additional pilots are inserted at the relay. Note that this chapter still uses the notation $W_{2}$ to denote the number of pilot symbols at the relay for CCE but $W_{2}=W_{1}$ in this case, as shown in Fig. 3.2.


Figure 3.2: Symbol frame for CCE and DCE.

Assume that $n_{w_{1}}$ and $n_{w_{2}}$ are the complex AWGN in the channel between source and relay, and the channel between relay and destination with noise power $N_{w_{1}}, N_{w_{2}}$, during the transmission of $W_{1}, W_{2}$ pilot symbols, respectively. Note that $N_{w_{1}}$ and $N_{w_{2}}$ can be the same as $N_{1}$ and $N_{2}$, respectively, but can also be different from $N_{1}$ and $N_{2}$, if one considers the different noise that occurs in the pilot or data transmission periods separately. Also, assume block fading channels such that the fading gains remain the same during the whole frame. Let $P_{T}, P_{1}, P_{2}, P_{d}, P_{s}, P_{w_{1}}$ and $P_{w_{2}}$ be the total energy, the
total energy at the source, the total energy at the relay, the total data energy at the source, the total data energy at the relay, the total pilot energy at the source and the total pilot energy at the relay, respectively. Therefore, one has $P_{T}=P_{1}+P_{2}, P_{1}=P_{d}+P_{w_{1}}, P_{2}=P_{s}+P_{w_{2}}, P_{d}=D E_{d}, P_{s}=D E_{s}$, $P_{w_{1}}=W_{1} E_{w_{1}}, P_{w_{2}}=W_{2} E_{w_{2}}$ in both DCE and CCE. Let $H_{1}=D+W_{1}$, $H_{2}=D+W_{2}$ and $H=H_{1}+H_{2}$. Also, let $P_{1}^{*}, P_{2}^{*}, P_{d}^{*}, P_{s}^{*}, P_{w_{1}}^{*}$ and $P_{w_{2}}^{*}$ be the optimal total energy at the source, the optimal total energy at the relay, the optimal data energy at the source, the optimal data energy at the relay, the optimal pilot energy at the source and the optimal pilot energy at the relay, respectively.

Note that this chapter considers the optimal energy for the whole frame in terms of $P_{d}^{*}, P_{s}^{*}, P_{w_{1}}^{*}$ and $P_{w_{2}}^{*}$, instead of the optimal power for one symbol as in $[108,114]$. In this case, one can adjust either the number of symbols or the power of one symbol to achieve this under the total energy constraints for specific application, which is more general and also more flexible than the optimal power for one symbol. Note also that this chapter considers the case when the signal experiences block fading channel such that the channel gain keeps the same in one frame. Therefore, pilot symbols can be either interleaved with the data symbols or inserted as a preamble before the data symbols, as they do not need to sample the fading process. In fast fading channels, since the fading process is time-varying, these two schemes may be different and the interleaving rate will depend on the fading rate. In the next section, the amplification factor in relay and ML estimation for both DCE and CCE will be introduced.

### 3.3 Pilot-Aided Maximum Likelihood Estimation

### 3.3.1 Disintegrated Channel Estimation

In DCE, the amplification factor $G$ is defined as [9]

$$
\begin{equation*}
\hat{G}_{v a r}^{2}=\frac{E_{s}}{E_{d}\left|\hat{h}_{1}\right|^{2}+N_{1}} . \tag{3.6}
\end{equation*}
$$

In this case, the relay and the destination estimate $h_{1}$ and $h_{2}$, separately. Let $h_{1}=x_{1}+i y_{1}$, where $x_{1}, y_{1}$ are independent and identically distributed RVs with zero mean and variance $\Omega_{1} / 2$. Assume that $\hat{h}_{1}=\hat{x}_{1}+i \hat{y}_{1}$, where $\hat{h}_{1}, \hat{x}_{1}$ and $\hat{y}_{1}$ are estimates of $h_{1}, x_{1}$ and $y_{1}$ respectively. Using the pilot-symbol-aided ML estimation [85], one can have $\hat{x}_{1} \sim N\left(x_{1}, \frac{N_{w_{1}}}{2 E_{w_{1}} W_{1}}\right)$ and $\hat{y}_{1} \sim N\left(y_{1}, \frac{N_{w_{1}}}{2 E_{w_{1}} W_{1}}\right)$, where $N(x, y)$ denotes the normal distribution with mean $x$ and variance $y$. Therefore, one can get the PDF of $\left|\hat{h}_{1}\right|$ as

$$
\begin{equation*}
f_{\left|\hat{h}_{1}\right|}(x)=\frac{2 x e^{-\frac{x^{2} E_{w_{1}} W_{1}}{N_{w_{1}}+E_{w_{1}} \Omega_{1} W_{1}}} E_{w_{1}} W_{1}}{N_{w_{1}}+E_{w_{1}} \Omega_{1} W_{1}}, x \geq 0 \tag{3.7}
\end{equation*}
$$

Similarly, one can get the PDF of $\left|\hat{h}_{2}\right|$ as

$$
\begin{equation*}
f_{\left|\hat{h}_{2}\right|}(x)=\frac{2 x e^{-\frac{x^{2} E_{w_{2}} W_{2}}{N_{w_{2}}+E_{w_{2}} \Omega_{2} W_{2}}} E_{w_{2}} W_{2}}{N_{w_{2}}+E_{w_{2}} \Omega_{2} W_{2}}, x \geq 0 . \tag{3.8}
\end{equation*}
$$

Define the estimated instantaneous SNR in the channel between the source and the relay, and that between the relay and the destination as $\hat{\gamma}_{1}=E_{d}\left|\hat{h}_{1}\right|^{2} / N_{1}$ and $\hat{\gamma}_{2}=E_{s}\left|\hat{h}_{2}\right|^{2} / N_{2}$, or $\hat{\gamma}_{1}=\frac{P_{d}}{D}\left|\hat{h}_{1}\right|^{2} / N_{1}$ and $\hat{\gamma}_{2}=\frac{P_{s}}{D}\left|\hat{h}_{2}\right|^{2} / N_{2}$, respectively.

Therefore, one can calculate the estimated average SNR as $\overline{\hat{\gamma}}_{1}=\bar{\gamma}_{1}+\gamma_{\varepsilon_{1}}$ and $\overline{\hat{\gamma}}_{2}=\bar{\gamma}_{2}+\gamma_{\varepsilon_{2}}$, respectively, where $\gamma_{\varepsilon_{1}}$ and $\gamma_{\varepsilon_{2}}$ are defined as the statistics of the channel estimation errors between source and relay, and between relay and destination, respectively, with the values of $\gamma_{\varepsilon_{1}}=\frac{E_{d} N_{w_{1}}}{N_{1} E_{w_{1}} W_{1}}$ and $\gamma_{\varepsilon_{2}}=\frac{E_{s} N_{w_{2}}}{N_{2} E_{w_{2}} W_{2}}$. Thus, the PDF of $\hat{\gamma}_{1}$ and $\hat{\gamma}_{2}$ can be given by $f\left(\hat{\gamma_{1}}\right)=\frac{1}{\hat{\gamma}_{1}} e^{-\frac{\hat{\gamma}_{1}}{\gamma_{1}}}$ and $f\left(\hat{\gamma_{2}}\right)=$ $\frac{1}{\tilde{\gamma}_{2}} e^{-\frac{\gamma_{2}}{\gamma_{2}}}$, respectively.

### 3.3.2 Cascaded Channel Estimation

In CCE, the amplification factor $G$ for the data symbols at the relay can be written as [46]

$$
\begin{align*}
G_{d_{f i x_{1}}}^{2} & =E\left[\frac{E_{s}}{E_{d} h_{1}^{2}+N_{1}}\right] \\
& =\frac{E_{s} e^{\frac{N_{1}}{E_{d} \Omega_{1}}} \Gamma\left(0, \frac{N_{1}}{E_{d} \Omega_{1}}\right)}{E_{d} \Omega_{1}} \tag{3.9}
\end{align*}
$$

or [115]

$$
\begin{align*}
G_{d_{f i x_{2}}}^{2} & =\frac{E_{s}}{E\left[E_{d} h_{1}^{2}+N_{1}\right]}  \tag{3.10}\\
& =\frac{E_{s}}{E_{d} \Omega_{1}+N_{1}} .
\end{align*}
$$

Similarly, the amplification factor for the pilot symbols at the relay is [46]

$$
\begin{align*}
G_{w_{f i x_{1}}}^{2} & =E\left[\frac{E_{w_{2}}}{E_{w_{1}} h_{1}^{2}+N_{w_{1}}}\right] \\
& =\frac{E_{w_{2}} e^{\frac{N_{w_{1}}}{E_{w_{1}} \Omega_{1}}} \Gamma\left(0, \frac{N_{w_{1}}}{E_{w_{1}} \Omega_{1}}\right)}{E_{w_{1}} \Omega_{1}} \tag{3.11}
\end{align*}
$$

or [115]

$$
\begin{align*}
G_{w_{f i x_{2}}}^{2} & =\frac{E_{w_{2}}}{E\left[E_{w_{1}} h_{1}^{2}+N_{w_{1}}\right]}  \tag{3.12}\\
& =\frac{E_{w_{2}}}{E_{w_{1}} \Omega_{1}+N_{w_{1}}} .
\end{align*}
$$

Instead of estimating $h_{1}$ and $h_{2}$ separately at the relay and at the destination as in DCE, this section estimates the product of $h_{1}$ and $h_{2}$ at the destination in CCE. In this case, the relay uses a fixed gain which remains constant and no estimator is needed at the relay to simplify the structure of the relay. On the other hand, in DCE, extra power is consumed to estimate the instantaneous CSI for $\hat{G}_{v a r}$, although DCE has a slightly better performance than CCE in some regions [47]. Define the instantaneous equivalent channel gain between the source and the destination as $H$. Then the received pilot symbol at destination can be written as

$$
\begin{equation*}
y=\sqrt{E_{w_{1}}} H G_{w_{f i x_{1}}} s+n_{w} \tag{3.13}
\end{equation*}
$$

where $H=h_{1} h_{2}$ and $n_{w}=G_{w_{f i x_{1}}} h_{2} n_{w_{1}}+n_{w_{2}}$. The PDF of $|H|$ is given as [116]

$$
\begin{equation*}
f_{|H|}(x)=\frac{4 x K_{0}\left(2 \sqrt{\frac{x^{2}}{\Omega_{1} \Omega_{2}}}\right)}{\Omega_{1} \Omega_{2}}, x>0 . \tag{3.14}
\end{equation*}
$$

Define the estimated instantaneous equivalent channel gain between the source and the destination as $\hat{H}$. Also, $n_{w}$ in (3.13) is non-Gaussian but can be approximated as Gaussian [106], which helps to derive (3.15). Thus, using the pilot-symbol-aided ML estimation [85] and following the same process as in DCE in Section 3.3.1, one can get the PDF of $|\hat{H}|$ as

$$
\begin{equation*}
f_{|\hat{H}|}(x)=\frac{4 x K_{0}\left(2 \sqrt{\frac{x^{2}}{\Omega}}\right)}{\Omega}, x>0 \tag{3.15}
\end{equation*}
$$

where $\Omega=\Omega_{1} \Omega_{2}+\Omega_{\varepsilon}, \Omega_{\varepsilon}=\frac{N_{w_{2}}+G_{w_{f i x}}}{E_{w_{1}} G_{w_{f i x}}^{2} N_{w_{1}} \Omega_{2}}$ can be considered as the variance of the channel estimation error. Then, the PDF of $|\hat{H}|$ using $G_{w_{f i x_{2}}}$ can also
be obtained.

### 3.4 BER and Optimal Energy Allocation in Disintegrated Channel Estimation

This section first derive the outage probability and BER of AF using a variable gain in DCE and then study the optimal energy allocation under the total transmitting energy constraint. In the first subsection, the case when the relay estimates $h_{1}$ and the destination has perfect knowledge of $h_{2}$ is considered. This is the case for mobile relays with limited complexity and power but fixed destination with enough power for accurate $h_{2}$. It serves as a benchmark for the case when both are estimated. In the second subsection, the case when both the relay estimates $h_{1}$ and the destination estimates $h_{2}$ is considered, separately. From this case, one can see that with the power at the destination increasing, the estimation accuracy also improves, which will be verified in Section 3.6.

### 3.4.1 Estimation of CSI at the Relay

## Outage Probability and BER

The received signal at the destination can be written by omitting the time indexes as

$$
\begin{equation*}
y=\sqrt{E_{d}} h_{1} h_{2} \hat{G}_{v a r} s+\hat{G}_{v a r} h_{2} n_{1}+n_{2} . \tag{3.16}
\end{equation*}
$$

Since $\hat{h}_{1}$ is the estimate of $h_{1}$ with $\hat{h}_{1}=h_{1}+\varepsilon_{1}$, where $\varepsilon_{1}$ is the channel estimation error, one has

$$
\begin{equation*}
y=\sqrt{E_{d}}\left(\hat{h}_{1}-\varepsilon_{1}\right) h_{2} \hat{G}_{v a r} s+\hat{G}_{v a r} h_{2} n_{1}+n_{2} . \tag{3.17}
\end{equation*}
$$

After simplification, one has

$$
\begin{equation*}
y=\sqrt{E_{d}} \hat{h}_{1} h_{2} \hat{G}_{v a r} s-\sqrt{E_{d}} \varepsilon_{1} h_{2} \hat{G}_{v a r} s+\hat{G}_{\text {var }} h_{2} n_{1}+n_{2} . \tag{3.18}
\end{equation*}
$$

The end-to-end SNR can be derived from (3.18) as

$$
\begin{equation*}
\gamma_{\text {end }}^{1} 10 ~=\frac{\gamma_{2} \hat{\gamma}_{1}}{\gamma_{2}+\hat{\gamma}_{1}+1+\gamma_{\varepsilon_{1}} \gamma_{2}} \tag{3.19}
\end{equation*}
$$

where $\gamma_{\varepsilon_{1}}=\frac{E_{d} N_{w_{1}}}{N_{1} E_{w_{1}} W_{1}}, E\left(\left|\varepsilon_{1}\right|^{2}\right)=\frac{N_{w_{1}}}{E_{w_{1}} W_{1}}$ and $E\left(|s|^{2}\right)=1$ are assumed, and other symbols are defined as before. The value of $\varepsilon_{1}$ is considered as random disturbance, similar to noise. That is why $\varepsilon_{1}$ does not appear in (3.19) and only its statistics do. It is derived in Appendix A. 1 that the outage probability using the end-to-end SNR in (3.19) is
where $K_{v}(\cdot)$ is the $v$ th order modified Bessel function of the second kind [36]. Using (3.20), the BER can be calculated as [86]

$$
\begin{equation*}
P_{e}=\frac{a}{2} \sqrt{\frac{b}{2 \pi}} \int_{0}^{\infty} \frac{e^{-\frac{b}{2} x}}{\sqrt{x}} F_{\gamma_{e n d_{1}}}(x) d x \tag{3.21}
\end{equation*}
$$

where $a$ and $b$ are modulation-specific constants including $(a, b)=(1,1)$ for $\operatorname{BFSK},(a, b)=(1,2)$ for BPSK and $(a, b)=\left(2 \frac{M-1}{M}, \frac{6}{M^{2}-1}\right)$ for $M$-PAM. Also, the BER expression in (3.21) is a good approximation to the BER of some higher order modulations, such as $(a, b)=\left(2,2 \sin ^{2}(\pi / M)\right)$ for $M$-PSK.

The BER in (3.21) can be approximated in two ways. First, one can approximate the BER as

$$
\begin{equation*}
P_{e} \approx \frac{1}{2} a\left(1-\frac{\sqrt{b}}{\sqrt{b+2 \beta_{2}}}\right) \tag{3.22}
\end{equation*}
$$

where $\beta_{2}=\frac{\overline{\hat{\gamma}}_{1}+\bar{\gamma}_{2} \gamma_{\varepsilon_{1}}+\bar{\gamma}_{2}}{\hat{\gamma}_{1} \bar{\gamma}_{2}}$. This approximation can be used in the case when $\overline{\hat{\gamma}}_{1}, \bar{\gamma}_{2} \rightarrow \infty$.

Proof: See Appendix A.2.
Second, one can get the approximate BER as

$$
\begin{align*}
& P_{e} \approx \frac{1}{2} a \sqrt{b} \times \\
& \left(\frac{\sqrt{\beta_{1}}\left(\left(b+2\left(\beta_{1}+\beta_{2}\right)\right) \kappa_{1}\left(-\frac{b-2 \beta_{1}+2 \beta_{2}}{4 \beta_{1}}\right)-2\left(b+2 \beta_{2}\right) \kappa_{2}\left(-\frac{b-2 \beta_{1}+2 \beta_{2}}{4 \beta_{1}}\right)\right)}{\left(b-2 \beta_{1}+2 \beta_{2}\right)\left(b+2\left(\beta_{1}+\beta_{2}\right)\right)}+\frac{1}{\sqrt{b}}\right) \tag{3.23}
\end{align*}
$$

where $\beta_{1}=\frac{2 \sqrt{\gamma_{\varepsilon_{1}}+1}}{\sqrt{\hat{\gamma}_{1} \bar{\gamma}_{2}}}$ and $\kappa_{\nu}(\cdot)$ is the complete elliptic integral of the $\nu$ th kind defined in [36] with $\kappa_{1}(k)=\int_{0}^{\pi / 2} \frac{d x}{\sqrt{1-k \sin ^{2}(x)}}, \kappa_{2}(k)=\int_{0}^{\pi / 2} \sqrt{1-k \sin ^{2}(x)} d x$.
This approximation can be used in the case when $\gamma_{\varepsilon_{1}} \gamma_{t h}+\gamma_{t h} \gg 1$.
Proof: See Appendix A.3.

## Optimal Energy Allocation

Since this subsection considers the case when the relay estimates $h_{1}$ and the destination has perfect knowledge of $h_{2}$, it only derives the optimal energy allocation between $P_{d}$ and $P_{w_{1}}$ under the fixed total energy $P_{1}$ at the source.

Since (3.22) is simpler than both (3.21) and (3.23), (3.22) is used to derive the optimal allocation. One can observe that minimizing (3.22) is equivalent to minimizing $\beta_{2}$. Inserting $E_{d}=\frac{P_{d}}{D}, E_{w_{1}}=\frac{P_{w_{1}}}{W_{1}}$ and $P_{d}=P_{1}-P_{w_{1}}$ into $\beta_{2}$, one can get

$$
\begin{equation*}
\beta_{2}=\frac{D P_{w_{1}} N_{1}}{\left(P_{1}-P_{w_{1}}\right)\left(P_{w_{1}} \Omega_{1}+N_{w_{1}}\right)}+\frac{N_{2}}{E_{s} \Omega_{2}}+\frac{N_{w_{1}}}{P_{w_{1}} \Omega_{1}+N_{w_{1}}} . \tag{3.24}
\end{equation*}
$$

Differentiating (3.24) with respect to $P_{w_{1}}$, equating it to zero and solving the equation, the optimal value of $P_{w_{1}}$ can be found as

$$
\begin{equation*}
P_{w_{1}}^{*}=\frac{\mu_{1}-P_{1} N_{w_{1}} \Omega_{1}}{D N_{1} \Omega_{1}-N_{w_{1}} \Omega_{1}} \tag{3.25}
\end{equation*}
$$

where $\mu_{1}=\left(-D^{2} P_{1} N_{1}^{2} N_{w_{1}} \Omega_{1}+D P_{1}^{2} N_{1} N_{w_{1}} \Omega_{1}^{2}+D P_{1} N_{1} N_{w_{1}}^{2} \Omega_{1}\right)^{1 / 2}$. Then, by using $P_{w_{1}}^{*}$ of (3.25), the optimal value of $P_{d}$ can be found as $P_{d}^{*}=P_{1}-P_{w_{1}}^{*}$. With the help of MATHEMATICA software, one can see from (3.25) that the optimal pilot energy at the source increases when $\Omega_{1}$ increases, or when the distance between the source and the relay decreases, as $\Omega_{1}=L d_{1}^{-r}$.

### 3.4.2 Estimation of CSI at Both the Relay and Destination

## Outage Probability and BER

In this case, the received signal at destination can be written as

$$
\begin{equation*}
y=\sqrt{E_{d}} h_{1} h_{2} \hat{G}_{v a r} s+\hat{G}_{v a r} h_{2} n_{1}+n_{2} . \tag{3.26}
\end{equation*}
$$

Let $\hat{h}_{1}, \hat{h}_{2}$ be the estimates of $h_{1}, h_{2}$, respectively, with $\hat{h}_{1}=\varepsilon_{1}+h_{1}$ and $\hat{h}_{2}=\varepsilon_{2}+h_{2}$ where $\varepsilon_{1}$ and $\varepsilon_{2}$ are the channel estimation errors. Thus,

$$
\begin{equation*}
y=\sqrt{E_{d}}\left(\hat{h}_{1}-\varepsilon_{1}\right)\left(\hat{h}_{2}-\varepsilon_{2}\right) \hat{G}_{\text {var }} s+\hat{G}_{\text {var }}\left(\hat{h}_{2}-\varepsilon_{2}\right) n_{1}+n_{2} . \tag{3.27}
\end{equation*}
$$

The end-to-end SNR in this case can be written as

$$
\begin{equation*}
\gamma_{\text {end }_{2}}=\frac{\hat{\gamma}_{2} \hat{\gamma}_{1}}{\hat{\gamma}_{2} \gamma_{\varepsilon_{1}}+\hat{\gamma}_{1} \gamma_{\varepsilon_{2}}+\gamma_{\varepsilon_{1}} \gamma_{\varepsilon_{2}}+\hat{\gamma}_{2}+\hat{\gamma}_{1}+1+\gamma_{\varepsilon_{2}}} \tag{3.28}
\end{equation*}
$$

where $E\left(|s|^{2}\right)=1, E\left(\left|\varepsilon_{1}\right|^{2}\right)=\frac{N_{w_{1}}}{E_{w_{1}} W_{1}}, E\left(\left|\varepsilon_{2}\right|^{2}\right)=\frac{N_{w_{2}}}{E_{w_{2}} W_{2}}$ and other symbols are defined as before. It is derived in Appendix A. 4 that the outage probability of the end-to-end SNR in (3.28) is

$$
\begin{align*}
& F_{\gamma_{\text {end }}}\left(\gamma_{t h}\right)=1- \\
& \frac{2 e^{-\frac{\gamma_{t h}\left(\gamma_{\varepsilon_{1}} \bar{\gamma}_{2}+\gamma_{\varepsilon} \bar{\gamma}_{1}\right.}{\left.\bar{\gamma}_{1}+\bar{\gamma}_{1}+\bar{\gamma}_{2}\right)}} K_{1}\left(\frac{2}{\sqrt{\left.\left.\frac{\bar{\gamma}_{2}}{\bar{\gamma}_{t h}\left(\gamma_{\varepsilon_{1}} \gamma_{t h}+\gamma_{t h}+\left(\bar{\gamma}_{2}\right.\right.}+1\right) \gamma_{\varepsilon_{2}}\left(\gamma_{t h}+1\right)+1\right)}}\right.}{\overline{\hat{\gamma}}_{1}} \tag{3.29}
\end{align*} .
$$

The BER is given by

$$
\begin{equation*}
P_{e}=\frac{a}{2} \sqrt{\frac{b}{2 \pi}} \int_{0}^{\infty} \frac{e^{-\frac{b}{2} x}}{\sqrt{x}} F_{\gamma_{\text {end }}^{2}}(x) d x \tag{3.30}
\end{equation*}
$$

Using the same approximations as before, the BER in (3.30) can be approximated as

$$
\begin{equation*}
P_{e} \approx \frac{1}{2} a\left(1-\frac{\sqrt{b}}{\sqrt{b+2 \beta_{4}}}\right) \tag{3.31}
\end{equation*}
$$

$$
\begin{align*}
& P_{e} \approx \frac{1}{2} a \sqrt{b} \times \\
& \left(\frac{\sqrt{\beta_{3}}\left(\left(b+2\left(\beta_{3}+\beta_{4}\right)\right) \kappa_{1}\left(-\frac{b-2 \beta_{3}+2 \beta_{4}}{4 \beta_{3}}\right)-2\left(b+2 \beta_{4}\right) \kappa_{2}\left(-\frac{b-2 \beta_{3}+2 \beta_{4}}{4 \beta_{3}}\right)\right)}{\left(b-2 \beta_{3}+2 \beta_{4}\right)\left(b+2\left(\beta_{3}+\beta_{4}\right)\right)}+\frac{1}{\sqrt{b}}\right) \tag{3.32}
\end{align*}
$$

where $\beta_{3}=\frac{2 \sqrt{\left(\gamma_{\varepsilon_{1}}+1\right)\left(\gamma_{\varepsilon_{2}}+1\right)}}{\sqrt{\hat{\gamma}_{1}} \hat{\bar{\gamma}}_{2}}$ and $\beta_{4}=\frac{\overline{\hat{\gamma}}_{1} \gamma_{\varepsilon_{2}}+\overline{\hat{\gamma}}_{1}+\overline{\hat{\gamma}}_{2} \gamma_{\varepsilon_{1}}+\hat{\hat{\gamma}}_{2}}{\hat{\gamma}_{1} \hat{\gamma}_{2}}$.

## Optimal Energy Allocation

The first part of this subsection considers the optimal allocation between $P_{d}$ and $P_{w_{1}}$ under fixed $P_{1}$, and the optimal allocation between $P_{s}$ and $P_{w_{2}}$ under fixed $P_{2}$, separately. The second part considers the optimal allocation between $P_{d}, P_{s}, P_{w_{1}}, P_{w_{2}}$ under the fixed total energy $P_{T}$. Similarly, $\beta_{4}$ in (3.31) is used to derive the optimal energy allocation below.

Firstly, by inserting $E_{d}=\frac{P_{d}}{D}, E_{s}=\frac{P_{s}}{D}, E_{w_{1}}=\frac{P_{w_{1}}}{W_{1}}, E_{w_{2}}=\frac{P_{w_{2}}}{W_{2}}, P_{d}=$ $P_{1}-P_{w_{1}}$ and $P_{s}=P_{2}-P_{w_{2}}$ into $\beta_{4}$, one can get

$$
\begin{align*}
& \beta_{4}=\frac{D P_{w_{1}} N_{1}+N_{w_{1}}\left(P_{1}-P_{w_{1}}\right)}{N_{w_{1}}\left(P_{1}-P_{w_{1}}\right)+P_{w_{1}} \Omega_{1}\left(P_{1}-P_{w_{1}}\right)}+  \tag{3.33}\\
& \frac{D P_{w_{2}} N_{2}+N_{w_{2}}\left(P_{2}-P_{w_{2}}\right)}{N_{w_{2}}\left(P_{2}-P_{w_{2}}\right)+P_{w_{2}} \Omega_{2}\left(P_{2}-P_{w_{2}}\right)} .
\end{align*}
$$

Differentiating (3.33) with respect to $P_{w_{1}}, P_{w_{2}}$ and equating to zero, the optimal values of $P_{w_{1}}$ and $P_{w_{2}}$ can be found as

$$
\begin{equation*}
P_{w_{1}}^{*}=\frac{\mu_{1}-P_{1} N_{w_{1}} \Omega_{1}}{D N_{1} \Omega_{1}-N_{w_{1}} \Omega_{1}} \tag{3.34}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{w_{2}}^{*}=\frac{\mu_{2}-P_{2} N_{w_{2}} \Omega_{2}}{D N_{2} \Omega_{2}-N_{w_{2}} \Omega_{2}} \tag{3.35}
\end{equation*}
$$

where $\mu_{2}=\left(-D^{2} P_{2} N_{2}^{2} N_{w_{2}} \Omega_{2}+D P_{2}^{2} N_{2} N_{w_{2}} \Omega_{2}^{2}+D P_{2} N_{2} N_{w_{2}}^{2} \Omega_{2}\right)^{1 / 2}$. Then, by using $P_{w_{1}}^{*}$ of (3.34) and $P_{w_{2}}^{*}$ of (3.35), the optimal values of $P_{d}$ and $P_{s}$ can be found as $P_{d}^{*}=P_{1}-P_{w_{1}}^{*}$ and $P_{s}^{*}=P_{2}-P_{w_{2}}^{*}$.

Secondly, inserting $P_{w_{1}}^{*}, P_{w_{2}}^{*}, P_{d}^{*}, P_{s}^{*}$ and $P_{2}=P_{T}-P_{1}$ into $\beta_{4}$ in (3.33), differentiating it with respect to $P_{1}$, equating to zero and solving the equation, one can get

$$
\begin{align*}
& \frac{\alpha_{7}^{2}\left(2 \Omega_{2} \alpha_{6}^{2}\left(D N_{2} \alpha_{8}+N_{w_{2}} \alpha_{5}\right)+\alpha_{9}\left(\alpha_{5}\left(\alpha_{6}-\alpha_{8}\right)+\alpha_{6} \alpha_{8}\right)\right)}{\alpha_{5}^{2} \alpha_{6} \alpha_{8}^{2}}  \tag{3.36}\\
& +\frac{\alpha_{10}^{2}\left(\alpha_{3}-2 D N_{1} \Omega_{1} \alpha_{4}\right)}{\alpha_{1}^{2} \alpha_{2}}+\frac{\alpha_{10}^{2}\left(\alpha_{4}\left(\alpha_{3}-2 N_{w_{1}} \Omega_{1} \alpha_{4}\right)-\alpha_{2} \alpha_{3}\right)}{\alpha_{1} \alpha_{2}^{2} \alpha_{4}}=0
\end{align*}
$$

where $\alpha_{1}=\alpha_{4}-D P_{1} N_{1} \Omega_{1}$,
$\alpha_{2}=D N_{1} N_{w_{1}}-P_{1} N_{w_{1}} \Omega_{1}-N_{w_{1}}^{2}+\alpha_{4}$,
$\alpha_{3}=D P_{1} N_{1} N_{w_{1}} \Omega_{1}^{2}-D N_{1} N_{w_{1}} \Omega_{1}\left(D N_{1}-P_{1} \Omega_{1}-N_{w_{1}}\right)$,
$\alpha_{4}=\left[-D P_{1} N_{1} N_{w_{1}} \Omega_{1}\left(D N_{1}-P_{1} \Omega_{1}-N_{w_{1}}\right)\right]^{1 / 2}$,
$\alpha_{5}=\alpha_{6}-D N_{2} \Omega_{2}\left(P_{T}-P_{1}\right)$,
$\alpha_{6}=\left[-D N_{2} N_{w_{2}} \Omega_{2}\left(P_{T}-P_{1}\right)\left(D N_{2}-\Omega_{2}\left(P_{T}-P_{1}\right)-N_{w_{2}}\right)\right]^{1 / 2}$,
$\alpha_{7}=N_{w_{2}}-D N_{2}$,
$\alpha_{8}=D N_{2} N_{w_{2}}-N_{w_{2}} \Omega_{2}\left(P_{T}-P_{1}\right)-N_{w_{2}}^{2}+\alpha_{6}$,
$\alpha_{9}=D N_{2} N_{w_{2}} \Omega_{2}\left(D N_{2}-\Omega_{2}\left(P_{T}-P_{1}\right)-N_{w_{2}}\right)-D N_{2} N_{w_{2}} \Omega_{2}^{2}\left(P_{T}-P_{1}\right)$, and
$\alpha_{10}=N_{w_{1}}-D N_{1}$. Note that (3.36) does not lead to a closed-form expression for the optimal value of $P_{1}^{*}$ but can be calculated numerically by using mathematical software packages, such as MATLAB, MATHEMATICA and MAPLE. With the optimal value of $P_{1}^{*}$ obtained from (3.36), one can easily calculate the optimal value of $P_{2}^{*}$ and the following optimal values of $P_{d}^{*}, P_{s}^{*}$, $P_{w_{1}}^{*}$ and $P_{w_{2}}^{*}$ under the fixed total energy $P_{T}$. Note that the optimal value of $P_{1}^{*}$ obtained from (3.36) is the exact optimal value for the total energy at the
source. In the following, a simpler approximate closed-form value for $P_{1}^{*}$ under high SNR conditions is given. When the SNR is high $\left(N_{w_{1}} \rightarrow 0, N_{w_{2}} \rightarrow 0\right), \beta_{4}$ in (3.33) can be approximated as

$$
\begin{equation*}
\beta_{5} \approx \frac{D P_{w_{1}} N_{1}+N_{w_{1}}\left(P_{1}-P_{w_{1}}\right)}{P_{w_{1}} \Omega_{1}\left(P_{1}-P_{w_{1}}\right)}+\frac{D P_{w_{2}} N_{2}+N_{w_{2}}\left(P_{2}-P_{w_{2}}\right)}{P_{w_{2}} \Omega_{2}\left(P_{2}-P_{w_{2}}\right)} . \tag{3.37}
\end{equation*}
$$

Differentiating (3.37) with respect to $P_{w_{1}}, P_{w_{2}}$ and equating them to zero, respectively, the optimal values of $P_{w_{1}}$ and $P_{w_{2}}$ can also be found as

$$
\begin{equation*}
P_{w_{1}}^{*}=\frac{P_{1} \mu_{5}}{\mu_{3}} \tag{3.38}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{w_{2}}^{*}=\frac{P_{2} \mu_{6}}{\mu_{4}} \tag{3.39}
\end{equation*}
$$

respectively, where $\mu_{3}=D N_{1}-N_{w_{1}}, \mu_{4}=D N_{2}-P_{w_{2}}, \mu_{5}=\sqrt{D N_{1} N_{w_{1}}}-N_{w_{1}}$ and $\mu_{6}=\sqrt{D N_{2} N_{w_{2}}}-N_{w_{2}}$. By using $P_{w_{1}}^{*}$ in (3.38) and $P_{w_{2}}^{*}$ in (3.39), the optimal values of $P_{d}$ and $P_{s}$ can be found as $P_{d}^{*}=P_{1}-P_{w_{1}}^{*}$ and $P_{s}^{*}=P_{2}-$ $P_{w_{2}}^{*}$, respectively. One can see from (3.38) and (3.39) that the optimal pilot powers at the source and at the relay increase with the increases of $P_{1}$ and $P_{2}$, respectively. Then, by inserting $P_{w_{1}}^{*}, P_{w_{2}}^{*}, P_{d}^{*}, P_{s}^{*}$ and $P_{2}=P_{T}-P_{1}$ into $\beta_{4}$ in (3.33) and differentiating it with respect to $P_{1}$, and equating to zero, one can get

$$
\begin{equation*}
\sqrt{\frac{\Omega_{1} \mu_{3} \mu_{5}\left(\mu_{4}-\mu_{6}\right)\left(D N_{1} \mu_{5}+N_{w_{1}}\left(\mu_{3}-\mu_{5}\right)\right)}{\Omega_{2} \mu_{4} \mu_{6}\left(\mu_{3}-\mu_{5}\right)\left(D N_{2} \mu_{6}+N_{w_{2}}\left(\mu_{4}-\mu_{6}\right)\right)}}=\frac{P_{1} \Omega_{1} \mu_{5}+N_{w_{1}} \mu_{3}}{\left(P_{T}-P_{1}\right) \Omega_{2} \mu_{6}+N_{w_{2}} \mu_{4}} . \tag{3.40}
\end{equation*}
$$

Letting $\mu_{7}=\sqrt{\frac{\Omega_{1} \mu_{3} \mu_{5}\left(\mu_{4}-\mu_{6}\right)\left(D N_{1} \mu_{5}+N_{w_{1}}\left(\mu_{3}-\mu_{5}\right)\right)}{\Omega_{2} \mu_{4} \mu_{6}\left(\mu_{3}-\mu_{5}\right)\left(D N_{2} \mu_{6}+N_{w_{2}}\left(\mu_{4}-\mu_{6}\right)\right)}}$, one can get

$$
\begin{equation*}
P_{1}^{*}=\frac{P_{T} \Omega_{2} \mu_{6} \mu_{7}-N_{w_{1}} \mu_{3}+N_{w_{2}} \mu_{4} \mu_{7}}{\Omega_{1} \mu_{5}+\Omega_{2} \mu_{6} \mu_{7}} \tag{3.41}
\end{equation*}
$$

With the value of $P_{1}^{*}$ obtained in (3.41), one can easily calculate the value of $P_{2}^{*}$ and the following optimal values of $P_{d}^{*}, P_{s}^{*}, P_{w_{1}}^{*}$ and $P_{w_{2}}^{*}$ under the fixed total energy $P_{T}$. Note that from our simulations, it is found that the values of $P_{w_{1}}^{*}$ in (3.38) and $P_{w_{2}}^{*}$ in (3.39) are nearly the same as the values of $P_{w_{1}}^{*}$ in (3.34) and $P_{w_{2}}^{*}$ in (3.35), respectively. Thus (3.38) and (3.39) are very good approximations. Also, the optimal value of $P_{1}^{*}$ obtained from (3.41) is nearly the same as the value obtained in equation (3.36), but (3.41) gives a closed-form expression of $P_{1}^{*}$, which is preferable in some applications.

### 3.5 BER and Optimal Energy Allocation in Cascaded Channel Estimation

This section first derives the outage probability and BER of AF using a fixed gain in CCE, and then derive the optimal energy under the total transmit energy constraints. The first subsection uses $G_{d_{f i x_{1}}}$ and $G_{w_{f i x_{1}}}$, while the second subsection uses $G_{d_{f i x_{2}}}$ and $G_{w_{f i x_{2}}}$.

### 3.5.1 Using $G_{d_{f i x_{1}}}$ and $G_{w_{f i x_{1}}}$

## Outage Probability and BER

In this case, the received signal at the destination is

$$
\begin{equation*}
y=\sqrt{E_{d}} h_{1} h_{2} G_{d_{f i x_{1}}} s+G_{d_{f i x_{1}}} h_{2} n_{1}+n_{2} . \tag{3.42}
\end{equation*}
$$

Assuming $H=h_{1} h_{2}$ and $n=G_{d_{f i x_{1}}} h_{2} n_{1}+n_{2}$, (3.42) becomes

$$
\begin{equation*}
y=\sqrt{E_{d}} H G_{d_{f i x_{1}}} s+n . \tag{3.43}
\end{equation*}
$$

Let $\hat{H}$ be the estimate of $H$, and $\hat{H}=H+\varepsilon$, where $\varepsilon$ denotes the channel estimation error. One has

$$
\begin{equation*}
y=\sqrt{E_{d}} \hat{H} G_{d_{f i x_{1}}} s-\sqrt{E_{d}} \varepsilon G_{d_{f i x_{1}}} s+n . \tag{3.44}
\end{equation*}
$$

The end-to-end SNR can be derived from (3.44) as

$$
\begin{equation*}
\gamma_{f i x}=\frac{E_{d} \hat{H}^{2} G_{d_{f i x_{1}}}^{2}}{E_{d} \Omega_{\varepsilon} G_{d_{f i x_{1}}}^{2}+N} \tag{3.45}
\end{equation*}
$$

where $N=G_{d_{f i x_{1}}}^{2} N_{1} \Omega_{2}+N_{2}$ and $E\left(|s|^{2}\right)=1$. It is derived in Appendix A. 5 that the outage probability of the end-to-end SNR in (3.45) can be written as

$$
\begin{equation*}
F_{\gamma_{f i x}}\left(\gamma_{t h}\right)=1-2 \sqrt{\frac{\gamma_{t h}\left(E_{d} \Omega_{\varepsilon} G_{d_{i i x_{1}}}^{2}+N\right)}{E_{d} G_{d_{f i x_{1}}}^{2} \Omega}} K_{1}\left(2 \sqrt{\frac{\gamma_{t h}\left(E_{d} \Omega_{\varepsilon} G_{d_{f i x_{1}}}^{2}+N\right)}{E_{d} G_{d_{f i x_{1}}}^{2} \Omega}}\right) . \tag{3.46}
\end{equation*}
$$

Using $\gamma_{f i x}$ in (3.45), the BER is derived as

$$
\begin{equation*}
P_{e}=\int_{0}^{\infty} a Q\left(\sqrt{b \frac{E_{d} \hat{H}^{2} G_{d_{f i x_{1}}}^{2}}{E_{d} \Omega_{\varepsilon} G_{d_{f i x_{1}}}^{2}+N}}\right) f_{\hat{H}}(\hat{H}) d \hat{H} \tag{3.47}
\end{equation*}
$$

One can use the PDF of $\hat{H}$ in (3.15) with [36, (6.62)] to solve the integral as

$$
\left.P_{e}=\frac{a G_{2,3}^{2,2}\left(\left.\frac{2\left(E_{d} \Omega_{e} G_{d f i x_{1}}^{2}+N\right)}{b E_{d} G_{d f i x_{1}}^{2} \Omega} \right\rvert\,\right.}{} \begin{array}{c}
\frac{1}{2}, 1  \tag{3.48}\\
1,1,0
\end{array}\right)
$$

where $a, b$ are defined as in (3.21) and $G_{a, b}^{c, d}(\cdot)$ denotes the Meijer's G-function [36]. When $x \gg 1$, using the approximation $\Gamma[0, x] \approx \frac{e^{-x}}{x}$ [36] in (3.9) and (3.11), one can have $G_{d_{f i x_{1}}}^{2} \approx \frac{E_{s}}{N_{1}}$ and $G_{w_{f i x_{1}}}^{2} \approx \frac{E_{w_{2}}}{N_{w_{1}}}$. Therefore, the BER in (3.48) can be approximated as

$$
P_{e} \approx \frac{a G_{2,3}^{2,2}\left(\begin{array}{cc}
\left.\frac{2\left(E_{d} E_{s} N_{w_{1}}\left(N_{w_{2}}+E_{w_{2}} \Omega_{2}\right)+E_{w_{1}} E_{w_{2}} N_{1}\left(N_{2}+E_{s} \Omega_{2}\right) W_{1}\right)}{b E_{d} E_{s}\left(N_{w_{1}}\left(N_{w_{2}}+E_{w_{2}} \Omega_{2}\right)+E_{w_{1}} E_{w_{2}} \Omega_{1} \Omega_{2} W_{1}\right)} \right\rvert\, & \frac{1}{2}, 1  \tag{3.49}\\
2 \sqrt{\pi} & 1,1,0
\end{array}\right)}{2 \sqrt{2}} .
$$

## Optimal Energy Allocation

Denote $\beta_{6}$ as

$$
\begin{equation*}
\beta_{6}=\frac{2\left(E_{d} E_{s} N_{w_{1}}\left(N_{w_{2}}+E_{w_{2}} \Omega_{2}\right)+E_{w_{1}} E_{w_{2}} N_{1}\left(N_{2}+E_{s} \Omega_{2}\right) W_{1}\right)}{b E_{d} E_{s}\left(N_{w_{1}}\left(N_{w_{2}}+E_{w_{2}} \Omega_{2}\right)+E_{w_{1}} E_{w_{2}} \Omega_{1} \Omega_{2} W_{1}\right)} . \tag{3.50}
\end{equation*}
$$

From the graph depicted by Matlab software and the numerical calculation, one can observe that minimizing $P_{e}$ in (3.49) is equivalent to minimizing $\beta_{6}$. However, $\beta_{6}$ in (3.50) is a complicated function that does not lead to any closed-
form expressions for the optimal energy allocation. Therefore, the equation for high SNR ( $N_{w_{2}} \rightarrow 0, N_{2} \rightarrow 0$ ) is simplified as

$$
\begin{equation*}
\beta_{6} \approx \frac{2 E_{d} N_{w_{1}}+2 E_{w_{1}} N_{1} W_{1}}{b E_{d} E_{w_{1}} \Omega_{1} W_{1}+b E_{d} N_{w_{1}}} \tag{3.51}
\end{equation*}
$$

Note that the high SNR approximation is used only to derive the closed-form solutions of the energy allocation but the derived optimal values can be used for all SNRs and BERs, which will be justified in Section 3.6. By inserting $E_{d}=\frac{P_{d}}{D}, E_{w_{1}}=\frac{P_{w_{1}}}{W_{1}}$ and $P_{d}=P_{1}-P_{w_{1}}$ into $\beta_{6}$ in (3.51) and differentiating it with respect to $P_{w_{1}}$, then equating it to zero, one can get the optimal value of $P_{w_{1}}$ as

$$
\begin{equation*}
P_{w_{1}}^{*}=\frac{\mu_{1}-P_{1} N_{w_{1}} \Omega_{1}}{D N_{1} \Omega_{1}-N_{w_{1}} \Omega_{1}} \tag{3.52}
\end{equation*}
$$

Then, the optimal value of $P_{d}$ can be found as $P_{d}^{*}=P_{1}-P_{w_{1}}^{*}$. One can see that (3.51) does not include $E_{s}$ and $E_{w_{2}}$ due to high SNR approximation. Therefore, $\beta_{6}$ of (3.50) is used to get the optimal values of $P_{s}$ and $P_{w_{2}}$. By inserting $E_{s}=\frac{P_{s}}{D}, E_{w_{2}}=\frac{P_{w_{2}}}{W_{2}}$ and $P_{s}=P_{2}-P_{w_{2}}$ into $\beta_{6}$ of (3.50) and differentiating it with respect to $P_{w_{2}}$, then equating it to zero, one can get the optimal value of $P_{w_{2}}$ as

$$
\begin{equation*}
P_{w_{2}}^{*}=\frac{\mu_{8}+P_{2} N_{w_{1}} N_{w_{2}} \Omega_{2} W_{1}\left(D N_{1}-P_{d} \Omega_{1}\right)}{D^{2} N_{1} N_{2} \Omega_{2}\left(P_{w_{1}}^{*} \Omega_{1}+N_{w_{1}}\right)+N_{w_{1}} N_{w_{2}} \Omega_{2} W_{1}\left(D N_{1}-P_{d} \Omega_{1}\right)} \tag{3.53}
\end{equation*}
$$

where $\mu_{8}=\left[D^{2} P_{2} N_{1} N_{2} N_{w_{1}} N_{w_{2}} \Omega_{2} W_{1}\left(\left(P_{w_{1}}^{*} \Omega_{1}+N_{w_{1}}\right)\left(-D^{2} N_{1} N_{2}+D\left(-P_{2}\right) N_{1} \Omega_{2}\right.\right.\right.$ $\left.\left.+P_{2} P_{d} \Omega_{1} \Omega_{2}\right)+N_{w_{1}} N_{w_{2}} W_{1}\left(P_{d} \Omega_{1}-D N_{1}\right)\right]^{1 / 2}$. Then, the optimal value of $P_{s}$ can be found as $P_{s}^{*}=P_{2}-P_{w_{2}}^{*}$. In this case, the optimal energy allocation between $P_{d}, P_{s}, P_{w_{1}}, P_{w_{2}}$ under the fixed total energy $P_{T}$ can be obtained by first inserting $P_{w_{1}}^{*}, P_{w_{2}}^{*}, P_{d}^{*}, P_{s}^{*}$ and $P_{2}=P_{T}-P_{1}$ into $\beta_{6}$ in (3.50) and
differentiating it with respect to $P_{1}$, then equating it to zero. However, the results are not presented here since it is very complicated and do not provide much insight to the performance analysis, although it can be easily extracted using the well-known mathematical software packages. The next subsection will provide the optimal energy allocation between $P_{d}, P_{s}, P_{w_{1}}, P_{w_{2}}$ under fixed $P_{T}$ for the case when $G_{d_{f i x_{2}}}$ in (3.10) and $G_{w_{f i x_{2}}}$ in (3.12) are used.

### 3.5.2 Using $G_{d_{f i x_{2}}}$ and $G_{w_{f i x_{2}}}$

## Outage Probability and BER

In this case, using $G_{d_{f i x_{2}}}$ in (3.10) and $G_{w_{f i x_{2}}}$ in (3.12), the outage probability can be easily obtained by replacing $G_{d_{f i x_{1}}}$ and $G_{w_{f i x_{1}}}$ in (3.46) with $G_{d_{f i x_{2}}}$ and $G_{w_{f i x_{2}}}$, respectively. Also, the BER expression $P_{e}$ in (3.47) can be solved in closed-form as

$$
\begin{align*}
& P_{e}=a \\
& \left.\frac{G_{2,3}^{2,2}\left(\left.\frac{2 E_{d} E_{s}\left(E_{w_{1}} N_{w_{2}} \Omega_{1}+N_{w_{1}}\left(N_{w_{2}}+E_{w_{2}} \Omega_{2}\right)\right)+2 E_{w_{1}} E_{w_{2}}\left(E_{d} N_{2} \Omega_{1}+N_{1}\left(N_{2}+E_{s} \Omega_{2}\right)\right) W_{1}}{b E_{d} E_{s}\left(N_{w_{1}}\left(N_{w_{2}}+E_{w_{2}} \Omega_{2}\right)+E_{w_{1}} \Omega_{1}\left(N_{w_{2}}+E_{w_{2}} \Omega_{2} W_{1}\right)\right)} \right\rvert\,\right.}{} \begin{array}{c}
\frac{1}{2}, 1 \\
1,1,0
\end{array}\right)  \tag{3.54}\\
& 2 \sqrt{\pi}
\end{align*}
$$

where $a, b$ are defined as in (3.21). Using the approximations of $G_{d_{f i x}}^{2} \approx$ $\frac{E_{s}}{E_{d} \Omega_{1}}$ and $G_{w_{f i x_{2}}}^{2} \approx \frac{E_{w_{2}}}{E_{w_{1}} \Omega_{1}}$ in high SNR, the BER expression in (3.54) can be approximated as

$$
\left.P_{e}=\frac{a G_{2,3}^{2,2}\left(\frac{2\left(E_{d} E_{s}\left(E_{w_{1}} N_{w_{2}} \Omega_{1}+E_{w_{2}} N_{w_{1}} \Omega_{2}\right)+E_{w_{1}} E_{w_{2}}\left(E_{d} N_{2} \Omega_{1}+E_{s} N_{1} \Omega_{2}\right) W_{1}\right)}{b E_{d} E_{s}\left(E_{w_{2}} N_{w_{1}} \Omega_{2}+E_{w_{1}} \Omega_{1}\left(N_{w_{2}}+E_{w_{2}} \Omega_{2} W_{1}\right)\right)}\right.}{} \right\rvert\, \begin{gather*}
\frac{1}{2}, 1  \tag{3.55}\\
2 \sqrt{\pi}
\end{gather*}
$$

## Optimal Energy Allocation

Denote $\beta_{7}$ as

$$
\begin{equation*}
\beta_{7}=\frac{2\left(E_{w_{1}} E_{w_{2}} W_{1}\left(E_{d} N_{2} \Omega_{1}+E_{s} N_{1} \Omega_{2}\right)+E_{d} E_{s}\left(E_{w_{1}} N_{w_{2}} \Omega_{1}+E_{w_{2}} N_{w_{1}} \Omega_{2}\right)\right)}{b E_{d} E_{s}\left(E_{w_{1}} \Omega_{1}\left(E_{w_{2}} \Omega_{2} W_{1}+N_{w_{2}}\right)+E_{w_{2}} N_{w_{1}} \Omega_{2}\right)} . \tag{3.56}
\end{equation*}
$$

From the graph depicted by Matlab software and the numerical calculation, one can observe that minimizing $P_{e}$ in (3.55) is equivalent to minimizing $\beta_{7}$. However, $\beta_{7}$ in (3.56) is a complicated function that does not lead to any closedform expressions for optimal energy allocation. Therefore, $\beta_{7}$ is simplified for high SNR $\left(N_{w_{2}} \rightarrow 0\right)$ as
$\beta_{7} \approx$
$\frac{2 E_{d} E_{w_{1}} E_{w_{2}} N_{2} \Omega_{1} W_{1}+2 E_{d} E_{w_{1}} E_{s} N_{w_{2}} \Omega_{1}+2 E_{d} E_{w_{2}} E_{s} N_{w_{1}} \Omega_{2}+2 E_{w_{1}} E_{w_{2}} E_{s} N_{1} \Omega_{2} W_{1}}{b E_{d} E_{w_{1}} E_{w_{2}} E_{s} \Omega_{1} \Omega_{2} W_{1}+b E_{d} E_{w_{2}} E_{s} N_{w_{1}} \Omega_{2}}$.
Firstly, by inserting $E_{d}=\frac{P_{d}}{D}, E_{s}=\frac{P_{s}}{D}, E_{w_{1}}=\frac{P_{w_{1}}}{W_{1}}, E_{w_{2}}=\frac{P_{w_{2}}}{W_{2}}, P_{s}=P_{2}-P_{w_{2}}$ and $P_{d}=P_{1}-P_{w_{1}}$ into $\beta_{7}$ in (3.57) and differentiating it with respect to $P_{w_{1}}$ and $P_{w_{2}}$, then equating them to zero, respectively, one can get the optimal value of $P_{w_{2}}$ as

$$
\begin{equation*}
P_{w_{2}}^{*}=\frac{P_{2} \sqrt{N_{2} D N_{w_{2}}}-P_{2} N_{w_{2}}}{D N_{2}-N_{w_{2}}} \tag{3.58}
\end{equation*}
$$

and the optimal value of $P_{w_{1}}$ as

$$
\begin{equation*}
P_{w_{1}}^{*}=\frac{\mu_{9}+P_{1} N_{w_{1}} \Omega_{1}\left(D P_{w_{2}}^{*} N_{2}+P_{s}\left(N_{w_{2}}-P_{w_{2}}^{*} \Omega_{2}\right)\right)}{\Omega_{1}\left(D P_{w_{2}}^{*}\left(P_{s} N_{1} \Omega_{2}+N_{2} N_{w_{1}}\right)+P_{s} N_{w_{1}}\left(N_{w_{2}}-P_{w_{2}}^{*} \Omega_{2}\right)\right)} \tag{3.59}
\end{equation*}
$$

where $\mu_{9}=\left(-D P_{1} P_{w_{2}}^{*} P_{s} N_{1} N_{w_{1}} \Omega_{1} \Omega_{2}\left(D P_{w_{2}}^{*}\left(N_{2}\left(P_{1} \Omega_{1}+N_{w_{1}}\right)+P_{s} N_{1} \Omega_{2}\right)+\right.\right.$ $\left.\left.P_{s}\left(P_{1} \Omega_{1}+N_{w_{1}}\right)\left(N_{w_{2}}-P_{w_{2}}^{*} \Omega_{2}\right)\right)\right)^{1 / 2}$. Then, by using $P_{w_{1}}^{*}$ in (3.59) and $P_{w_{2}}^{*}$ in (3.58), the optimal values of $P_{d}$ and $P_{s}$ can be found as $P_{d}^{*}=P_{1}-P_{w_{1}}^{*}$ and
$P_{s}^{*}=P_{2}-P_{w_{2}}^{*}$, respectively. Note that this optimal allocation method can be seen as the suboptimal method due to approximation being used. Also note that $P_{w_{1}}^{*}$ and $P_{w_{1}}^{*}$ should be greater than zero to have physical meanings.

Secondly, in order to get the optimal energy allocation between $P_{d}, P_{s}$, $P_{w_{1}}, P_{w_{2}}$ under fixed $P_{T}, P_{w_{1}}^{*}$ in (3.59) and $P_{w_{2}}^{*}$ in (3.58) must be approximated to obtain simpler forms. Following the same process as that in Section 3.4.2, $\beta_{7}$ in (3.57) can be approximated as

$$
\begin{equation*}
\beta_{8} \approx \frac{2\left(D P_{w_{1}}\left(\frac{N_{1}}{P_{1}-P_{w_{1}}}+\frac{N_{2} \Omega_{1}}{P_{2} \Omega_{2}-P_{w_{2}} \Omega_{2}}\right)+\frac{P_{w_{1}} N_{w_{2}} \Omega_{1}}{P_{w_{2}} \Omega_{2}}+N_{w_{1}}\right)}{b\left(P_{w_{1}} \Omega_{1}+N_{w_{1}}\right)} . \tag{3.60}
\end{equation*}
$$

Differentiating $\beta_{8}$ in (3.60) with respect to $P_{w_{1}}, P_{w_{2}}$ and equating both of them to zero, respectively, the approximate optimal values of $P_{w_{1}}$ and $P_{w_{2}}$ can be found as

$$
\begin{equation*}
P_{w_{1}}^{*}=\frac{P_{1} \mu_{5}}{\mu_{3}} \tag{3.61}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{w_{2}}^{*}=\frac{P_{2} \mu_{6}}{\mu_{4}} \tag{3.62}
\end{equation*}
$$

respectively. One can see that $P_{w_{1}}^{*}$ and $P_{w_{2}}^{*}$ in (3.61) and (3.62) are the same as the optimal values obtained in Section 3.4.2 for DCE. By using $P_{w_{1}}^{*}$ in (3.61) and $P_{w_{2}}^{*}$ in (3.62), the approximate optimal values of $P_{d}$ and $P_{s}$ can be found as $P_{d}^{*}=P_{1}-P_{w_{1}}^{*}$ and $P_{s}^{*}=P_{2}-P_{w_{2}}^{*}$ respectively. Then, by inserting those approximate $P_{w_{1}}^{*}, P_{w_{2}}^{*}, P_{d}^{*}, P_{s}^{*}$ and $P_{2}=P_{T}-P_{1}$ into $\beta_{8}$ and differentiating it with respect to $P_{1}$, then equating it to zero, one can get

$$
\begin{equation*}
P_{1}^{*}=\frac{\sqrt{P_{T}^{2} \mu_{11} \mu_{12}-\mu_{10} \mu_{11}+\mu_{10} \mu_{12}}-P_{T} \mu_{12}}{\mu_{11}-\mu_{12}} \tag{3.63}
\end{equation*}
$$

where $\mu_{10}=P_{T} N_{w_{1}} \mu_{3} \mu_{4}\left(\mu_{3}-\mu_{5}\right)\left(D N_{2} \mu_{6}+N_{w_{2}}\left(\mu_{4}-\mu_{6}\right)\right), \mu_{11}=\Omega_{1} \mu_{4} \mu_{5}\left(\mu_{3}-\right.$ $\left.\mu_{5}\right)\left(D N_{2} \mu_{6}+N_{w_{2}}\left(\mu_{4}-\mu_{6}\right)\right)$ and $\mu_{12}=\Omega_{2} \mu_{3} \mu_{6}\left(\mu_{4}-\mu_{6}\right)\left(D N_{1} \mu_{5}+N_{w_{1}}\left(\mu_{3}-\mu_{5}\right)\right)$. With the value of $P_{1}^{*}$ obtained in (3.63), one can easily calculate the value of $P_{2}^{*}$ and the following optimal values of $P_{d}^{*}, P_{s}^{*}, P_{w_{1}}^{*}$ and $P_{w_{2}}^{*}$ under the fixed total energy $P_{T}$. Similarly, these approximate optimal values are nearly the same with the exact values from our simulations, as will be shown later.

### 3.6 Numerical Results and Discussion

In this section, numerical results are presented to illustrate and verify our theoretical analysis. In the first subsection, the BER expressions of AF using a variable gain in DCE and using two types of fixed gain in CCE are examined. In the simulation, $10^{6}$ Monte-Carlo simulation runs are used. Each run has a different channel realization but the same bit. There is no iteration. In the second subsection, the BER performances with optimal energy values are compared with the conventional system without optimal energy allocation. $(a, b)=(1,2)$ is used for $\operatorname{BPSK} ;(a, b)=(1.5,0.4)$ is used for 4-PAM and $(a, b)=(2,1)$ is used for the approximation of QPSK. Also, $L=1$, the pathloss exponent $r=3, W_{1}=5, W_{2}=5$ and $D=45$ are used in the examples below.

Note that the total pilot energy and the total data energy, not the individual symbol powers, are optimized in this chapter. As a result, one can either fix the individual symbol powers and optimize the symbol numbers, or fix the symbol numbers and optimize the individual symbol powers, or both. The examples below fix the symbol numbers and optimizes the individual symbol powers. Other values of $W_{1}, W_{2}$ and $D$ or other methods of optimization
can be examined in a similar way but are omitted here. They have the same effects as it is the total energy that determines the system performance and that is optimized.

Denote the BER expressions in (3.21), (3.30), (3.48) or (3.54) as "Exact", the BER expressions in (3.22), (3.31), (3.49) or (3.55) as "Approximation1 " and BER expressions in (3.23) or (3.32) as "Approximation-2". Exact BER expressions in (3.21) and (3.30) in the form of one-dimensional integral are calculated numerically by using the "NIntegrate" method in MATHEMATICA software package while other BER expressions in closed-form are calculated directly.

### 3.6.1 Validation of BER Expressions

Fig. 3.3 - Fig. 3.5 show the BERs vs. $\bar{\gamma}_{1}$, where $d_{1}=1, d_{2}=1, N_{1}=1$, $N_{2}=1, N_{w_{1}}=1, N_{w_{2}}=1, \gamma_{\varepsilon_{1}}=-10 \mathrm{~dB}$ and $\bar{\gamma}_{1}=2 \bar{\gamma}_{2}$ are set. One can see from Fig. 3.3-Fig. 3.5 that BPSK gives the best BER performance while 4PAM gives the worst BER performance. But QPSK and 4-PAM can transmit twice the data rate in a given bandwidth compared to BPSK. Thus it is a tradeoff between reliability and rate.

Fig. 3.3 (a) compares the BERs obtained by simulation, "Exact" in (3.21), "Approximation-1" in (3.22) and "Approximation-2" in (3.23) when $h_{1}$ is estimated using pilot symbols in DCE for Rayleigh fading channels with perfect knowledge of $h_{2}$. Fig. 3.3 (b) compares the BERs obtained by simulation, "Exact" in (3.30), "Approximation-1" in (3.31) and "Approximation-2" in (3.32) when both $h_{1}$ and $h_{2}$ are estimated in DCE with $\gamma_{\varepsilon_{2}}=-10 \mathrm{~dB}$. One sees that the "Exact" results in (3.21) or (3.30) agree well with simulation for

BPSK and 4-PAM in Fig. 3.3 (a) and Fig. 3.3 (b). The slight mismatch in low $\bar{\gamma}_{1}$ is caused by the numerical evaluation of the integrals for "Exact" in (3.21) or (3.30). One also sees that "Approximation-2" in (3.23) or (3.32) are close to the simulation, especially at high $\bar{\gamma}_{1}$. On the other hand, "Approximation1 " in (3.22) or (3.31) have larger differences from the simulation results, but they have the simplest structures. It can be seen that the approximation error is reduced by increasing $\bar{\gamma}_{1}$. The mismatch between "Approximation-1", "Approximation-2" and simulation is caused by the use of different approximations to "Exact" in Appendices A. 2 and A. 3 with different complexities and accuracies. Generally, all the BER curves are nearly the same and they match well with simulation when $\bar{\gamma}_{1}$ is above 25 dB for BPSK and above 30 dB for 4-PAM. For QPSK, similar behaviour can be observed from Fig. 3.3 (a) and Fig. 3.3 (b). However, a slight mismatch still exists between "Exact", "Approximation-1", "Approximation-2" and simulation in high $\bar{\gamma}_{1}$, again, due to different accuracies of the approximations used in different ranges.

Fig. 3.4 compares BERs between the case when $h_{1}$ is estimated but with perfect knowledge of $h_{2}$ and the case when both $h_{1}$ and $h_{2}$ are estimated in DCE. "Exact" in (3.21) and (3.30) are used. It is obvious that BERs with perfect knowledge of $h_{2}$ give the best performance and with the increase of $\gamma_{\varepsilon_{2}}$, the BER performances of BPSK, QPSK and 4-PAM deteriorate, respectively. This is because with the deterioration of the relay-to-destination channel, the BER performances become worse accordingly.

Fig. 3.5 (a) compares the BERs obtained by simulation, "Exact" in (3.48) and "Approximation-1" in (3.49) when the product of $h_{1}$ and $h_{2}$ is estimated in the destination in CCE using fixed gains $G_{d_{f i x_{1}}}$ and $G_{w_{f i x_{1}}}$ for Rayleigh fading channels. Fig. 3.5 (b) compares the BERs obtained by sim-


Figure 3.3: BER vs. $\bar{\gamma}_{1}$ for AF in DCE. (a) when $h_{1}$ is estimated but with the perfect knowledge of $h_{2}$. (b) when both $h_{1}$ and $h_{2}$ are estimated with $\gamma_{\varepsilon_{2}}=-10 \mathrm{~dB}$.


Figure 3.4: Comparison of BERs between the case when $h_{1}$ is estimated but with perfect knowledge of $h_{2}$ and the case when both $h_{1}$ and $h_{2}$ are estimated in DCE.
ulation, "Exact" in (3.54) and "Approximation-1" in (3.55) in CCE using $G_{d_{f i x_{2}}}$ and $G_{w_{f i x_{2}}} . \quad \gamma_{\varepsilon_{2}}=-10 \mathrm{~dB}$ is set. One sees from Fig. 3.5 (a) and Fig. 3.5 (b) that there are considerable differences between "Exact" in (3.48) or (3.54), "Approximation-1" in (3.49) or (3.55) and simulation for BPSK, QPSK and 4-PAM, respectively, when $\bar{\gamma}_{1}$ is small. In particular, the differences between "Exact", "Approximation-1" and simulation for QPSK are the largest. Generally, when $\bar{\gamma}_{1}$ increases, their difference increases. That is because $n_{w}$ in (3.13) is assumed as Gaussian in order to get tractable results in CCE for BPSK, QPSK and 4-PAM. When $\bar{\gamma}_{1}$ increases, the approximation errors increase accordingly. Specifically, $G_{d_{f i x_{1}}}$ and $G_{w_{f i x_{1}}}$ are larger than $G_{d_{f i x_{2}}}$ and $G_{w_{f i x_{2}}}$, respectively, in the same conditions. Therefore the gap between "Exact" and simulation in Fig. 3.5 (a) increases quicker than the gap between "Exact" and simulation in Fig. $3.5(\mathrm{~b})$ when $\bar{\gamma}_{1}$ increases. $G_{d_{\text {fix }}}^{2} \approx \frac{E_{s}}{N_{1}}$ and $G_{w_{f i x_{1}}}^{2} \approx \frac{E_{w_{2}}}{N_{w_{1}}}$ are used to approximate $G_{d_{f i x_{1}}}^{2}$ and $G_{w_{f i x_{1}}}^{2}$, respectively for "Approximation-1" in Fig. 3.5 (a). Interestingly, "Approximation-1" is nearly 1 dB lower than "Exact" when $\bar{\gamma}_{1}$ is above 15 dB such that the fitting performance of "Approximation-1" for simulation is better than "Exact" in Fig. 3.5 (a). But when $\bar{\gamma}_{1}$ is below 10 dB , "Exact" still has better performance than "Approximation-1" in Fig. 3.5 (a). $G_{d_{f i x_{2}}}^{2} \approx \frac{E_{s}}{E_{d} \Omega_{1}}$ and $G_{w_{f i x}}^{2} \approx \frac{E_{w_{2}}}{E_{w_{1}} \Omega_{1}}$ are used to approximate $G_{d_{f i x_{2}}}^{2}$ and $G_{w_{f i x_{2}}}^{2}$, respectively for "Approximation-1" in Fig. 3.5 (b). It is obvious that when the value of $\bar{\gamma}_{1}$ is large, there is no gap between "Approximation-1" and "Exact" in Fig. 3.5 (b). Similarly, when the value of $\bar{\gamma}_{1}$ is below 10 dB , "Exact" has better performance than "Approximation-1" in Fig. 3.5 (b). However, the use of the approximation for $G_{d_{f i x_{1}}}, G_{w_{f i x_{1}}}$, $G_{d_{f i x_{2}}}$ and $G_{d_{f i x_{2}}}$ can significantly simplify the BER expressions, with slightly deteriorated performance. More importantly, these approximations do not af-


Figure 3.5: BER vs. $\bar{\gamma}_{1}$ for AF in CCE. (a) when $G_{d_{f i x_{1}}}$ and $G_{w_{f i x_{1}}}$ are used. (b) when $G_{d_{f i x}}$ and $G_{w_{f i x}}$ are used.
fect the choice of the optimal energy allocation obtained by using these BER expressions, as will be shown later. In other words, although these curves mismatch, their troughs with respect to the pilot energy are located very close to each other.

### 3.6.2 Optimal Energy Allocation Evaluation

This part uses the BER performance to check the optimal energy values obtained from our BER expressions. "Exact" of (3.21) is used in DCE when $h_{1}$ is estimated, (3.30) is used in DCE when both $h_{1}$ and $h_{2}$ are estimated, (3.48) is used in CCE with the amplification gain $G_{d_{f i x_{1}}}, G_{w_{f i x_{1}}}$ and (3.54) is used in CCE with the amplification gain $G_{d_{f i x_{2}}}, G_{w_{f i x_{2}}}$ in Fig. 3.6- Fig. 3.10. Fig. 3.6 - Fig. 3.8 examine the optimal allocation between $P_{d}$ and $P_{w_{1}}$ under fixed $P_{1}$ and the optimal allocation between $P_{s}$ and $P_{w_{2}}$ under fixed $P_{2}$, respectively.

Fig. 3.6 shows the BERs vs. $E_{w_{1}}$ when $h_{1}$ is estimated but with the perfect knowledge of $h_{2}$ in DCE. Fig. 3.7 shows the BERs vs. $E_{w_{1}}$ when $G_{d_{f i x_{1}}}$ and $G_{w_{f i x_{1}}}$ are used in CCE. Monte-Carlo simulation has been used in Fig. 3.6 and Fig. 3.7. In Fig. 3.6 and Fig. $3.7, N_{1}=1, N_{2}=1, N_{w_{1}}=1$ and $N_{w_{2}}=1$ are assumed. $P_{1}=30 \mathrm{~dB}$ and $P_{1}=40 \mathrm{~dB}$ are examined in Fig. 3.6 while $P_{1}=30 \mathrm{~dB}, P_{2}=30 \mathrm{~dB}$ and $P_{1}=40 \mathrm{~dB}, P_{2}=40 \mathrm{~dB}$ are examined in Fig. 3.7. Also, $\bar{\gamma}_{2}=30 \mathrm{~dB}$ is set in Fig. 3.6 while $E_{w_{1}}=E_{w_{2}}$ is set in Fig. 3.7. Consider both the case when the relay is close to the source and the destination ( $d_{1}=0.5, d_{2}=0.5$ ) and the case when the relay is far from the source and the destination ( $d_{1}=1, d_{2}=1$ ) in Fig. 3.6 and Fig. 3.7.

In these figures, the BER performances become worse when $d_{1}$ and $d_{2}$ increase (the distance between source and relay, and the distance between


Figure 3.6: BERs vs. $E_{w_{1}}$ for AF in DCE when $h_{1}$ is estimated but with the perfect knowledge of $h_{2}$ with $\bar{\gamma}_{2}=30 \mathrm{~dB}$. (a) $d_{1}=0.5, d_{2}=0.5$. (b) $d_{1}=1$, $d_{2}=1$.


Figure 3.7: BER vs. $E_{w_{1}}$ for AF in CCE when $G_{d_{f i x_{1}}}$ and $G_{w_{f i x_{1}}}$ are used. (a) $d_{1}=0.5, d_{2}=0.5$. (b) $d_{1}=1, d_{2}=1$.
relay and destination, respectively). This shows that the distance between nodes and therefore the average energy, have significant impact on system performance.

It is understandable that if $E_{w_{1}}$ (the pilot power) decreases, the BER performance will decrease even with increasing data power. This is because the system cannot obtain good approximate channel information without enough pilot power. Similarly, if $E_{w_{1}}$ (the pilot power) increases too much, the BER performance will also decrease even with perfect channel information. This is because the system cannot perform well without enough data transmission power. This explains Fig. 3.6 and Fig. 3.7, where one can see that all the BER curves are concave and thus first decrease and then increase, when $E_{w_{1}}$ (the pilot power) increases.

Also, one can see from Fig. 3.6 and Fig. 3.7 that the minimum BERs are achieved at the same $E_{w_{1}}$ for BPSK, 4-PAM and QPSK. It proves why our optimal energy allocation schemes do not include modulation-specific constants $a$ and $b$ such as (3.25), (3.52) and (3.53). The minimum BER is achieved at around $E_{w_{1}}=14 \mathrm{~dB}$ for $P_{1}=30 \mathrm{~dB}$ and $E_{w_{1}}=24 \mathrm{~dB}$ for $P_{1}=40 \mathrm{~dB}$ in all the BER curves for DCE in Fig. 3.6. From (3.25), one can calculate the optimal total pilot power at the source as $E_{w_{1}}=14.1267 \mathrm{~dB}$ for $P_{1}=30 \mathrm{~dB}$ and $E_{w_{1}}=24.1394 \mathrm{~dB}$ for $P_{1}=40 \mathrm{~dB}$ in Fig. 3.6 (a), while one can get optimal pilot power $E_{w_{1}}=14.0257 \mathrm{~dB}$ for $P_{1}=30 \mathrm{~dB}$ and $E_{w_{1}}=24.1295 \mathrm{~dB}$ for $P_{1}=40$ dB in Fig. 3.6 (b). Thus, the optimal power allocation from our theoretical analysis is nearly the same as what is observed from Fig. 3.6. Similarly, the minimum BER is achieved at around $E_{w_{1}}=14 \mathrm{~dB}$ for $P_{1}=30 \mathrm{~dB}, P_{2}=30$ dB and $E_{w_{2}}=24 \mathrm{~dB}$ for $P_{1}=40 \mathrm{~dB}, P_{2}=40 \mathrm{~dB}$ in all the BER curves for CCE in Fig. 3.7. From (3.52) and (3.53), one can calculate $E_{w_{1}}=14.1267$
$\mathrm{dB}, E_{w_{2}}=13.573 \mathrm{~dB}$ for $P_{1}=30 \mathrm{~dB}, P_{2}=30 \mathrm{~dB}$ and $E_{w_{1}}=24.1394 \mathrm{~dB}$, $E_{w_{2}}=23.821 \mathrm{~dB}$ for $P_{1}=40 \mathrm{~dB}, P_{2}=40 \mathrm{~dB}$ in Fig. 3.7 (a). One can also calculate $E_{w_{1}}=14.0257 \mathrm{~dB}, E_{w_{2}}=13.5158 \mathrm{~dB}$ for $P_{1}=30 \mathrm{~dB}, P_{2}=30 \mathrm{~dB}$ and $E_{w_{1}}=24.1295 \mathrm{~dB}, E_{w_{2}}=23.5745 \mathrm{~dB}$ for $P_{1}=40 \mathrm{~dB}, P_{2}=40 \mathrm{~dB}$ in Fig. 3.7 (b). Again, our theoretical value of the optimal allocation is nearly the same as that from the simulation. From Fig. 3.6 and Fig. 3.7, one can also see that the BERs with the optimal allocation have the lowest values, which implies that the energy allocation proposed in this chapter has better performance than all other allocation methods.

Fig. 3.8 compares BERs with optimal allocation between the case when $h_{1}$ is estimated but with perfect knowledge of $h_{2}$ and the case when both $h_{1}$ and $h_{2}$ are estimated in DCE. $d_{1}=1, d_{2}=1, N_{1}=1, N_{2}=1, N_{w_{1}}=1, P_{1}=P_{2}$ are assumed and 4-PAM modulation is examined. $P_{2}$ can be used all by data at the relay when the channel has perfect knowledge of $h_{2}$ while $N_{w_{2}}=1,10,20,30$ are assumed when $h_{2}$ are estimated, where $P_{2}$ has to be shared by data and pilot by using our optimal energy allocation in this case. As can be seen in Fig. 3.8, as $P_{1} / H_{1}$ (the power per symbol at the source) increases, all the BERs decrease. This is because with the total power increasing, the BER performance improves. One can also see that BERs with perfect knowledge of $h_{2}$ give the best performance and that when $N_{w_{2}}$ (the noise power in pilot) increases, the BERs increase. This is because the increase of noise powers deteriorate the BER performances.

Fig. 3.9 and Fig. 3.10 compare the BER using the optimal energy allocation between $P_{d}, P_{s}, P_{w_{1}}, P_{w_{2}}$ under fixed $P_{T}$ with the BER using equal energy allocation without optimization where $P_{d}=\frac{P_{T} D}{H}, P_{s}=\frac{P_{T} D}{H}, P_{w_{1}}=$ $\frac{P_{T} W_{1}}{H}$ and $P_{w_{2}}=\frac{P_{T} W_{2}}{H} . d_{2}=1$ and $N_{1}=1$ are set in Fig. 3.9 and Fig. 3.10.

4-PAM modulation is used as examples and other modulation can be checked in a similar way.


Figure 3.8: Comparison of BERs with optimal allocation between the case when $h_{1}$ is estimated but with perfect knowledge of $h_{2}$ and the case when both $h_{1}$ and $h_{2}$ are estimated in DCE.

Fig. 3.9 shows the BERs vs. $P_{T} / H$ when both $h_{1}$ and $h_{2}$ are estimated in DCE. Fig. 3.10 shows the BERs vs. $P_{T} / H$ when $G_{d_{f i x_{2}}}$ and $G_{w_{f i x_{2}}}$ are used in CCE. $d_{1}$ is decreased from $1 / 4 d_{2}$ in Fig. 3.9 (a) and Fig. 3.10 (a) to $1 / 10 d_{2}$ in Fig. 3.9 (b) and Fig. 3.10 (b), respectively. From Fig. 3.9 and Fig. 3.10, one can see that the BERs with optimal energy allocation outperform the BERs with equal allocation under the same conditions.

Comparing the system with $N_{w_{2}}=N_{w_{1}}=N_{2}=N_{1}$ in Fig. 3.9 (a) and Fig. 3.9 (b), one can see that the BER improves when $d_{1}$ (the distance between source and relay) decreases. This is because when $d_{1}$ decreases, the
average power increases and thus, the BER performance improves.
Also, in this case, as $d_{1}$ is decreased from $1 / 4 d_{2}$ in Fig. 3.9 (a) to $1 / 10 d_{2}$ in Fig. 3.9 (b), the performance gain of optimal allocation over equal allocation is increased from 2 dB to 3 dB . This is because equal allocation cannot perform well when the status of source-to-relay channel is different from that of the relay-to-destination channel. Therefore, with the decrease of $d_{1}$, the difference between $d_{1}$ and $d_{2}$ becomes larger such that the performance gain will increase accordingly. As can be seen in Fig. 3.9 (a), with the increase of $N_{w_{2}}$ and $N_{2}$ from $N_{1}$ to $3 N_{1}$, the performance gain increases from 2 dB to 2.25 dB. Also, with the increase of $N_{w_{2}}$ and $N_{w_{1}}$ from $N_{1}$ to $3 N_{1}$, the performance gain increases from 2 dB to 2.4 dB . This is also because that with the increase of difference of noise power between source-to-relay and relay-to-destination channel or between data transmission and pilot transmission, the performance gain increases. In Fig. 3.9 (b), as the increase of $N_{w_{2}}$ and $N_{w_{1}}$ from $10 N_{1}$ to $20 N_{1}$, the performance gain increases from 4.8 dB to 5.5 dB with the same reason above.

Similar analysis and conclusion can be made from Fig. 8 (a) and Fig. 8 (b) in CCE. Moreover, when setting $d_{1}=1, d_{2}=1 / 4 d_{1}$ and $d_{2}=1 / 10 d_{1}$ in Fig. 3.9 and Fig. 3.10, similar performance gain can be obtained. These figures are omitted here to save space.

### 3.7 Conclusions

The BER and the outage probability of AF relaying systems using variable gain in DCE and fixed gains in CCE have been derived when different channel gains are estimated using the pilot-aided ML estimation for slowly fading Rayleigh


Figure 3.9: BER vs. $P_{T} / H$ for AF in DCE when both $h_{1}$ and $h_{2}$ are estimated. (a) $d_{1}=1 / 4 d_{2}$. (b) $d_{1}=1 / 10 d_{2}$.


Figure 3.10: BER vs. $P_{T} / H$ for AF in CCE when $G_{d_{f i x_{2}}}$ and $G_{w_{f i x_{2}}}$ are used. (a) $d_{1}=1 / 4 d_{2}$. (b) $d_{1}=1 / 10 d_{2}$.
channels. Based on these BERs, two kinds of optimal energy allocation have been studied. From the derivation, one can see that the BER expressions for CCE are more complex than those for DCE, as they include the Meijer's G function.

Numerical results have confirmed the accuracy of the analysis. They have shown that the optimal energy allocation methods outperform the conventional system without optimal energy allocation, which could be as large as several dB's in some cases. Note that this chapter considers a single carrier system. The optimization only needs to be done once using channel statistics and can be offline. An interesting future work is to extend it to multi-carrier systems with higher spectral efficiency, provided that closed-form expressions for BER can be obtained.

## Chapter 4

## Performance Analysis for

## Amplify-and-Forward Relaying

 with Randomly Distributed and
## Fixed Interferers

### 4.1 Introduction

Wireless relaying can extend the network coverage by using idle nodes as relays in the network. It can also provide diversity gain by using idle nodes as virtual antennas [9]. In practical systems, it is often the case that more than one idle node is available at the same time such that multiple relays can be used by the source. If all the idle nodes are used in wireless relaying, orthogonal channels between relays have to be used in the second relaying phase such that the relayed signals will not interfere with each other. This will reduce the usage efficiency of the system resources considerably. To solve this problem, relay
selection can be used by choosing only one node out of all available idle nodes in the second phase [66]. It can be shown that relay selection can achieve the same diversity gain as the scheme that uses all available idle nodes, with proper designs [17]. Thus, this chapter focuses on relay selection using AF as an effective technology to achieve reliable communications.

Several researchers have studied the performance of relay selection using AF. In [117], the optimal relay selection criterion was proposed by selecting the relay with the largest instantaneous end-to-end or global SNR for forwarding. The performance of this criterion was analyzed in [118]. In [67], two suboptimal relay selection schemes based on two upper bounds to the instantaneous global SNR were proposed and analyzed. Reference [70] proposed partial relay selection scheme where relay selection is based on only the instantaneous SNR of the first hop. In [66], both the optimal selection scheme and the partial selection scheme were analyzed for Nakagami- $m$ fading channels. However, none of these works has considered the interferences from other transmitting sources in the network.

In a multiple-access system or a frequency-reused cell, interferences from other transmitting sources, such as interferers, may cause performance degradation and therefore, cannot be ignored. Moreover, the positions of the nodes may not be optimized such that interferers may be randomly distributed. In this case, the spatially averaged (over the distributions of the positions) performance metrics may be of more practical use for system design and optimization by considering random locations of interferers.

Reference [119] provided the closed-form expression of the outage probability of dual-hop AF relaying in the presence of interference at the destination over Rayleigh fading channels. Reference [53] analyzed the outage probabil-
ity of a dual-hop AF relaying system where both relay and destination are interfered by a single source in Nakagami- $m$ fading channel. However these two works either considered interferers only at the destination over Rayleigh fading channels or only a signal interferer of fixed location.

In this chapter, a comprehensive analytical framework is provided to derive the outage probability performance of an AF relay selection system where the relays suffer from path loss, independent but non-identically distributed Nakagami- $m$ fading as well as Nakagami- $m$ interferences. The optimal criterion that selects the relay with the largest instantaneous global SINR is studied. The contributions and findings of this chapter can be summarized as follows:

- First, it is assumed the interferers have random number and locations. This is the case for multiple-access systems with mobile nodes. With the help of GGA, the exact outage probability of this case in the form of onedimensional integral is derived. Then, lower bound of this outage probability with simplified form is given. More importantly, asymptotic expression are provided to show several insights and intuitions. Special cases (i.e. dominant interferences in both relay and destination, Rayleigh distributed signals) are also proposed.
- Then, it is assumed the interferers have fixed number and locations. This is the case for fixed-access wireless systems where wireless interconnections are mainly provided to replace wires with considerably low or little mobility. The exact outage probability in terms of one-dimensional integral is derived. Then, closed-form lower bound of this outage probability is given. Moreover, asymptotic expression of outage probability with simplified form is presented for large SINR values. Special cases (i.e. i.i.d. interferences, domi-
nant interferences, Rayleigh distributed signals) are also proposed with several insights.
- Finally, numerical results are presented to show the accuracy of our analysis and therefore to examine the effects of the number and the locations of the interferences on relay selection using AF. They show that with the increase of SINR, the outage probability decreases accordingly for both random and fixed interferers. They also show that with the change of interference-to-noise ratio (INR) but with the SINR fixed, the outage probability for random interferers change correspondingly while the outage probability for fixed interferers remains almost the same.

The remainder of this chapter is organized as follows. Section 4.2 introduces the system model. Section 4.3 considers the case when the interferers have random number and locations, while Section 4.4 studies the case when the interferers have fixed number and locations. Numerical results are presented to examine our theoretical analysis in Section 4.5, followed by concluding remarks in Section 4.6.

### 4.2 System Model

Consider a wireless relaying system with one source $S$, one destination $D$ and $J$ relays $R_{j}, j=1,2, \cdots, J$, as shown in Fig. 4.1. Assume there is no direct link between the source and destination, which is the case when relays are used to extend network coverage and is the focus of this chapter. All nodes have a single antenna and are in half-duplex mode.

Assume that there are $I^{s j}$ interferers denoted by $I_{i}^{s j}, i=1,2, \cdots, I^{s j}$, and $I^{j d}$ interferers denoted by $I_{v}^{j d}, v=1,2, \cdots, I^{j d}$, that are transmitting at


Figure 4.1: System model.
the same time as the source to the $j$-th relay and the $j$-th relay to the destination, causing interference to the $j$-th relay and the destination, respectively. Assume that the distance between the source $S$ and the $j$-th relay $R_{j}$, the $j$-th relay $R_{j}$ and the destination $D$, the $i$-th interferer $I_{i}^{s j}$ and the $j$-th relay $R_{j}$ and the $v$-th interferer $I_{v}^{j d}$ and the destination $D$ are $l_{s j}, l_{j d}, l_{i j}$ and $l_{v j}$, respectively. Also, assume that the path loss between $S$ and $R_{j}, R_{j}$ and $D, I_{i}^{s j}$ and $R_{j}, I_{v}^{j d}$ and $D$ are $\eta\left(l_{s j}\right), \eta\left(l_{j d}\right), \eta\left(l_{i j}\right)$ and $\eta\left(l_{v j}\right)$, respectively. As the singular path loss model always leads to impractical power condition in the network when $l<1$, the non-singular model for the path loss is assumed as [120]

$$
\begin{equation*}
\eta(l)=\frac{1}{l^{\beta}+1} \tag{4.1}
\end{equation*}
$$

where $\beta$ is the path loss exponent.
In the case when the interferers have random number and locations,
this chapter assumes the numbers $I^{s j}, I^{j d}$ and the distances $l_{i j}, l_{v j}$ are random. Also, assume a Poisson point process (PPP) with density $\lambda_{I}$ for the spatial distribution of the interferers. Then, the PDF of the number of interferers is given as

$$
\begin{equation*}
\operatorname{Pr}\{i=I\}=\frac{\left(\lambda_{I} A_{I}\right)^{I}}{I!} e^{-\lambda_{I} A_{I}}, I=0,1, \cdots \tag{4.2}
\end{equation*}
$$

where $A_{I}$ is the distribution area of interferers. Also, this chapter assumes that the distance $l$ follows a general distribution with a PDF of $f_{l}(x)$ which can be specified for different applications considered. In the case when the interferers have fixed locations, both the number of interferers and their locations are fixed such that $I^{s j}, I^{j d}, l_{i j}$ and $l_{v j}$ are deterministic values.

The received signal from the source $S$ to the $j$-th relay $R_{j}$ is given by

$$
\begin{equation*}
y_{s j}=\sqrt{\Omega_{s j}} h_{s j} x+\sum_{i=1}^{I^{s j}} \sqrt{\Omega_{i j}} h_{i j} x_{i j}+n_{s j} \tag{4.3}
\end{equation*}
$$

and it can be further amplified and forwarded such that the received signal at the destination is given by

$$
\begin{equation*}
y_{j d}=\sqrt{\Omega_{j d}} h_{j d} \cdot G_{j} \cdot y_{s j}+\sum_{v=1}^{I^{j d}} \sqrt{\Omega_{v j}} h_{v j} x_{v j}+n_{j d} \tag{4.4}
\end{equation*}
$$

where $\Omega_{s j}=K_{s j} P_{s j} \eta\left(l_{s j}\right), \Omega_{j d}=K_{j d} P_{j d} \eta\left(l_{j d}\right), \Omega_{i j}=K_{i j} P_{i j} \eta\left(l_{i j}\right)$ and $\Omega_{v j}=$ $K_{v j} P_{v j} \eta\left(l_{v j}\right)$ are the average power of the Nakagami- $m$ fading gain in the channel between the source $S$ and the $j$-th relay $R_{j}$, the $j$-th relay $R_{j}$ and the destination $D$, the $i$-th interferer $I_{i}^{s j}$ and the $j$-th relay $R_{j}$, and the $v$-th interferer $I_{v}^{j d}$ and the destination $D$, respectively, $P_{s j}, P_{j d}, P_{i j}$ and $P_{v j}$ are the transmitted power of $S, R_{j}, I_{i}^{s j}$ and $I_{v}^{j d}$, respectively, $K_{s j}, K_{j d}, K_{i j}$ and $K_{v j}$ are constants that take other power factors, such as antenna gains and the
average signal power factors, into account, $h_{s j}, h_{j d}, h_{i j}$ and $h_{v j}$ are the fading gains with unit average power between $S$ and $R_{j}, R_{j}$ and $D, I_{i}^{s j}$ and $R_{j}, I_{v}^{j d}$ and $D$, respectively, $x, x_{i j}$ and $x_{v j}$ are the transmitted symbol of $S, I_{i}^{s j}$ and $I_{v}^{j d}$, respectively, $n_{s j}, n_{j d}$ are the additive white Gaussian noise (AWGN) in the channel between $S$ and $R_{j}, R_{j}$ and $D$, respectively, and $G_{j}$ is the amplification factor.

In the above, assume enough distances between relays, and between source and relays, and between relays and destination such that $\left|h_{s j}\right|, j=$ $1,2, \cdots, J$, are independent of each other, $\left|h_{j d}\right|, j=1,2, \cdots, J$ are independent of each other and $\left|h_{s j}\right|$ are independent of $\left|h_{j d}\right|$. Similarly, assume that $n_{s j}$ are independent of each other for different $j, n_{j d}$ are independent of each other for different $j$, and $n_{s j}$ are independent of $n_{j d}$. Also, assume enough distances between interferers at the relay and between interferers at the destination such that $I_{i}^{s j},\left|h_{i j}\right|, i=1,2, \cdots, I^{s j}$, at $R_{j}$ are independent of each other, respectively, and $I_{v}^{j d},\left|h_{v j}\right|, v=1,2, \cdots, I^{j d}$, at $D$ are independent of each other, respectively. Also assume that interferers change from broadcasting phase to relaying phase such that interferences at the destination are independent of those at the relays.

Note that $I_{i}^{s j},\left|h_{i j}\right|$ are independent of $I_{v}^{j d},\left|h_{v j}\right|$, respectively, for different values of $j$, as it is not possible to have the same interferences in the signals from different relays to destination. Otherwise, the relays have to transmit their signals at the same time in the same frequency band and the destination will not be able to tell which signal is from which relay.

Based on the discussions above, this chapter assumes the independent Nakagami- $m$ fading channels such that the fading powers $\left|h_{s j}\right|^{2},\left|h_{j d}\right|^{2},\left|h_{i j}\right|^{2}$, and $\left|h_{v j}\right|^{2}$ are independent Gamma RVs with shape parameters $m_{s j}, m_{j d}, m_{i j}$,
$m_{v j}$ and scale parameters $1 / m_{s j}, 1 / m_{j d}, 1 / m_{i j}, 1 / m_{v j}$, respectively, where the Nakagami- $m$ parameters are assumed to be integers. Also, assume $E\left(|x|^{2}\right)=1$, $E\left(\left|x_{i j}\right|^{2}\right)=1$ and $E\left(\left|x_{v j}\right|^{2}\right)=1$ such that the actual average signal power is absorbed by $\Omega_{s j}, \Omega_{i j}$ and $\Omega_{v j}$, respectively.

Denote $\sigma_{s j}^{2}=E\left(\left|n_{s j}\right|^{2}\right)$ as the noise power at $R_{j}$, and $\sigma_{j d}^{2}=E\left(\left|n_{j d}\right|^{2}\right)$ as the noise power at $D$. Let $Y_{s j}=\sum_{i=1}^{I^{s j}} \Omega_{i j}\left|h_{i j}\right|^{2}$ and $Y_{j d}=\sum_{v=1}^{I^{j d}} \Omega_{v j}\left|h_{v j}\right|^{2}$. Define the SNR at $R_{j}$ and $D$ as $\gamma_{s j}^{S N R}=\frac{E\left(\Omega_{s j}\left|h_{s j}\right|^{2}\right)}{\sigma_{s j}^{2}}$ and $\gamma_{j d}^{S N R}=\frac{E\left(\Omega_{j d}\left|h_{j d}\right|^{2}\right)}{\sigma_{j d}^{2}}$, respectively, the INR at $R_{j}$ and $D$ as $\gamma_{s j}^{I N R}=\frac{E\left(Y_{s j}\right)}{\sigma_{s j}^{2}}$ and $\gamma_{j d}^{I N R}=\frac{E\left(Y_{j d}\right)}{\sigma_{j d}^{2}}$, respectively, and the SINR at $R_{j}$ and $D$ as $\gamma_{s j}^{S I N R}=\frac{E\left(\Omega_{s j}\left|h_{s j}\right|^{2}\right)}{\sigma_{s j}^{2}+E\left(Y_{s j}\right)}$ and $\gamma_{j d}^{S I N R}=$ $\frac{E\left(\Omega_{j d}\left|h_{j d}\right|^{2}\right)}{\sigma_{j d}^{2}+E\left(Y_{j d}\right)}$, respectively.

Using these assumptions, for variable-gain relaying, the amplification factor considering interference is given by

$$
\begin{equation*}
G_{j}=\frac{1}{\sqrt{\Omega_{s j}\left|h_{s j}\right|^{2}+\sigma_{s j}^{2}+\sum_{i=1}^{I^{s j}} \Omega_{i j}\left|h_{i j}\right|^{2}}} \tag{4.5}
\end{equation*}
$$

Using (4.5) in (4.4), the instantaneous end-to-end SINR of the $j$-th relaying link can be derived as

$$
\begin{equation*}
\Gamma_{j}=\frac{\Gamma_{s j} \Gamma_{j d}}{\Gamma_{s j}+\Gamma_{j d}+1} \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{s j}=\frac{\Omega_{s j}\left|h_{s j}\right|^{2}}{\sigma_{s j}^{2}+Y_{s j}} \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{j d}=\frac{\Omega_{j d}\left|h_{j d}\right|^{2}}{\sigma_{j d}^{2}+Y_{j d}} . \tag{4.8}
\end{equation*}
$$

In relay selection, the relay with the largest end-to-end instantaneous SINR is selected. Thus, the outage probability for a threshold of $\gamma_{t h}$ is given
by

$$
\begin{equation*}
P_{o}\left(\gamma_{t h}\right)=\operatorname{Pr}\left\{\max \left\{\Gamma_{j}\right\}<\gamma_{t h}\right\}, \quad j=1,2, \cdots, J \tag{4.9}
\end{equation*}
$$

In the next sections, this outage probability is derived for different cases.

### 4.3 Random Interferers

First, the case when the interferers have random number and locations is considered. In this case, the randomness comes from the Nakagami- $m$ fading powers, the number of interferers $I^{s j}$ and $I^{j d}$ as well as the distances $l_{i j}$ and $l_{v j}$. In the first subsection, the PDFs of $Y_{s j}$ and $Y_{j d}$ are derived using the GGA, as their closed-form expressions are difficult to obtain, if not impossible. Then, closed-form expressions of the PDF and CDF for $\Gamma_{s j}$ and $\Gamma_{j d}$ are derived. In the third subsection, outage probability is derived when the relay with the largest instantaneous end-to-end SINR is selected. Last in this section, special cases are given with the simplified expressions. Note that the analysis of outage probability in this section can also be considered as an exact result when each relay and the destination have only one fixed interferer following GG distribution.

### 4.3.1 PDF of $Y_{s j}$ and $Y_{j d}$

Exact closed-form expressions for the PDFs of $Y_{s j}$ and $Y_{j d}$ are not available and are difficult to obtain. As a result, only MGFs of $Y_{s j}$ and $Y_{j d}$ for i.i.d. channels are available in the literature [121], which use either two- or threedimensional integrals and thus are very complicated and not convenient to use. Therefore, it is nearly impossible to get the closed-form expressions for
the PDFs and CDFs of $Y_{s j}$ and $Y_{j d}$ from these MGFs because the inverse Laplace transform is further needed. Thus, in the following, GGA will be used by matching the first-order, second-order and third-order moments of $Y_{s j}$ and $Y_{j d}$ to the first-order, second-order and third-order moments of a GG RV. To the best of the authors' knowledge, none of the works in the literature have considered using GGA to approximate the distribution of random interferers. Numerical results in Section 4.5 will show that the GGA approximation has a very good match with the simulation results.

As $Y_{s j}$ and $Y_{j d}$ have the same distribution but with different parameters, the distribution of $Y_{s j}$ is approximated first. One can get the approximate PDF of $Y_{s j}$ using GGA (introduced in Section 2.6) as

$$
\begin{equation*}
f_{Y_{s j}}\left(x ; a_{s j}, d_{s j}, p_{s j}\right)=\frac{p_{s j} a_{s j}^{-d_{s j}} x^{d_{s j}-1} e^{-\left(\frac{x}{a_{s j}}\right)^{p_{s j}}}}{\Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}, x>0 \tag{4.10}
\end{equation*}
$$

where $d_{s j}>0, p_{s j}>0$ are shape parameters and $a_{s j}>0$ is the scale parameter to be determined. It is shown in Appendix B. 1 that one can calculate $p_{s j}$ and $d_{s j}$ in (4.10) by solving the two equations as

$$
\left\{\begin{array}{c}
B\left(\frac{d_{s j}+1}{p_{s j}}, \frac{d_{s j}+2}{p_{s j}}\right)=\frac{E\left(Y_{s j}\right) E\left(Y_{s j}^{2}\right)}{E\left(Y_{s j}^{3}\right)} B\left(\frac{d_{s j}}{p_{s j}}, \frac{d_{s j}+3}{p_{s j}}\right)  \tag{4.11}\\
B\left(\frac{d_{s j}+1}{p_{s j}}, \frac{d_{s j}+1}{p_{s j}}\right)=\frac{E\left(Y_{j j}\right)^{2}}{E\left(Y_{s j}^{2}\right)} B\left(\frac{d_{s j}}{p_{s j}}, \frac{d_{s j}+2}{p_{s j}}\right)
\end{array}\right.
$$

where $E\left(Y_{s j}\right), E\left(Y_{s j}^{2}\right)$ and $E\left(Y_{s j}^{3}\right)$ can be found in equations (B.2), (B.3) and (B.4), respectively, and then one can calculate $a_{s j}$ by inserting the solved values of $p_{s j}$ and $d_{s j}$ into one of the equations in (B.5). Also, when all the interferers are i.i.d., with the help of $e^{\lambda}=\sum_{I=0}^{\infty} \frac{\lambda^{I}}{I!}, e^{\lambda}=\frac{1}{\lambda} \sum_{I=1}^{\infty} I \frac{\lambda^{I}}{I!}$ or $e^{\lambda}=$ $\frac{1}{\lambda^{2}} \sum_{I=1}^{\infty} I(I-1) \frac{\lambda^{I}}{I!}, e^{\lambda}=\frac{1}{\lambda^{3}} \sum_{I=1}^{\infty} I(I-1)(I-2) \frac{\lambda^{I}}{I!}[87], E\left(Y_{s j}\right), E\left(Y_{s j}^{2}\right)$ and
$E\left(Y_{s j}^{3}\right)$ can be simplified as

$$
\left\{\begin{array}{l}
E\left(Y_{s j}\right)=I^{s j} K_{i j} P_{i j} \eta_{1, i j}  \tag{4.12}\\
E\left(Y_{s j}^{2}\right)=I^{s j} K_{i j}^{2} P_{i j}^{2} \eta_{2, i j} \frac{m_{i j}+1}{m_{i j}}+\left(I^{s j}\right)^{2} K_{i_{1} j} P_{i_{1 j}} K_{i_{2} j} P_{i_{2} j} \eta_{1, i j}^{2} \\
E\left(Y_{s j}^{3}\right)=I^{s j} K_{i j}^{3} P_{i j}^{3} \frac{\left(m_{i j}+1\right)\left(m_{i j}+2\right)}{m_{i j}^{2}} \eta_{3, i j}+\left(I^{s j}\right)^{2} K_{i_{1} j}^{2} P_{i_{1} j}^{2} K_{i_{2} j} P_{i_{2} j} \frac{m_{i j}+1}{m_{i j}} \\
\times \eta_{2, i j} \eta_{1, i j}+\left(I^{s j}\right)^{3} K_{i_{1} j} P_{i_{1} j} K_{i_{2} j} P_{i_{2 j} j} K_{i_{3} j} P_{i_{3} j} \eta_{1, i j}^{3} .
\end{array}\right.
$$

The PDF expression $f_{Y_{j d}}\left(x ; a_{j d}, d_{j d}, p_{j d}\right)$ of $Y_{j d}$ can be obtained using the same method as

$$
\begin{equation*}
f_{Y_{j d}}\left(x ; a_{j d}, d_{j d}, p_{j d}\right)=\frac{p_{j d} a_{j d}^{-d_{j d}} x^{d_{j d}-1} e^{-\left(\frac{x}{a_{j d}}\right)^{p_{j d}}}}{\Gamma\left(\frac{d_{j d}}{p_{j d}}\right)}, x>0, \tag{4.13}
\end{equation*}
$$

where $d_{j d}>0, p_{j d}>0$ are shape parameters and $a_{j d}>0$ is the scale parameter to be determined.

### 4.3.2 PDF and CDF of $\Gamma_{s j}$ and $\Gamma_{j d}$

Denote $W_{s j}=\Omega_{s j}\left|h_{s j}\right|^{2}$. Since $\left|h_{s j}\right|^{2}$ is a Gamma RV with shape parameter $m_{s j}$ and scale parameter $1 / m_{s j}, W_{s j}$ is also a Gamma RV with PDF

$$
\begin{equation*}
f_{W_{s j}}(x)=\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{m_{s j}} \frac{x^{m_{s j}-1}}{\Gamma\left(m_{s j}\right)} e^{-\frac{m_{s j}}{\Omega_{s j}} x}, x \geq 0 . \tag{4.14}
\end{equation*}
$$

Also, denote $Z_{s j}=Y_{s j}+\sigma_{s j}^{2}$, where the PDF of $Z_{s j}$ is determined by $f_{Z_{s j}}(x)=$ $f_{Y_{s j}}\left(x-\sigma_{s j}^{2}\right)$ for $x \geq \sigma_{s j}^{2}$. Thus, one has $\Gamma_{s j}=\frac{W_{s j}}{Z_{s j}}$ and the PDF of $\Gamma_{s j}$ is given by

$$
\begin{equation*}
f_{\Gamma_{s j}}(u)=\int_{-\infty}^{\infty}|x| f_{W_{s j}}(x u) f_{Y_{s j}}\left(x-\sigma_{s j}^{2}\right) d x . \tag{4.15}
\end{equation*}
$$

Using (4.10) and (4.14) in (4.15) and defining $p_{s j}=l_{s j} / k_{s j}$ and also assuming $\operatorname{gcd}\left(l_{s j}, k_{s j}\right)=1$ where $\operatorname{gcd}(\cdot, \cdot)$ is the greatest common devisor operator [36], one has

$$
\begin{align*}
& f_{\Gamma_{s j}}(u)=\sum_{r_{1}=0}^{m_{s j}} \mu_{1, s j, r_{1}} e^{-\frac{m_{s j} \sigma_{s j}^{2} u}{\Omega_{s j}}} u^{-d_{s j}+m_{s j}-r_{1}-1} \\
& \times G_{l_{s j}, k_{s j}}^{k_{s j}, l_{s j}}\left(\begin{array}{c}
\mu_{0, s j} u^{-l_{s j}} \mid \\
I\left(l_{s j}, 1-d_{s j}-r_{1}\right) \\
I\left(k_{s j}, 0\right)
\end{array}\right), \tag{4.16}
\end{align*}
$$

where $\mu_{0, s j}=k_{s j}^{-k_{s j}} l_{s j}^{l_{s j}} a_{s j}^{-k_{s j} p_{s j}}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{-l_{s j}}$,
$\mu_{1, s j, r_{1}}=\frac{l_{s j}^{d_{s j}+r_{1}-\frac{1}{2}} \sigma_{s j}^{2\left(m_{s j}-r_{1}\right)}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{-d_{s j}+m_{s j}-r_{1}} \sqrt{k_{s j}} p_{s j} m_{s j}!a_{s j}^{-d_{s j}}(2 \pi)^{-\frac{k_{s j}}{2}-\frac{l_{s j}}{2}+1}}{r_{1}!\left(m_{s j}-r_{1}\right)!\Gamma\left(m_{s j}\right) \Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}$,
$I(n, \xi)=(\xi / n,(\xi+1) / n, \cdots,(\xi+n-1) / n)$ and $G_{a, b}^{c, d}(\cdot)$ denotes the Meijer' ${ }^{\prime}$ function [36] which is available as a built-in function in many mathematical software packages, such as MATLAB, MATHEMATICA and MAPLE.

Proof: See Appendix B.2.
Also, one can get the CDF of $\Gamma_{s j}$ as

$$
\begin{align*}
& F_{\Gamma_{s j}}(u)=1-\sum_{r_{2}=0}^{m_{s j}-1} \sum_{r_{3}=0}^{r_{2}} \mu_{2, s j, r_{2}, r_{3}} e^{-\frac{m_{s j} \sigma_{s j}^{2} u}{\Omega_{s j}}} u^{-d_{s j}+r_{2}-r_{3}} \\
& \times G_{l_{s j}, k_{s j}}^{k_{s j}, l_{s j}}\left(\begin{array}{c}
\mu_{0, s j} u^{-l_{s j}} \mid \\
I\left(l_{s j}, 1-d_{s j}-r_{3}\right) \\
I\left(k_{s j}, 0\right)
\end{array}\right) \tag{4.17}
\end{align*}
$$

where $\mu_{2, s j, r_{2}, r_{3}}=\frac{l_{s j}^{d_{s j}+r_{3}-\frac{1}{2}} \sigma_{s j}^{2\left(r_{2}-r_{3}\right)}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{-d_{s j}+r_{2}-r_{3}} \sqrt{k_{s j}} p_{s j} a_{s j}^{-d_{s j}}(2 \pi)^{-\frac{k_{s j}}{2}-\frac{l_{s j}}{2}+1}}{r_{3}!\left(r_{2}-r_{3}\right)!\Gamma\left(\frac{d_{s j}}{P_{s j}}\right)}$.
Proof: See Appendix B.3.
The PDF and CDF of $\Gamma_{s j}$ in (4.16) and (4.17) in terms of the Meijer'Gfunction are computationally complex. Therefore, the high SINR approximations that have simpler forms are provided next. Using the following Taylor's
series expansion

$$
\begin{equation*}
e^{x}=\sum_{n=0}^{N} \frac{x^{n}}{n!}+o\left(x^{N}\right), \quad \text { as } \quad x \rightarrow 0, \tag{4.18}
\end{equation*}
$$

where $N$ is the positive integer and $o(x)$ denotes the higher-order term of an arbitrary function $a(x)$, one can get the PDF and $\operatorname{CDF}$ of $\Gamma_{s j}$ as (4.19) and (4.20), respectively.

$$
\begin{align*}
& f_{\Gamma_{s j}}(u)=\sum_{n_{1}=0}^{N_{1}} \sum_{n_{3}=0}^{N_{3}} \sum_{r_{1}=0}^{m_{s j}} \mu_{5, s j, r_{1}, n_{1}, n_{3}} u^{m_{s j}+n_{1}+n_{3}-1}+o\left[\left(u / \Omega_{s j}\right)^{N_{1}}\right]  \tag{4.19}\\
& +o\left[\left(\sigma_{s j}^{2} u / \Omega_{s j}\right)^{N_{3}}\right],
\end{align*}
$$

where $\mu_{5, s j, r_{1}, n_{1}, n_{3}}=$
$\frac{(-1)^{n_{1}+n_{3}} a_{s j}^{n_{1}+r_{1}} m_{s j}^{m_{s j}+n_{1}+n_{3}+1} \Omega_{s j}^{-m_{s j}-n_{1}-n_{3}} \sigma_{s j}^{2\left(m_{s j}-r_{1}+n_{3}\right)} \Gamma\left(\frac{d_{s j}+n_{1}+r_{1}}{p_{s j}}\right)}{n_{1}!n_{3}!\Gamma\left(r_{1}+1\right) \Gamma\left(m_{s j}-r_{1}+1\right) \Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}$, and $N_{1}, N_{3}$ are the positive integers.

$$
\begin{align*}
& F_{\Gamma_{s j}}(u)=1-\sum_{n_{2}=0}^{N_{2}} \sum_{n_{4}=0}^{N_{4}} \sum_{r_{2}=0}^{m_{s j}-1} \sum_{r_{3}=0}^{r_{2}} \mu_{6, s j, r_{2}, r_{3}, n_{2}, n_{4}} u^{n_{2}+r_{2}+n_{4}}  \tag{4.20}\\
& +o\left[\left(u / \Omega_{s j}\right)^{N_{2}}\right]+o\left[\left(\sigma_{s j}^{2} u / \Omega_{s j}\right)^{N_{4}}\right],
\end{align*}
$$

where $\mu_{6, s j, r_{2}, r_{3}, n_{2}, n_{4}}=\frac{(-1)^{n_{2}+n_{4}} a_{s j}^{n_{2}+r_{3}} \sigma_{s j}^{2\left(r_{2}-r_{3}+n_{4}\right)}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{n_{2}+r_{2}+n_{4}} \Gamma\left(\frac{d_{s j}+n_{2}+r_{3}}{p_{s j}}\right)}{n_{2}!n_{4}!r_{3}!\left(r_{2}-r_{3}\right)!\Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}$, and $N_{2}, N_{4}$ are the positive integers.

Proof: See Appendix B.4.
In high SINR conditions when $\Omega_{s j} \rightarrow \infty$ or $\sigma_{s j}^{2} \rightarrow 0$ or in the low outage regime when $u \rightarrow 0$, one can set $N_{1}=N_{2}=N_{3}=N_{4}=1$ and get rid of $o\left[\left(u / \Omega_{s j}\right)^{N_{1}}\right], o\left[\left(u / \Omega_{s j}\right)^{N_{2}}\right], o\left[\left(\sigma_{s j}^{2} u / \Omega_{s j}\right)^{N_{3}}\right]$ and $o\left[\left(\sigma_{s j}^{2} u / \Omega_{s j}\right)^{N_{4}}\right]$ in (4.19) and (4.20) to obtain corresponding approximations, respectively.

The PDF and CDF expressions $f_{\Gamma_{j d}}(u)$ and $F_{\Gamma_{j d}}(u)$ and their high SINR approximations can be obtained using the same method as above. They can be found in Appendix B.5.

### 4.3.3 Outage Probability

Using the derived PDF and CDFs of $\Gamma_{s j}$ and $\Gamma_{j d}$ in the previous subsection, the CDF of the instantaneous end-to-end SINR in (4.6) can be derived as [66]

$$
\begin{align*}
F_{\Gamma_{j}}^{E}(x) & =\int_{0}^{\infty} \operatorname{Pr}\left\{\left.\frac{\Gamma_{s j} \Gamma_{j d}}{\Gamma_{s j}+\Gamma_{j d}+1} \leq x \right\rvert\, t\right\} f_{\Gamma_{s j}}(t) d t \\
& =F_{\Gamma_{s j}}(x)+\int_{0}^{\infty} F_{\Gamma_{j d}}\left(\frac{x^{2}+x+x t}{t}\right) f_{\Gamma_{s j}}(t+x) d t \tag{4.21}
\end{align*}
$$

One can see that (4.21) only has a one-dimensional integral, which can be calculated numerically using mathematical software. Also, by using the lower bound as

$$
\begin{equation*}
F_{\Gamma_{j}}(x) \geqslant 1-\left[1-F_{\Gamma_{s j}}(x)\right]\left[1-F_{\Gamma_{j d}}(x)\right]=F_{\Gamma_{j}}^{L B}(x), \tag{4.22}
\end{equation*}
$$

one can get the lower bound to the CDF as

$$
\begin{align*}
& F_{\Gamma_{j}}^{L B}(x)=1-\sum_{r_{2}=0}^{m_{s j}-1} \sum_{r_{3}=0}^{r_{2}} \sum_{r_{2}^{\prime}=0}^{m_{j d}-1} \sum_{r_{3}^{\prime}=0}^{r_{2}^{\prime}} \mu_{2, s j, r_{2}, r_{3}} \mu_{2, j d, r_{2}^{\prime}, r_{3}} e^{-\frac{m_{s j} \sigma_{s j}^{2} x}{\Omega_{s j}}-\frac{m_{j d} \sigma_{j d}^{2} x^{x}}{\Omega_{j d}}} \\
& \times x^{-d_{s j}+r_{2}-r_{3}-d_{j d}+r_{2}^{\prime}-r_{3}^{\prime}} G_{l_{s j}, k_{s j}}^{k_{s j}, l_{s j}}\left(\begin{array}{c} 
\\
\mu_{0, s j} x^{-l_{s j}} \mid \\
I\left(l_{s j}, 1-d_{s j}-r_{3}\right) \\
\\
\times G_{l_{j d,}, k_{j d}}^{k_{j d}, l_{j d}}\left(\begin{array}{c} 
\\
\mu_{0, j d} x^{-l_{j d}} \mid
\end{array}\right) \\
I\left(l_{j d}, 1-d_{j d}-r_{3}^{\prime}\right) \\
I\left(k_{j d}, 0\right)
\end{array}\right), \tag{4.23}
\end{align*}
$$

where $\mu_{0, j d}=k_{j d}^{-k_{j d}} l_{j d}^{l_{j d}} a_{j d}^{-k_{j d} p_{j d}}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{-l_{j d}}$, and
$\mu_{2, j d, r_{2}^{\prime}, r_{3}^{\prime}}=\frac{l_{l_{j d}}^{d_{j d}+r_{3}^{\prime}-\frac{1}{2}} \sigma_{j d}^{2\left(r_{2}^{\prime}-r_{3}^{\prime}\right)}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{-d_{j d}+r_{2}^{\prime}-r_{3}^{\prime}} \sqrt{k_{j d}} p_{j d} a_{j d}^{-d_{j d}}(2 \pi)^{-\frac{k_{j d}}{2}-\frac{l_{j d}}{2}+1}}{r_{3}^{\prime}!\left(r_{2}^{\prime}-r_{3}^{\prime}\right)!\Gamma\left(\frac{d_{j d}}{p_{j d}}\right)}$.
Also, if one inserts the CDFs of high SINR approximations into (4.22) and with the help of (B.1), one can get the asymptotic expression of the CDF as

$$
\begin{align*}
& F_{\Gamma_{j}}^{\infty}(x)=1-\sum_{n_{2}=0}^{N_{2}} \sum_{n_{4}=0}^{N_{4}} \sum_{r_{2}=0}^{m_{s j}-1} \sum_{r_{3}=0}^{r_{2}} \sum_{n_{2}^{\prime}=0}^{N_{2}^{\prime}} \sum_{n_{4}^{\prime}=0}^{N_{4}^{\prime}} \sum_{r_{2}^{\prime}=0}^{m_{j d}-1} \sum_{r_{3}^{\prime}=0}^{r_{2}^{\prime}} x^{n_{2}+r_{2}+n_{4}+n_{2}^{\prime}+r_{2}^{\prime}+n_{4}^{\prime}} \\
& \times\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{n_{2}+r_{2}+n_{4}}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{n_{2}^{\prime}+r_{2}^{\prime}+n_{4}^{\prime}} E\left(Y_{s j}^{n_{2}+r_{3}}\right) E\left(Y_{j d}^{n_{2}^{\prime}+r_{3}^{\prime}}\right)  \tag{4.24}\\
& \times \frac{(-1)^{n_{2}+n_{4}+n_{2}^{\prime}+n_{4}^{\prime}} \sigma_{s j}^{2\left(r_{2}-r_{3}+n_{4}\right)} \sigma_{j d}^{2\left(r_{2}^{\prime}-r_{3}^{\prime}+n_{4}^{\prime}\right)}}{n_{2}!n_{4}!r_{3}!\left(r_{2}-r_{3}\right)!n_{2}^{\prime}!n_{4}^{\prime}!r_{3}^{\prime}!\left(r_{2}^{\prime}-r_{3}^{\prime}\right)!}
\end{align*}
$$

where $E\left(Y_{s j}^{n_{2}+r_{3}}\right)=\frac{a_{s j}^{n_{2}+r_{3}} \Gamma\left(\frac{d_{s j}+n_{2}+r_{3}}{p_{s j}}\right)}{\Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}, E\left(Y_{j d}^{n_{2}^{\prime}+r_{3}^{\prime}}\right)=\frac{a_{j d}^{n_{2}^{\prime}+r_{3}^{\prime}} \Gamma\left(\frac{d_{j d}+n_{2}^{\prime}+r_{3}^{\prime}}{j_{j d}}\right)}{\Gamma\left(\frac{d_{j d}}{p_{j d}}\right)}$.
Then, the outage probability for AF relay selection is given by

$$
\begin{equation*}
P_{o}^{\Psi}\left(\gamma_{t h}\right)=\prod_{j=1}^{J} F_{\Gamma_{j}}^{\Psi}\left(\gamma_{t h}\right) \tag{4.25}
\end{equation*}
$$

where $\Psi$ in (4.25) can be $E$ using $F_{\Gamma_{j}}^{E}(x)$ to get the exact outage probability, $L B$ using $F_{\Gamma_{j}}^{L B}(x)$ to get lower bound, and $\infty$ using $F_{\Gamma_{j}}^{\infty}\left(\gamma_{t h}\right)$ to get the asymptotic expression for the outage probability.

Using the simple form in (4.24), several insights can be obtained. For example, in the low outage regime when $\gamma_{t h} \rightarrow 0$, the above result becomes exact. Also, one can see from (4.24) that when the Nakagami- $m$ parameters of the interference $m_{i j}$ or $m_{v j}(\gg 1)$ are large and increase, the outage probability remains almost unchanged. This is because $m_{i j}$ or $m_{v j}$ only have an influence
on the order of interference power, as can be seen from (B.2), (B.3) and (B.4) in Appendix B.1, where the $c$-th order moment of interference power $E\left(Y_{s j}\right)$ or $E\left(Y_{j d}\right)$ remains almost unchanged when $m_{i j}$ or $m_{v j}$ are large. For small values of $m_{i j}$ or $m_{v j}(\approx 1)$, they still have some influence on the outage probability, as $\frac{m_{i j}+1}{m_{i j}}$ in (B.3) and $\frac{\left(m_{i j}+1\right)\left(m_{i j}+2\right)}{m_{i j}^{2}}$ in (B.4) cannot be ignored if $m_{i j} \approx 1$ (They approach 1 when $m_{i j} \rightarrow 0$ ). This phenomenon will be shown in Fig. 4.2 by simulation in Section 4.5.

Also, one can see from (4.24) that, when the SINR increases (i.e. $\Omega_{s j}$ or $\Omega_{j d}$ increase, or $\sigma_{s j}^{2}$ or $\sigma_{j d}^{2}$ decrease, or $E\left(Y_{s j}\right)$ or $E\left(Y_{j d}\right)$ decrease $)$, the outage probability decreases accordingly, which will be shown in Fig. 4.4 and Fig. 4.5 in Section 4.5. Further, for fixed SINR, if one decreases INR (i.e. decreases the interference power $E\left(Y_{s j}\right)$ or $E\left(Y_{j d}\right)$ ), the outage probability still decreases. This is because the order of the interference power $E\left(Y_{s j}^{n_{2}+r_{3}}\right)$ or $E\left(Y_{j d}^{n_{2}^{\prime}+r_{3}^{\prime}}\right)$ in (4.24) also affects the outage probability. The rate of decrease becomes small when the diversity order (determined by $m_{s j}$ or $m_{j d}$ ) is small. Therefore, when the signal experiences Rayleigh fading (i.e. $m_{s j}=1$ or $m_{j d}=1$ ), the outage probability remains almost unchanged if one changes INR but keeps SINR fixed. These explanations will be verified in Fig. 4.3 and Fig. 4.4 in Section 4.5.

Furthermore, since the possible boundary of the interferers and the pass loss between the interferer and the signal have influence on the order of interference power (referring to (B.2), (B.3) and (B.4) in Appendix B.1), changing the possible boundary and the pass loss also changes the outage probability, even if one keeps the SINR and INR fixed. Similar to before, for the Rayleigh case, the outage probability changes little if one keeps SINR and INR fixed. These discussions will be verified in Fig. 4.6 and Fig. 4.7 in Section
4.5.

Another insight that can be obtained from (4.24) is that, when $m_{s j}$ or $m_{j d}$ increase, the outage probability decreases, as $m_{s j}$ or $m_{j d}$ are in the upper limits of the summations in (4.24), which will also be examined in Fig. 4.3Fig. 4.7 in Section 4.5.

### 4.3.4 Special Cases

For the sake of simplicity, this subsection now focus on the case when the interferences are dominant at both relay and destination. By setting $\sigma_{s j}^{2} \approx 0$ and $\sigma_{j d}^{2} \approx 0$ in (4.24), one can get the asymptotic CDF in this case as

$$
\begin{align*}
& F_{\Gamma_{j}}^{\infty}(x)=1-\sum_{n_{2}=0}^{N_{2}} \sum_{r_{2}=0}^{m_{s j}-1} \sum_{n_{2}^{\prime}=0}^{N_{2}^{\prime}} \sum_{r_{2}^{\prime}=0}^{m_{j d}-1} x^{n_{2}+r_{2}+n_{2}^{\prime}+r_{2}^{\prime}} \\
& \frac{(-1)^{n_{2}+n_{2}^{\prime}}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{n_{2}+r_{2}}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{n_{2}^{\prime}+r_{2}^{\prime}} E\left(Y_{s j}^{n_{2}+r_{2}}\right) E\left(Y_{j d}^{n_{2}^{\prime}+r_{2}^{\prime}}\right)}{n_{2}!r_{2}!n_{2}^{\prime}!r_{2}^{\prime}!} \tag{4.26}
\end{align*}
$$

where $E\left(Y_{s j}^{n_{2}+r_{2}}\right)=\frac{a_{s j}^{n_{2}+r_{2}} \Gamma\left(\frac{d_{s j}+n_{2}+r_{2}}{p_{s j}}\right)}{\Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}, E\left(Y_{j d}^{n_{2}^{\prime}+r_{2}^{\prime}}\right)=\frac{a_{j d}^{n_{2}^{\prime}+r_{2}^{\prime}} \Gamma\left(\frac{d_{j d}+n_{2}^{\prime}+r_{2}^{\prime}}{p_{j d}}\right)}{\Gamma\left(\frac{d_{j d}}{p_{j d}}\right)}$.
In another special case when the signal experiences Rayleigh fading channel, by setting $m_{s j}=1$ and $m_{j d}=1,(4.24)$ is specialized to

$$
\begin{align*}
& F_{\Gamma_{j}}^{\infty}(x)=1-\sum_{n_{2}=0}^{N_{2}} \sum_{n_{4}=0}^{N_{4}} \sum_{n_{2}^{\prime}=0}^{N_{2}^{\prime}} \sum_{n_{4}^{\prime}=0}^{N_{4}^{\prime}} x^{n_{2}+n_{4}+n_{2}^{\prime}+n_{4}^{\prime}}  \tag{4.27}\\
& \frac{(-1)^{n_{2}+n_{4}+n_{2}^{\prime}+n_{4}^{\prime}} \Omega_{s j}^{-n_{2}-n_{4}} \Omega_{j d}^{-n_{2}^{\prime}-n_{4}^{\prime}} \sigma_{s j}^{2 n_{4}} \sigma_{j d}^{2 n_{4}^{\prime}} E\left(Y_{s j}^{n_{2}}\right) E\left(Y_{j d}^{n_{2}^{\prime}}\right)}{n_{2}!n_{4}!n_{2}^{\prime}!n_{4}^{\prime}!}
\end{align*}
$$

where $E\left(Y_{s j}^{n_{2}}\right)=\frac{a_{s j}^{n_{2}} \Gamma\left(\frac{d_{s j}+n_{2}}{p_{s j}}\right)}{\Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}, E\left(Y_{j d}^{n_{2}^{\prime}}\right)=\frac{a_{j d}^{n_{2}^{\prime}} \Gamma\left(\frac{d_{j d}+n_{2}^{\prime}}{p_{j}}\right)}{\Gamma\left(\frac{d_{j d}}{p_{j d}}\right)}$.

Then, using (4.25), the outage probability for the two special cases above can be obtained.

### 4.4 Fixed Interferers

In this section, the case when the interferers have fixed number and locations are considered. In this case, the numbers of interferers $I^{s j}$ and $I^{j d}$ as well as the distances $l_{i j}$ and $l_{v j}$ are deterministic such that they can be all treated as constants. The only randomness comes from the Nakagami- $m$ fading. Thus, $\Gamma_{s j}$ is a function of only the random channel gains.

Note that similar derivations have also been conducted for dual-hop AF relaying without relay selection in the literature [53-55, 122-128]. However, they either consider interference at only one of the relay and the destination [54, 122-124, 126], only a single interferer [53], for fixed-gain relaying [125], for performance upper bounds [127], for interference-limited case with identical Nakagami- $m$ channels [55], or for Rayleigh channels [128]. In the following, the exact performance for the case when both the relay and the destination suffer from multiple non-identically distributed Nakagami- $m$ interferers will be derived and relay selection will also be considered in our derivation.

### 4.4.1 PDF and CDF of $\Gamma_{s j}$ and $\Gamma_{j d}$

Similarly, the PDF and CDF of $\Gamma_{s j}$ are derived first. Since $Y_{s j}=\sum_{i=1}^{I^{s j}} \Omega_{i j}\left|h_{i j}\right|^{2}$ and $\left|h_{i j}\right|^{2}$ are independent Gamma RVs, by proper scaling, $Y_{s j}$ is actually a sum of independent Gamma RVs. A closed-form expression for the PDF of this sum was derived in [129]. However, this expression uses an infinite series in order to consider the general case of arbitrary shape parameters and scale
parameters. To avoid this infinite series in our result, this section uses the PDF in [130] for the case when the Nakagami- $m$ parameters could be different but are integers. In this case, the PDF of $Y_{s j}$ is given by [130, (4)]

$$
\begin{equation*}
f_{Y_{s j}}(x)=\left[\prod_{i^{*}=1}^{I^{s j}}\left(-\frac{\Omega_{i^{*} j}}{m_{i^{*} j}}\right)^{-m_{i^{*} j}}\right] \sum_{i=1}^{I^{s j}} \sum_{r=1}^{m_{i j}} \frac{(-1)^{r} b_{i r}}{(r-1)!} x^{r-1} e^{-\frac{m_{i j}}{\Omega_{i j} x}}, x>0 \tag{4.28}
\end{equation*}
$$

where $b_{i r}$ is a constant given by $[130,(5)], \Omega_{i^{*} j}, m_{i^{*} j}$ are the same as $\Omega_{i j}, m_{i j}$, respectively for the same $i$ and $j$ and all other symbols are defined as before. It is derived in Appendix B. 6 that the PDF of $\Gamma_{s j}$ can be written as

$$
\begin{equation*}
f_{\Gamma_{s j}}(u)=\sum_{i=1}^{I^{s j}} \sum_{r=1}^{m_{i j}} \sum_{f=0}^{m_{s j}} \varphi_{1, s j, i j, i, r, f} \frac{u^{m_{s j}-1} e^{-\frac{m_{s j}}{\Omega_{s j}} \sigma_{s j}^{2} u}}{\left(\frac{m_{s j}}{\Omega_{s j}} u+\frac{m_{i j}}{\Omega_{i j}}\right)^{f+r}}, \tag{4.29}
\end{equation*}
$$

where $\varphi_{1, s j, i j, i, r, f}=\left[\prod_{i^{*}=1}^{I^{s j}}\left(-\frac{\Omega_{i^{*} j}}{m_{i^{*} j}}\right)^{-m_{i^{*} j}}\right] \frac{(-1)^{r} b_{i r}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{m_{s j}}\left(\begin{array}{c}m_{s j}\end{array}\right)\left(\sigma_{s j}^{2} j{ }^{m_{s j}-f} \Gamma(f+r)\right.}{\Gamma\left(m_{s j}\right)(r-1)!}$, and the CDF of $\Gamma_{s j}$ can be derived as

$$
\begin{equation*}
F_{\Gamma_{s j}}(u)=1-\sum_{i=1}^{I^{s j}} \sum_{r=1}^{m_{i j}} \sum_{f=0}^{m_{s j}-1} \sum_{h=0}^{f} \varphi_{2, s j, i j, i, r, f, h} \frac{u^{f} e^{-\frac{m_{s j}}{\Omega_{s j}} j_{s j}^{2} u}}{\left(\frac{m_{\Omega j}}{\Omega_{s j}} u+\frac{m_{i j}}{\Omega_{i j}}\right)^{h+r}}, \tag{4.30}
\end{equation*}
$$

where $\varphi_{2, s j, i j, i, r, f, h}=\left[\prod_{i^{*}=1}^{I^{s j}}\left(-\frac{\Omega_{i^{*} j}}{m_{i^{*} j}}\right)^{-m_{i^{*} j}}\right] \frac{(-1)^{r} b_{i r}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{f}\binom{f}{h}\left(\sigma_{s j}^{2}\right)^{f-h} \Gamma(h+r)}{(r-1)!f!}$.
Using (4.18) and the following Taylor's series expansion

$$
\begin{equation*}
(1+x)^{-n}=\sum_{i=0}^{N}\left({ }_{i}^{-n}\right) x^{i}+o\left(x^{N}\right), \quad \text { as } \quad x \rightarrow 0 \tag{4.31}
\end{equation*}
$$

where $n$ and $N$ are positive integers, one can get the high SINR approximations $\left(\sigma_{s j}^{2} / \Omega_{s j} \rightarrow 0\right.$ and $\left.\Omega_{i j} / \Omega_{s j} \rightarrow 0\right)$ for PDF and CDF of $\Gamma_{s j}$ as (4.32) and (4.33),
respectively

$$
\begin{align*}
& f_{\Gamma_{s j}}(u)=\sum_{i=1}^{I^{s j}} \sum_{n_{5}=0}^{N_{5}} \sum_{n 6}^{N_{6}} \sum_{r=1}^{m_{i j}} \sum_{f=0}^{m_{s j}} \varphi_{3, s j, i j, i, r, f, n_{5}, n_{6}} u^{m_{s j}+n_{5}+n_{6}-1}  \tag{4.32}\\
& +o\left[\left(\sigma_{s j}^{2} u / \Omega_{s j}\right)^{N_{5}}\right]+o\left[\left(u \Omega_{i j} / \Omega_{s j}\right)^{N_{6}}\right]
\end{align*}
$$

where $\varphi_{3, s j, i j, i, r, f, n_{5}, n_{6}}=\left[\prod_{i^{*}=1}^{I^{s j}}\left(-\frac{\Omega_{i^{*} j}}{m_{i^{*} j}}\right)^{-m_{i^{*} j}}\right]$
$\times \frac{(-1)^{r+n_{5}} b_{i r}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{m_{s j}+n_{5}+n_{6}}\left(\frac{m_{i j}}{\Omega_{i j}}\right)^{-f-r-n_{6}}\binom{m_{s j}}{f}\binom{-f-r}{n_{6}}\left(\sigma_{s j}^{2}\right)^{m_{s j}-f+n_{5}} \Gamma(f+r)}{\Gamma\left(m_{s j}\right)(r-1)!n_{5}!}$,

$$
\begin{align*}
& F_{\Gamma_{s j}}(u)=1-\sum_{i=1}^{I^{s j}} \sum_{n_{7}=0}^{N_{7}} \sum_{n_{8}=0}^{N_{8}} \sum_{r=1}^{m_{i j}} \sum_{f=0}^{m_{s j}-1} \sum_{h=0}^{f} \varphi_{4, s j, i j, i, r, f, h, n_{7}, n_{8}} u^{f+n_{7}+n_{8}}  \tag{4.33}\\
& +o\left[\left(\sigma_{s j}^{2} u / \Omega_{s j}\right)^{N_{7}}\right]+o\left[\left(u \Omega_{i j} / \Omega_{s j}\right)^{N_{8}}\right],
\end{align*}
$$

where $\varphi_{4, s j, i j, i, r, f, h, n_{7}, n_{8}}=\left[\prod_{i^{*}=1}^{I^{s j}}\left(-\frac{\Omega_{i^{*} j}}{m_{i^{*} j}}\right)^{-m_{i^{*} j}}\right]$
$\times \frac{(-1)^{r+n_{7}} b_{i r}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{f+n_{7}+n_{8}}\left(\frac{m_{i j}}{\Omega_{i j}}\right)^{-h-r-n_{8}}\binom{f}{h}\left(n_{8}^{h-r}\right)\left(\sigma_{s j}^{2}\right)^{f-h+n_{7}} \Gamma(h+r)}{(r-1)!f!n_{7}!}$, and $N_{5}, N_{6}, N_{7}$,
$N_{8}$ are the positive integers.
In high SINR conditions, $o\left[\left(\sigma_{s j}^{2} u / \Omega_{s j}\right)^{N_{5}}\right]$, o $\left[\left(u \Omega_{i j} / \Omega_{s j}\right)^{N_{6}}\right]$, o $\left[\left(\sigma_{s j}^{2} u / \Omega_{s j}\right)^{N_{7}}\right]$ and $o\left[\left(u \Omega_{i j} / \Omega_{s j}\right)^{N_{8}}\right]$ in the above equations can be removed to obtain corresponding approximations.

The PDF and CDF expressions $f_{\Gamma_{j d}}(u)$ and $F_{\Gamma_{j d}}(u)$ and their high SINR approximations can be also obtained using the same methods. They can be found in Appendix B.7.

### 4.4.2 Outage Probability

Using the derived exact PDF and CDFs of $\Gamma_{s j}$ and $\Gamma_{j d}$ into (4.21), one can get the CDF of the instantaneous end-to-end SINR in one-dimensional integral, which can be calculated numerically using mathematical software.

Then, following the same process as in Section 4.3, one can get the lower bound of the CDF as (4.34), when the exact CDFs of $\Gamma_{s j}$ and $\Gamma_{j d}$ are used,

$$
\begin{align*}
& F_{\Gamma_{j}}(x) \geqslant 1-\sum_{i=1}^{I^{s j}} \sum_{r=1}^{m_{i j}} \sum_{f=0}^{m_{s j}-1} \sum_{h=0}^{f} \sum_{v=1}^{I^{j d}} \sum_{r^{\prime}=1}^{m_{v j}} \sum_{f^{\prime}=0}^{m_{j d}-1} \sum_{h^{\prime}=0}^{f^{\prime}} \frac{u^{f} e^{-\frac{m_{s j}}{\Omega_{s j}} \sigma_{s j}^{2} u}}{\left(\frac{m_{s j}}{\Omega_{s j}} u+\frac{m_{i j}}{\Omega_{i j}}\right)^{h+r}} \\
& \times \frac{u^{f^{\prime}} e^{-\frac{m_{j d}}{\Omega_{j d}} \sigma_{j d} u}}{\left(\frac{m_{j d}}{\Omega_{j d}} u+\frac{m_{v j}}{\Omega_{v j}}\right)^{h^{\prime}+r^{\prime}}} \varphi_{2, s j, i j, i, r, f, h} \varphi_{2, j d, v j, v, r^{\prime}, f^{\prime}, h^{\prime}}=F_{\Gamma_{j}}^{L B}(x), \tag{4.34}
\end{align*}
$$

where $\varphi_{2, j d, v j, v, r^{\prime}, f^{\prime}, h^{\prime}}=$

$$
\left[\prod_{v^{*}=1}^{I^{j d}}\left(-\frac{\Omega_{v^{*} j}}{m_{v^{*} j}}\right)^{-m_{v^{*} j}}\right] \frac{(-1)^{r^{\prime}} b_{v r^{\prime}}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{f^{\prime}}\left(\frac{f^{\prime}}{h^{\prime}}\right)\left(\sigma_{j d}^{2}\right)^{f^{\prime}-h^{\prime}} \Gamma\left(h^{\prime}+r^{\prime}\right)}{\left(r^{\prime}-1\right)!f^{\prime}!} .
$$

Also, using high SINR approximations of $F_{\Gamma_{s j}}$ and $F_{\Gamma_{j d}}$, one can get the asymptotic expression of the CDF as

$$
\begin{align*}
& F_{\Gamma_{j}}^{\infty}(x)=1-\sum_{i=1}^{I^{s j}} \sum_{n_{7}=0}^{N_{7}} \sum_{n 8}^{N_{8}} \sum_{r=1}^{m_{i j}} \sum_{f=0}^{m_{s j}-1} \sum_{h=0}^{f} \sum_{v=1}^{I^{j d}} \sum_{n_{7}^{\prime}=0}^{N_{7}^{\prime}} \sum_{n_{8}^{\prime}=0}^{N_{8}^{\prime}} \sum_{r^{\prime}=1}^{m_{v j}} \sum_{f^{\prime}=0}^{m_{j d}-1} \sum_{h^{\prime}=0}^{f^{\prime}}  \tag{4.35}\\
& u^{f+n_{7}+n_{8}+f^{\prime}+n_{7}^{\prime}+n_{8}^{\prime}} \varphi_{4, s j, i j, i, r, f, h, n_{7}, n_{8}} \varphi_{4, j d, v j, v, r^{\prime}, f^{\prime}, h^{\prime}, n_{7}^{\prime}, n_{8}^{\prime}},
\end{align*}
$$

where $\varphi_{4, j d, v j, v, r^{\prime}, f^{\prime}, h^{\prime}, n_{7}^{\prime}, n_{8}^{\prime}}=\left[\prod_{v^{*}=1}^{I^{j d}}\left(-\frac{\Omega_{v^{*} j}}{m_{v^{*} j}}\right)^{-m_{v^{*} j}}\right]$
$\frac{(-1)^{r^{\prime}+n_{7}^{\prime} b_{v r r^{\prime}}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{f^{\prime}+n_{7}^{\prime}+n_{8}^{\prime}}\left(\frac{m_{v j}}{\Omega_{v j}}\right)^{-h^{\prime}-r^{\prime}-n_{8}^{\prime}}\binom{f^{\prime}}{h^{\prime}}\binom{-h^{\prime}-r^{\prime}}{n_{8}^{\prime}}\left(\sigma_{j d}^{2}\right)^{f^{\prime}-h^{\prime}+n_{7}^{\prime} \Gamma\left(h^{\prime}+r^{\prime}\right)}}\left(r^{\prime}-1\right)!f^{\prime}!n_{7}^{\prime}!}{}$.
Then, using (4.25), the outage probability can be obtained.

### 4.4.3 Dominant Interferences

In the case when the interferences are dominant at both relay and destination such that $\sigma_{s j}^{2} \approx 0$ and $\sigma_{j d}^{2} \approx 0$, exact CDF expression (4.21) can be solved in closed-form as

$$
\begin{aligned}
& F_{\Gamma_{j}}(x)=F_{\Gamma_{s j}}(x)+\sum_{i=1}^{I^{s j}} \sum_{r_{1}=1}^{m_{i j}} \varphi_{7} \varphi_{9}(x)-\sum_{i=1}^{I^{s j}} \sum_{v=1}^{I^{j d}} \sum_{r_{1}=1}^{m_{i j}} \sum_{r_{2}=1}^{m_{v j}} \sum_{f=0}^{m_{j d}-1} \sum_{j_{1}=0}^{m_{s j}-1} \sum_{j_{2}=0}^{f} \\
& \varphi_{8} \varphi_{10}(x)
\end{aligned}
$$

where $\varphi_{7}=\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{-r_{1}}\left[\prod_{i^{*}=1}^{I^{s j}}\left(-\frac{\Omega_{i^{*} j}}{m_{i^{*} j}}\right)^{-m_{i^{*} j}}\right] \frac{(-1)^{r_{1} b_{i r_{1}} \Gamma\left(m_{s j}+r_{1}\right) B\left(1, r_{1}\right)}}{\Gamma\left(m_{s j}\right)\left(r_{1}-1\right)!}$,
$\varphi_{8}=\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{m_{s j}}\left[\prod_{i^{*}=1}^{I^{s j}}\left(-\frac{\Omega_{i^{*} j}}{m_{i^{*} j}}\right)^{-m_{i^{*} j}}\right]\left[\prod_{v^{*}=1}^{I^{j d}}\left(-\frac{\Omega_{v^{*} j}}{m_{v_{j}^{*} j}}\right)^{-m_{v^{*} j}}\right]\binom{f}{j_{2}}\binom{m_{s j}-1}{j_{1}}$
$\times \frac{(-1)^{r_{1}+r_{2}} b_{i r_{1}} b_{v r_{2}} \Gamma\left(m_{s j}+r_{1}\right) \Gamma\left(f+r_{2}\right) \Omega_{j d}^{r_{2}}\left(\Omega_{i j} \Omega_{s j}\right)^{m_{s j}+r_{1}} m_{j d}^{j_{j}+j_{2}+1} \Omega_{v j}^{j_{1}+j_{2}+r_{2}+1}}{\left(r_{2}-1\right)!f!\Gamma\left(m_{s j}\right)\left(r_{1}-1\right)!}$
$\times B\left(j_{1}+j_{2}+r_{2}+1, m_{s j}+r_{1}-j_{1}-j_{2}+f-1\right)$,
$\varphi_{9}(x)={ }_{2} F_{1}\left(1,1-m_{s j} ; r_{1}+1 ;-\frac{m_{i j} \Omega_{s j}}{m_{s j} \Omega_{i j} x}\right)\left(\frac{m_{i j} \Omega_{s j}}{m_{s j} \Omega_{i j}}+x\right)^{-m_{s j}-r_{1}+1} x^{m_{s j}-1}$,
$\varphi_{10}(x)=(x+1)^{j_{1}+1} x^{j_{2}+m_{s j}}\left(m_{i j} \Omega_{s j}+m_{s j} \Omega_{i j} x\right)^{-m_{s j}-r_{1}} \times$
$\left(m_{j d} \Omega_{v j} x+m_{v j} \Omega_{j d}\right)^{-j_{1}-j_{2}-r_{2}-1}{ }_{2} F_{1}\left(m_{s j}+r_{1}, j_{1}+j_{2}+r_{2}+1 ; m_{s j}+r_{1}+f+\right.$ $\left.r_{2} ; 1-\frac{m_{j d} \Omega_{v j} m_{s j} \Omega_{i j}\left(x^{2}+x\right)}{\left(m_{i j} \Omega_{s j}+m_{s j} \Omega_{i j} x\right)\left(m_{v j} \Omega_{j d}+m_{j d} \Omega_{v j} x\right)}\right)$ and ${ }_{2} F_{1}(\cdot, \cdot ; \cdot ; \cdot \cdot)$ is the hypergeometric function.

Proof: See Appendix B.8.
Note that (4.36) is a very good closed-form approximation to the exact CDF when INR is large in the case of fixed interferences.

### 4.4.4 I.i.d. Interferences

This subsection focuses on the case when all the interferences are i.i.d. One can see that the $\operatorname{PDF} f_{Y_{s j}}(x)$ in (4.28) is only suitable when the Nakagami- $m$
parameters of interferences are different. When all the interferences are i.i.d., (4.28) simply becomes

$$
\begin{equation*}
f_{Y_{s j}}(x)=\left(\frac{m_{i j}}{\Omega_{i j}}\right)^{I^{s j} m_{i j}} \frac{x^{I^{s j} m_{i j}-1}}{\Gamma\left(I^{s j} m_{i j}\right)} e^{-\frac{m_{i j}}{\Omega_{i j}} x}, x>0 \tag{4.37}
\end{equation*}
$$

where $b_{i r}$ does not exist any more and all other symbols are defined as before. Using (4.14), (4.15), (4.22) and (4.37), the lower bound can be derived as

$$
\begin{equation*}
F_{\Gamma_{j}}(x) \geqslant 1-\varphi_{12} \sum_{v_{1}=0}^{m_{s j}-1} \sum_{v_{2}=0}^{m_{j d}-1} \sum_{s_{1}=0}^{v_{1}} \sum_{s_{2}=0}^{v_{2}} \varphi_{13} \varphi_{14}(x)=F_{\Gamma_{j}}^{L B}(x) \tag{4.38}
\end{equation*}
$$

where $\varphi_{12}=\frac{\left(\frac{\Omega_{v j}}{m_{v j}}\right)^{-I^{j} d_{m_{v j}}}\left(\frac{\Omega_{i j}}{m_{i j}}\right)^{-I^{s j_{m_{i j}}}} e^{-\frac{m_{j d} \sigma_{j d}^{2} d^{x}}{\Omega_{j d}}-\frac{m_{s j} \sigma_{s j}^{2} x}{\Omega_{s j}}}}{\Gamma\left(I^{d} m_{v j}\right) \Gamma\left(I^{s j} m_{i j}\right)}$,
$\varphi_{13}=\frac{\left(\frac{\Omega_{j d}}{m_{j d}}\right)^{-v_{2}}\left(\frac{\Omega_{s j}}{m_{s j}}\right)^{-v_{1}}\left(\sigma_{j d}^{2}\right)^{v_{2}-s_{2}}\left(\sigma_{s j}^{2}\right){ }^{v_{1}-s_{1}} \Gamma\left(I^{j d} m_{v j}+s_{2}\right) \Gamma\left(I^{s j} m_{i j}+s_{1}\right)}{\left.s_{1}!s_{2}!\left(v_{1}-s_{1}\right)!!v_{2}-s_{2}\right)!}$,
$\varphi_{14}(x)=x^{v_{1}+v_{2}}\left(\frac{m_{j d} x}{\Omega_{j d}}+\frac{m_{v j}}{\Omega_{v j}}\right)^{-I^{j d} m_{v j}-s_{2}}\left(\frac{m_{i j}}{\Omega_{i j}}+\frac{m_{s j} x}{\Omega_{s j}}\right)^{-I^{s j} m_{i j}-s_{1}}$.
Similarly, the asymptotic expression can be derived as

$$
\begin{align*}
& F_{\Gamma_{j}}^{\infty}(x)=1-\sum_{v_{1}=0}^{m_{s j}-1} \sum_{v_{2}=0}^{m_{j d}-1} \sum_{s_{1}=0}^{v_{1}} \sum_{s_{2}=0}^{v_{2}} \sum_{n_{9}=0}^{N_{9}} \sum_{n_{10}=0}^{N_{10}} \sum_{n_{11}=0}^{N_{11}} \sum_{n_{12}=0}^{N_{12}} \varphi_{15} \varphi_{16}  \tag{4.39}\\
& x^{n_{10}+n_{11}+n_{12}+n_{9}+v_{1}+v_{2}},
\end{align*}
$$

 $\varphi_{16}=\left(\frac{\Omega_{i j}}{m_{i j}}\right)^{n_{11}+s_{1}}\left(\frac{\Omega_{v j}}{m_{v j}}\right)^{n_{12}+s_{2}}\left(\sigma_{j d}^{2}\right)^{n_{10}-s_{2}+v_{2}}\left(\sigma_{s j}^{2}\right)^{n_{9}-s_{1}+v_{1}}\left(\frac{\Omega_{j d}}{m_{j d}}\right)^{-n_{10}-n_{12}-v_{2}}$ $\left(\frac{\Omega_{s_{j}}}{m_{s_{j}}}\right)^{-n_{11}-n_{9}-v_{1}}$.

Then, the lower bound and asymptotic expression for the outage probability can be derived by using (4.38) and (4.39) in (4.25). Several insights can be obtained from the simulation for i.i.d. fixed interferers. For example,
one can see that with the increase of the Nakagami- $m$ parameters of the interference $m_{i j}$ or $m_{v j}$, the outage probability remains almost the same, which can be seen from Fig. 4.8. Similar to the analysis for random interferers, with the increase of SINR, the outage probability for fixed interferer decreases accordingly, which will be examined in Fig. 4.10 and Fig. 4.11 in Section 4.5. However, different from random interferers, changing INR will not have a great influence on the outage probability for fixed interferers if the SINR is fixed. This is because SINR dominates the outage probability for fixed interferes and changing INR just change the ratio between the noise power and the interference power but has negligible influence on the overall outage probability, which will be shown in Fig. 4.9 and Fig. 4.10 in Section 4.5.

Another insight that can be obtained from (4.39) is that, with the increase of $m_{s j}$ or $m_{j d}$, the outage probability decreases, as $m_{s j}$ or $m_{j d}$ are in the upper limits of the summations in (4.39), which will be examined in Fig. 4.9 Fig. 4.11 via simulation in Section 4.5.

In the i.i.d. case when the interferences are dominant at both the relay and the destination, one can further get the closed-form expression of the CDF as

$$
\begin{aligned}
& F_{\Gamma_{j}}(x)=1-\sum_{f_{1}=0}^{m_{s j}-1} \varphi_{17} x^{f_{1}}\left(\frac{m_{i j}}{\Omega_{i j}}+\frac{m_{s j} x}{\Omega_{s j}}\right)^{-f_{1}-I^{s j} m_{i j}}+\varphi_{18} \varphi_{20}(x)- \\
& \sum_{f_{2}=0}^{m_{j d}-1} \sum_{s_{1}=0}^{f_{2}} \sum_{s_{2}=0}^{m_{s j}-1} \varphi_{19} \varphi_{21}(x)
\end{aligned}
$$

where $\varphi_{17}=\frac{\Gamma\left(f_{1}+I^{s j} m_{i j}\right)}{f_{1}!\left(\frac{\Omega_{s j}}{m_{s j}}\right)^{f_{1}}\left(\frac{\Omega_{i j}}{m_{i j}}\right)^{s j m_{i j}} \Gamma\left(I^{s j} m_{i j}\right)}$,
$\varphi_{18}=\frac{m_{s j}^{-I^{s j} m_{i j}}\left(\frac{\Omega_{i j}}{m_{i j}}\right)^{-I^{s j} m_{i j}} \Omega_{s j}^{I^{s j} m_{i j}}{ }_{B\left(1, I^{s j} m_{i j}\right)}}{B\left(I^{s j} m_{i j}, m_{s j}\right)}$,
$\varphi_{19}=$
$\frac{\Gamma\left(f_{2}+I^{j d} m_{v j}\right) m_{j d}^{-I^{j d} m_{v j}} \Omega_{j d}^{I^{j d} m_{v j}}\left(\frac{\Omega_{v j}}{m_{v j}}\right)^{-I^{j d} m_{v j}} m_{s j}^{-I^{s j} m_{i j}}\left(\frac{\Omega_{i j}}{m_{i j}}\right)^{-I^{s j} m_{i j}} \Omega_{s j}^{I^{s j} m_{i j}} \Gamma\left(I^{s j} m_{i j}+m_{s j}\right)}{\Gamma\left(I^{j d} m_{v j}\right) \Gamma\left(I^{s j} m_{i j}\right) s_{1}!s_{2}!\left(f_{2}-s_{1}\right)!\Gamma\left(m_{s j}-s_{2}\right)}$
$\times B\left(I^{j d} m_{v j}+s_{1}+s_{2}+1, f_{2}+I^{s j} m_{i j}+m_{s j}-s_{1}-s_{2}-1\right)$,
$\varphi_{20}(x)=$
$x^{m_{s j}-1}\left(\frac{\Omega_{s j} m_{i j}}{m_{s j} \Omega_{i j}}+x\right)^{-I^{s j} m_{i j}-m_{s j}+1}{ }_{2} F_{1}\left(1,1-m_{s j} ; I^{s j} m_{i j}+1 ;-\frac{m_{i j} \Omega_{s j}}{m_{s j} \Omega_{i j} x}\right)$,
$\varphi_{21}(x)=(x+1)^{s_{2}+1} x^{m_{s j}+s_{1}}\left(\frac{m_{s j} \Omega_{i j}}{m_{s j} \Omega_{i j} x+m_{i j} \Omega_{s j}}\right)^{I^{s j} m_{i j}+m_{s j}}$
$\left(\frac{m_{j d} \Omega_{v j}}{m_{j d} \Omega_{v j} x+m_{v j} \Omega_{j d}}\right)^{I^{j d} m_{v j}+s_{1}+s_{2}+1}{ }_{2} F_{1}\left(I^{s j} m_{i j}+m_{s j}, I^{j d} m_{v j}+s_{1}+s_{2}+1 ; f_{2}+\right.$ $\left.I^{s j} m_{i j}+m_{s j}+I^{j d} m_{v j} ; 1-\frac{m_{j d} m_{s j} \Omega_{v j} \Omega_{i j} x(x+1)}{\left(\Omega_{j d} m_{v j} m_{i j}+m_{j d} \Omega_{v j} m_{i j} x\right)\left(\Omega_{s j} m_{v j} m_{i j}+\Omega_{i j} m_{s j} x m_{v j}\right)}\right)$.

Again, (4.40) is a very good closed-form approximation for the exact CDF when INR is large in the case of i.i.d fixed interferences.

Using (4.25), the outage probability is obtained. Simulations in Fig. 4.12 in Section 4.5 will show that this approximation has a very good match with the exact outage probability when INR is large or interferences are dominant.

### 4.4.5 Rayleigh Fading Signal

In another special case when the signal experiences Rayleigh fading channel, (4.40) is further specialized to

$$
\begin{align*}
& F_{\Gamma_{j}}(x)=1-I^{s j} m_{i j} \Omega_{j d}^{I j^{j d} m_{v j}} \Omega_{s j}^{I_{j j}^{s j} m_{i j}} B\left(I^{j d} m_{v j}+1, I^{s j} m_{i j}\right)\left(\frac{\Omega_{v j} x}{m_{v j}}+\Omega_{j d}\right)^{-I^{j d} m_{v j}} \\
& \times{ }_{2} F_{1}\left(I^{j d} m_{v j}+1, I^{s j} m_{i j}+1 ; I^{s j} m_{i j}+I^{j d} m_{v j}+1 ; 1-\varphi_{22}(x)\right) \varphi_{22}(x) \\
& \times\left(\frac{\Omega_{i j} x}{m_{i j}}+\Omega_{s j}\right)^{-I^{s j} m_{i j}} \tag{4.41}
\end{align*}
$$

where $\varphi_{22}(x)=\frac{\Omega_{i j} \Omega_{v j} x(x+1)}{\left(m_{i j} \Omega_{s j}+\Omega_{i j} x\right)\left(m_{v j} \Omega_{j d}+\Omega_{v j} x\right)}$.

In the high SINR condition such that $\Omega_{s j} \rightarrow \infty$ and $\Omega_{j d} \rightarrow \infty$, using [36, (9.1)] as

$$
\begin{equation*}
\lim _{\varphi \rightarrow 0} \varphi \cdot{ }_{2} F_{1}(a+1, b+1 ; a+b+1 ; 1-\varphi)=\frac{\Gamma(a+b+1)}{\Gamma(a+1) \Gamma(b+1)} \tag{4.42}
\end{equation*}
$$

in (4.41), one can get the high SINR approximation of (4.41) as

$$
\begin{equation*}
F_{\Gamma_{j}}(x)=1-\left(\frac{\Omega_{i j} x}{\Omega_{s j} m_{i j}}+1\right)^{-I^{s j} m_{i j}}\left(\frac{\Omega_{v j} x}{\Omega_{j d} m_{v j}}+1\right)^{-I^{j} m_{v j}} . \tag{4.43}
\end{equation*}
$$

Using (4.25), the outage probability is obtained. From (4.43) and (4.25), one has several insights as follows: (1) with the increase of the number of interferers at the relay $I^{s j}$ or at the destination $I^{j d}$, the outage probability increases; (2) with the increase of the average power of signal at the relay $\Omega_{s j}$ or at the destination $\Omega_{j d}$, the outage probability decreases; (3) with the increase of the average power of interferers at the relay $\Omega_{i j}$ or at the destination $\Omega_{v j}$, the outage probability increases.

### 4.5 Numerical Results and Discussion

In this section, numerical examples are presented to show the effects of the number and locations of interferers by using the outage probability expressions derived in the previous sections.

$$
\text { Assume } \bar{\gamma}^{S I N R}=b_{s j} \bar{\gamma}_{s j}^{S I N R}=b_{j d} \bar{\gamma}_{j d}^{S I N R}, \bar{\gamma}^{I N R}=c_{s j} \bar{\gamma}_{s j}^{I N R}=c_{j d} \bar{\gamma}_{j d}^{I N R}, \beta=
$$ $\beta_{i j}=\beta_{v j}$ and $K_{i j} P_{i j}=K_{v j} P_{v j}=1$. In the examples where the interferers have random number and locations, let $\lambda=\lambda_{I} A_{I}$ and assume that the distances $l_{i j}$ and $l_{v j}$ follow the uniform distribution as $f_{l}(l)=\frac{2 l}{L^{2}}, 0<l<L$, where $L$ is the maximum radius of the disc. Assume $\lambda=\lambda_{s j}=\lambda_{j d}$ and $L=L_{s j}=$

$L_{j d}$ in this case. In the examples where the interferers have fixed number and locations, the distances $l_{i j}, l_{v j}$ and the number of interferers $I^{s j}, I^{j d}$ are constant. Therefore, assume $l=l_{i j}=l_{v j}=2, I=I^{s j}=I^{j d}=10$ and $\beta=3$. In this case, there still exists path loss if the distances between nodes are large. The path loss is determined by $l$ and $\beta$. This influence can be checked by examining $\Omega_{i j}$ and $\Omega_{v j}$, as $l$ and $\beta$ can be absorbed by $\Omega_{i j}$ and $\Omega_{v j}$ as part of the average powers of the interference.

In the calculations for both cases above, assume the number of relays $J=2, b_{s j}=c_{s j}=c_{j d}=1$ and $b_{j d}=10$. Also, let the values of $m_{s j}$ be the same for any $j ; m_{j d}$ be the same for any $j ; m_{i j}$ be the same for any $i, j ; m_{v j}$ be the same for any $v, j$. Note that our results are general enough to include other cases but these settings are used here as examples.

Figs. 4.2-4.7 show the outage probability vs. $\gamma_{t h}$ in the case when the interferers have random number and locations. The GGA curve is obtained by using (4.16), (4.17) and (4.21) in (4.25) with numerical integration, the lower bound curve is obtained by using (4.23) in (4.25) while the asymptotic curve is obtained by using (4.24) in (4.25).

In general, one can see that the outage probability decreases when the value of $\gamma_{t h}$ decreases or when the channel condition changes from Rayleigh fading to general Nakagami- $m$ fading (or with the increase of $m$ in Nakagami- $m$ fading).

The influence of $m_{i j}$ and $m_{v j}$ is examined in Fig. 4.2 for $\bar{\gamma}^{S I N R}=15 \mathrm{~dB}$, $\bar{\gamma}^{I N R}=0 \mathrm{~dB}, \lambda=50, \beta=3, L=10, m_{s j}=4$ and $m_{j d}=5$. One can see that the curves for $m_{i j}=1$ and $m_{v j}=1$ have a slightly worse outage probability than the curves for $m_{i j}=2, m_{v j}=3$ and $m_{i j}=6, m_{v j}=7$ while the curves for $m_{i j}=2, m_{v j}=3$ and $m_{i j}=6, m_{v j}=7$ are nearly the same for the reasons
explained in Section 4.3.3.


Figure 4.2: Outage probability vs. $\gamma_{t h}$ for random interferers when $\bar{\gamma}^{\text {SINR }}=15$ $\mathrm{dB}, \bar{\gamma}^{I N R}=0 \mathrm{~dB}, \lambda=50, L=10, \beta=3, m_{s j}=4$ and $m_{j d}=5$.

Fig. 4.3 shows the result for $\bar{\gamma}^{S I N R}=15 \mathrm{~dB}, \bar{\gamma}^{I N R}=0 \mathrm{~dB}, \lambda=50$, $\beta=3$, and $L=10$ while Fig. 4.4 shows the result for the same conditions except that $\bar{\gamma}^{I N R}$ is increased from 0 dB in Fig. 4.3 to 20 dB in Fig. 4.4. One can see the outage probability for $m_{s j}=2, m_{j d}=3, m_{s j}=2, m_{j d}=3$ and $m_{s j}=4, m_{j d}=5, m_{s j}=6, m_{j d}=7$ deteriorate when $\bar{\gamma}^{I N R}$ increases and the deteriorate rate for $m_{s j}=2, m_{j d}=3, m_{s j}=2, m_{j d}=3$ is slightly smaller than that for $m_{s j}=4, m_{j d}=5, m_{s j}=6, m_{j d}=7$. However, the outage probability remains nearly unchanged for the Rayleigh case in these two figures for the reasons explained in Section 4.3.3.


Figure 4.3: Outage probability vs. $\gamma_{t h}$ for random interferers when $\bar{\gamma}^{S I N R}=15$ $\mathrm{dB}, \bar{\gamma}^{I N R}=0 \mathrm{~dB}, \lambda=50, L=10$ and $\beta=3$.


Figure 4.4: Outage probability vs. $\gamma_{t h}$ for random interferers when $\bar{\gamma}^{S I N R}=15$ $\mathrm{dB}, \bar{\gamma}^{I N R}=20 \mathrm{~dB}, \lambda=50, L=10$ and $\beta=3$.


Figure 4.5: Outage probability vs. $\gamma_{t h}$ for random interferers when $\bar{\gamma}^{S I N R}=20$ $\mathrm{dB}, \bar{\gamma}^{I N R}=20 \mathrm{~dB}, \lambda=50, L=10$ and $\beta=3$.

Fig. 4.5 shows the same conditions as Fig. 4.4 except $\bar{\gamma}^{S I N R}$ is increased from 15 dB in Fig. 4.4 to 20 dB in Fig. 4.5. One can see that the outage probability decreases with the increase of $\bar{\gamma}^{\text {SINR }}$, as expected.

Also, comparing Fig. 4.3 with Fig. 4.6, one can see that the outage probability for $m_{s j}=2, m_{j d}=3, m_{s j}=2, m_{j d}=3$ and $m_{s j}=4, m_{j d}=5$, $m_{s j}=6, m_{j d}=7$ increases when the value of $\beta$ changes from 3 in Fig. 4.3 to 5 in Fig. 4.6.

Comparing Fig. 4.3 with Fig. 4.7, one can see that the outage probability for $m_{s j}=2, m_{j d}=3, m_{s j}=2, m_{j d}=3$ and $m_{s j}=4, m_{j d}=5, m_{s j}=6$, $m_{j d}=7$ increases when the value of $L$ increases from 10 in Fig. 4.3 to 20 in Fig. 4.7. However, the outage performances for the Rayleigh case in these two cases above keep almost unchanged for the reasons explained in Section 4.3.3.

In all these cases above, the results based on GGA match very well with the simulation results, showing the accuracy of the approximation and the usefulness of our results. Also, from Figs. 4.3-4.7, one can see that the lower bounds have considerable match with the simulation while the asymptotic curves match well with the simulation for small $\gamma_{t h}$. On the other hand, one can see that the gap between lower bound and simulation decreases when $\bar{\gamma}^{S I N R}$ increases, as expected, when comparing Fig. 4.5 with other figures above.

Figs. 4.8-4.12 show the outage probability vs. $\gamma_{t h}$ in the case when the interferers have fixed number and locations. The exact curve is obtained by using (4.21) (4.29) and (4.30) in (4.25) with numerical integration, the lower bound curve is obtained by using (4.38) in (4.25) while the asymptotic curve is obtained by using (4.38) and (4.18) in (4.25).

In general, one sees that the outage probability decreases when the value of $\gamma_{t h}$ decreases or when the Nakagami- $m$ parameter increases. Also,


Figure 4.6: Outage probability vs. $\gamma_{t h}$ for random interferers when $\bar{\gamma}^{S I N R}=15$ $\mathrm{dB}, \bar{\gamma}^{I N R}=0 \mathrm{~dB}, \lambda=50, L=10$ and $\beta=5$.


Figure 4.7: Outage probability vs. $\gamma_{t h}$ for random interferers when $\bar{\gamma}^{S I N R}=15$ $\mathrm{dB}, \bar{\gamma}^{I N R}=0 \mathrm{~dB}, \lambda=50, L=20$ and $\beta=3$.
our derived exact results match very well with the simulation results and our derived lower bounds and asymptotic curves have considerable matches with the simulation, especially for small $\gamma_{t h}$ in these figures, which verify the accuracy of our analysis.


Figure 4.8: Outage probability vs. $\gamma_{\text {th }}$ for fixed interferers when $\bar{\gamma}^{S I N R}=15$ $\mathrm{dB}, \bar{\gamma}^{I N R}=0 \mathrm{~dB}, m_{s j}=4$ and $m_{j d}=5$.

The influence of $m_{i j}$ and $m_{v j}$ is examined in Fig. 4.8 for $\bar{\gamma}^{S I N R}=15$ $\mathrm{dB}, \bar{\gamma}^{I N R}=0 \mathrm{~dB}, m_{s j}=4$ and $m_{j d}=5$. One can see that the curves with $m_{i j}=1$ and $m_{v j}=1$ has a slightly worse outage probability than the curves with $m_{i j}=2, m_{v j}=3$ and $m_{i j}=6, m_{v j}=7$ while the curves with $m_{i j}=2$, $m_{v j}=3$ are almost the same as the curves with $m_{i j}=6, m_{v j}=7$.

Fig. 4.9 shows the result for $\bar{\gamma}^{S I N R}=15 \mathrm{~dB}, \bar{\gamma}^{I N R}=0 \mathrm{~dB}$ while Fig. 4.10
shows the result for the same conditions except that $\bar{\gamma}^{I N R}$ is increased from 0 dB in Fig. 4.9 to 20 dB in Fig. 4.10. One can see that the outage probability from simulation remains almost unchanged, as the SINR dominates the outage probability in the case of fixed interferers and the influence of changing INR can be ignored in this case.


Figure 4.9: Outage probability vs. $\gamma_{t h}$ for fixed interferers when $\bar{\gamma}^{S I N R}=15$ dB and $\bar{\gamma}^{I N R}=0 \mathrm{~dB}$.

Fig. 4.11 shows the same conditions as Fig. 4.10 except that $\bar{\gamma}^{S I N R}$ is increased from 15 dB in Fig. 4.10 to 20 dB in Fig. 4.11. One can see that the outage probability decreases with the increase of $\bar{\gamma}^{S I N R}$, as expected.

Next, our derived closed-form approximations to the exact outage probability in the case of fixed interferences is examined in Fig. 4.12 where (4.40)


Figure 4.10: Outage probability vs. $\gamma_{t h}$ for fixed interferers when $\bar{\gamma}^{S I N R}=15$ dB and $\bar{\gamma}^{I N R}=20 \mathrm{~dB}$.


Figure 4.11: Outage probability vs. $\gamma_{t h}$ for fixed interferers when $\bar{\gamma}^{S I N R}=20$ dB and $\bar{\gamma}^{I N R}=20 \mathrm{~dB}$.
is used as the approximation curve and $\bar{\gamma}^{S I N R}=10 \mathrm{~dB}, m_{s j}=2, m_{j d}=3$, $m_{s j}=2, m_{j d}=3$. One can see that the simulation curves for $\operatorname{INR} \bar{\gamma}^{I N R}=10$, 15 and 20 dB remain almost unchanged, as $\bar{\gamma}^{S I N R}$ is fixed in these curves. One can see that the approximation curve with $\bar{\gamma}^{I N R}=10 \mathrm{~dB}$ is closer to the exact curve in Fig. 4.12 but still have a slight approximation error. With the increase of $\bar{\gamma}^{I N R}$, these approximation errors decrease. In the case of $\bar{\gamma}^{I N R}=20 \mathrm{~dB}$, this approximation error can be ignored.


Figure 4.12: Outage probability vs. $\gamma_{t h}$ for fixed interferers when $\bar{\gamma}^{S I N R}=10$ $\mathrm{dB}, m_{s j}=2, m_{j d}=3, m_{i j}=2$ and $m_{v j}=3$.

### 4.6 Conclusions

The outage probability performance of a dual-hop AF selective relaying system with relay selection based on the global instantaneous SINR has been analyzed for different cases of interferer's number and locations. Exact analytical expressions in terms of one-dimensional integral for the general cases have been derived. Closed-form expressions for its lower bounds and asymptotic bounds have been obtained. Special cases for dominant interferences, i.i.d Nakagami$m$ fading interferers and Rayleigh fading channel have also been studied.

Numerical examples have been presented to show the accuracy of the analysis by examining the effects of interferences and their locations, which are otherwise not possible using previous results. These examples have confirmed that the outage performance improves when the SINR increases and provided useful insights on the effects of different system parameters on the outage performance.

## Chapter 5

## Performance Analysis for

## Multihop Relaying and

## Multiple Scattering over $\alpha-\mu$

## Fading Channels

### 5.1 Introduction

Multihop communication has been extensively used in our daily lives, such as vehicular ad hoc networks (VANETs) to provide support for road management, traffic information, safety or other applications by enabling vehicle-to-vehicle communications [131]. As introduced before, AF can be further divided into disintegrated channel and cascaded channel [30]. CSI is often required in disintegrated channel, resulting in a variable-gain (or variable amplification factor). However, CSI is not necessarily needed in cascaded channel, leading to a fixed-gain (or fixed amplification factor).

Several researchers have studied the performance of wireless multihop relaying with AF in cascaded channel using fixed amplification gain due to its lower complexity and higher usage efficiency. Reference [56] has studied the lower bounds for the performance of multihop transmissions in cascaded channel over Nakagami- $m$ fading channels, while [132] has derived the closedform expression of the outage probability over $N^{*}$ Nakagami fading in terms of the Meijer's G-function. In [133], the closed-form expression of the CDF of cascaded channel with multihop relaying over GG fading channels has been obtained and closed-form expressions for bounds of EGC over GG have also been derived. But these works either use infinite series or special functions that are computationally complicated.

Reference [95] has presented the approximations to the statistics of products of independent RVs but without considering relay combining. Reference [60] has proposed the approximations to EGC and MRC of GG variables without considering multihop transmission. Also, none of these works has considered the multihop interference from other transmitting sources in the network. In a multiple-access system or a frequency-reused cell, interference from other transmitting sources may cause a performance degradation and therefore cannot be ignored. Similar research has been done in the multiple scattering (keyhole) channel [134], in which the electromagnetic wave propagates through several keyholes. Then, the overall channel gain can be modeled as the linear combination of product of RVs, but this reference did not consider interference.

To fill in this gap, this chapter derives the exact PDF and CDF in terms of one-dimensional integral for the SRP and the SP of independent $\alpha-\mu$ RVs. To reduce the computational complexity, the approximate PDF and CDF of

SRP in closed-form expressions using the GGRA and GRA are proposed. Also, GGA and GA are presented to approximate the SP.

Then, SRP can be used to calculate the outage probability of EGC or MRC receivers for wireless relaying systems. In this case, statistically independent multiple hops are used with AF protocol and fixed amplification gain. SP can be used to calculate the outage probability of EGC or MRC receivers of the same channel but without interferences. Also, SRP can be applied to model the channel gain in multiple scattering system with interferences, while SP can be applied to model the channel gain in multiple scattering system without interferences.

Moreover, GRA is used to approximate RSP of $\alpha-\mu$ RVs that models the SIR and the corresponding outage probability in the scattering channels. The contributions of this chapter can be summarized as follows:

- Based on the existing works on the products and ratios of $\alpha-\mu$ RVs, the exact MGF of the products and ratios of $\alpha-\mu$ RVs are derived. Two special cases are considered, i.e. SRP and SP of independent $\alpha-\mu \mathrm{RV}$.
- Based on the derived exact MGFs, the PDFs and CDFs of the above results are obtained in terms of one-dimensional integral. Also, the closedform expressions of the PDFs and CDFs using a finite series are given. They can be applied to calculate the outage probability of wireless multihop relaying systems or multiple scattering channels with interferences or without interferences.
- More importantly, new approximation methods, i.e. GGRA and GRA are proposed to calculate SRP and RSP while approximation methods, i.e. GGA and GA are presented to calculate SP in closed-form and simplified structure.
- Numerical results are provided to show the accuracy of the derived exact expressions and the derived approximate expressions. They have shown that the exact result derived agree very well with the simulations and that the GGRA and GGA approximations have a good match with the simulations while the GRA and GA have acceptable performances only in certain cases but with a simpler structure.

The remainder of this chapter is organized as follows. Section 5.2 introduces the system model including SRP, SP and RSP of independent $\alpha-\mu$ RVs. Section 5.3 derives the exact CDF of the SRP and SP using MGF in the form of one-dimensional integral while Section 5.4 presents the approximate methods using GGRA, GRA, GGA and GA, followed by applications in Section 5.5. Numerical results are given in Section 5.6. Finally, concluding remarks are made in Section 5.7.

### 5.2 System Model

This chapter considers independent $\alpha-\mu \operatorname{RVs}\left\{X_{j l}\right\}_{j=1, l=1}^{k, L}$, each having PDF as [40]

$$
\begin{equation*}
f_{X_{j l}}(x)=\frac{\alpha_{j l} \mu_{j l}^{\mu_{j l}}}{\Gamma\left(\mu_{j l}\right) \hat{\gamma_{j l}}{ }^{\alpha_{j l} \mu_{j l}}} x^{\alpha_{j l} \mu_{j l}-1} e^{-\frac{\mu_{j l} x^{\alpha_{j l}}}{\gamma_{j l}{ }_{j l}}}, x \geq 0 \tag{5.1}
\end{equation*}
$$

As introduced before, the significant character of the $\alpha-\mu$ fading channel is that it includes the Nakagami- $m$ fading $\left(\alpha_{j l}=1\right)$, Weibull fading $\left(\mu_{j l}=1\right)$, and Rayleigh fading $\left(\alpha_{j l}=\mu_{j l}=1\right)$, as special cases. As can be seen from (5.1), $\alpha-\mu$ general fading distribution is written in terms of two physical parameters, i.e. $\alpha$ and $\mu$. $\mu$ is referred to the number of multipath clusters while $\alpha$ is associated to the non-linearity of the environment [60].

### 5.2.1 Sum of Ratios of Products of $\alpha-\mu$ RVs

Define a RV $R$ as the SRP of independent $\alpha-\mu \operatorname{RVs}\left\{X_{j l}\right\}_{j=1, l=1}^{k, L}$, giving

$$
\begin{equation*}
R=\sum_{l=1}^{L} R_{l} \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{l}=\omega_{l} \frac{\prod_{j=1}^{m} X_{j l}}{\prod_{j=m+1}^{k} X_{j l}} \tag{5.3}
\end{equation*}
$$

where $\omega_{l}$ is constant. This SRP can be used to calculate the outage probability of EGC or MRC receivers for wireless multihop relaying system [56] considering interferences. Also, in multiple scattering channels [134], if each scattering is affected by interferences, the overall channel gain can be described as a linear combination of the ratios of signal to interference and following that, outage probability in multiple scattering channels can also be obtained.

### 5.2.2 Sum of Products of $\alpha-\mu$ RVs

Define a RV $P$ as the SP of independent $\alpha-\mu \operatorname{RVs}\left\{X_{j l}\right\}_{j=1, l=1}^{m, L}$, giving

$$
\begin{equation*}
P=\sum_{l=1}^{L} P_{l} \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{l}=\omega_{l} \prod_{j=1}^{m} X_{j l} \tag{5.5}
\end{equation*}
$$

where $\omega_{l}$ is constant. This SP can be used to calculate the outage probability of the EGC or MRC receivers for wireless multihop relaying system without interferences [56]. Also, it can be used to model the overall channel gain in multiple scattering system [134] and based on that, outage probability in
multiple scattering channels can be obtained.

### 5.2.3 Ratio of Sums of Products of $\alpha-\mu$ RVs

Define a RV $Z$ as the RSP of independent $\alpha-\mu \operatorname{RVs}\left\{X_{j l}\right\}_{j=1, l=1}^{k, L}$, giving

$$
\begin{equation*}
Z=\frac{P^{(1)}}{P^{(2)}} \tag{5.6}
\end{equation*}
$$

where $P^{(1)}=\sum_{l=1}^{L^{(1)}} \omega_{l} \prod_{j=1}^{m} X_{j l}$ and $P^{(2)}=\sum_{l=1}^{L^{(2)}} \omega_{l} \prod_{j=m+1}^{k} X_{j l}$. If we consider $P^{(1)}$ as a linear combination of signal components and $P^{(2)}$ as a linear combination of interferer components, the square of this RSP can be considered as the SIR in a multiple scattering system [134] with interferences. Thus, the outage probability for the SIR in multiple scattering channels can be further obtained.

These simple expressions give the relationships between outage probability and important system parameters, such as the number of hops, the number of links, the weighting factors and signal powers. They could be optimized for different applications.

### 5.3 Exact Results

This section will derive the PDF and CDF of the SRP $R$ in (5.2) and SP $P$ in (5.4). The first subsection will derive the closed-form expressions for the MGF of $R_{l}$ in (5.3) and $P_{l}$ in (5.5). The second subsection will provide the expressions for the PDF and CDF of $R$ and $P$ in both integral form and finite series form.

### 5.3.1 MGF

If the $\alpha-\mu \mathrm{RVs}$ are independent, the MGF of $R_{l}$ can be derived as

$$
\left.\begin{array}{rl}
M_{R_{l}}(s)= & \frac{C_{l} \alpha_{l}^{\frac{1}{2}}}{2 \pi^{\frac{\alpha_{l}-1}{2}}} \times G_{n^{\prime}+\alpha_{l}, m^{\prime}}^{m^{\prime}, n^{\prime}+\alpha_{l}}\left(\left(\frac{\alpha_{l}}{\omega_{l}}\right)^{\alpha_{l}} \frac{t_{l}}{s^{\alpha_{l}}}\right. \\
\Delta\left(\alpha_{l}, 1\right), 1-\frac{\mu_{j l}}{m_{j l}}-\frac{r_{l}}{m_{j l}}, r_{l}=0,1, \cdots, m_{j l}-1, j=m+1, \cdots, k  \tag{5.7}\\
\frac{\mu_{j l}}{m_{j l}}+\frac{r_{l}}{m_{j l}}, r_{l}=0,1, \cdots, m_{j l}-1, j=1, \cdots, m
\end{array}\right)
$$

where $G_{a, b}^{c, d}(\cdot)$ is the Meijer's G-function [36], $\alpha_{l}$ and $m_{j l}$ are positive integers with $\alpha_{j l}=\frac{\alpha_{l}}{m_{j l}}, j=1,2, \cdots, k, C_{l}=1 /\left(\prod_{j=1}^{k} \prod_{r_{l}=0}^{m_{j l}-1} \Gamma\left(\frac{\mu_{j l}}{m_{j l}}+\frac{r_{l}}{m_{j l}}\right)\right)$, $t_{l}=\prod_{j=1}^{m}\left(\frac{\mu_{j l}}{\hat{\gamma}_{j l}^{\alpha_{j l}}}\right)^{m_{j l}} / \prod_{j=m+1}^{k}\left(\frac{\mu_{j l}}{\hat{\gamma}_{j l l}^{\alpha_{j l}}}\right)^{m_{j l}}, m^{\prime}=\sum_{j=1}^{m} m_{j l}, n^{\prime}=\sum_{j=m+1}^{k} m_{j l}$ and $\Delta(a, b) \triangleq b / a, \cdots,(b+a-1) / a$.

See Appendix C. 1 for proof.
If the $\alpha-\mu$ RVs are i.i.d, $\alpha_{j l}, \mu_{j l}$ and $\hat{\gamma_{j l}}$ become $\alpha, \mu$ and $\hat{\gamma}$, respectively. Therefore, the MGF of $R_{l}$ in (5.7) is specialized to

$$
\begin{align*}
& M_{R_{l}}(s)=\frac{\alpha e^{(m+n)\left(\mu-\frac{1}{2}\right)+1}}{\Gamma^{k}(\mu) f^{\frac{1}{2}} 2 \pi^{(e-1)\left(\frac{n+m}{2}\right)+\frac{f-1}{2}}} \times \\
& G_{e n+f, e m}^{e m, e n+f}\left(\begin{array}{c}
\left.\frac{f^{f}}{\omega_{l}^{\alpha e} s^{l}}\left(\frac{\mu}{\hat{\gamma}^{\alpha} e}\right)^{(m-n) e} \right\rvert\, \Delta(f, 1), \Delta(e, 1-\mu), \cdots, \Delta(e, 1-\mu)
\end{array}\right) \tag{5.8}
\end{align*}
$$

where $n=k-m, f$ and $e$ are relatively prime integers satisfying $\alpha=f / e$.
Also, when the $\alpha-\mu$ RVs are independent, the MGF of $P_{l}$ can be derived

$$
\left.\left.\begin{array}{l}
M_{P_{l}}(s)=\frac{C_{l} \alpha_{l}^{\frac{1}{2}}}{2 \pi^{\frac{\alpha_{l}-1}{2}}} \times \\
G_{\alpha_{l}, m^{\prime}}^{m^{\prime}, \alpha_{l}}\left(\left.\left(\frac{\alpha_{l}}{\omega_{l}}\right)^{\alpha_{l}} \frac{t_{l}}{s^{\alpha_{l}}} \right\rvert\, \frac{\mu_{j l}}{m_{j l}}+\frac{r_{l}}{m_{j l}}, r_{l}=0,1, \cdots, m_{j l}-1, j=1, \cdots, m\right. \tag{5.9}
\end{array}\right), ~ \alpha_{l}, 1\right) \quad .
$$

by setting $k=m$ in (5.7), where $C_{l}=1 /\left(\prod_{j=1}^{m} \prod_{r_{l}=0}^{m_{j l}-1} \Gamma\left(\frac{\mu_{j l}}{m_{j l}}+\frac{r_{l}}{m_{j l}}\right)\right)$, and $t_{l}=\prod_{j=1}^{m}\left(\frac{\mu_{j l}}{\hat{\gamma}_{j l}^{\alpha_{j} l}}\right)^{m_{j l}}$.

If the $\alpha-\mu$ RVs in $P_{l}$ are i.i.d, the MGF of $P_{l}$ is specialized to

$$
\left.\begin{array}{l}
M_{P_{l}}(s)=\frac{\alpha e^{m\left(\mu-\frac{1}{2}\right)+1}}{\Gamma^{m}(\mu) f^{\frac{1}{2}} 2 \pi^{(e-1) \frac{m}{2}+\frac{f-1}{2}}} \times \\
G_{f, e m}^{e m, f}\left(\left.\frac{f^{f}}{\omega_{l}^{\alpha e} s^{l}}\left(\frac{\mu}{\hat{\gamma}^{\alpha} e}\right)^{m e} \right\rvert\, \quad \Delta(f, 1)\right.  \tag{5.10}\\
\Delta(e, \mu), \cdots, \Delta(e, \mu)
\end{array}\right)
$$

Thus, the MGF of $R$ and $P$ is given by

$$
\begin{equation*}
M_{R}(s)=\prod_{l=1}^{L} M_{R_{l}}(s) \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{P}(s)=\prod_{l=1}^{L} M_{P_{l}}(s) \tag{5.12}
\end{equation*}
$$

respectively.

### 5.3.2 PDF and CDF

The PDF and CDF of $R$ can be expressed as [36]

$$
\begin{equation*}
f_{R}(x)=\frac{1}{2 \pi i} \oint_{C} M_{R}(s) e^{-s x} d s \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{R}(y)=\frac{1}{2 \pi i} \oint_{C} \frac{M_{R}(s) e^{-s y}}{s} d s \tag{5.14}
\end{equation*}
$$

respectively. The contour integral in (5.13) and (5.14) may not be solved in closed-form easily but can be calculated numerically by using mathematical software packages, such as MATLAB, MATHEMATICA and MAPLE.

Following the same process of [135], (5.13) can be approximated using a finite series in closed-form as [135, (9)]

$$
\begin{align*}
& f_{R}(x) \approx \sum_{q=0}^{Q} 2^{-Q}\binom{Q}{q}\left[\frac{e^{A / 2}}{x} \sum_{n=0}^{N+q} \frac{(-1)^{n}}{\beta_{n}} \Re\left\{M_{R}\left(\frac{A+2 \pi j n}{2 x}\right)\right\}\right] \\
& +E(A)+E(N, Q),  \tag{5.15}\\
& \beta_{n}= \begin{cases}2, & n=0 \\
1, & n=1,2, \cdots, N\end{cases}
\end{align*}
$$

where the discretization error can be bounded as $|E(A)| \leq e^{-A}$ and the truncation error can be estimated as $E(N, Q) \simeq \frac{e^{A / 2}}{x} \sum_{q=0}^{Q} 2^{-Q}(-1)^{N+q+1}\binom{Q}{q}$ $\Re\left\{M_{R}\left(\frac{A+2 \pi j(N+q+1)}{2 x}\right)\right\}$.

Similarly, (5.14) can be approximated as [135, (11)]

$$
\begin{equation*}
F_{R}(y) \approx \frac{2^{-Q} e^{A / 2}}{y} \sum_{q=0}^{Q}\binom{Q}{q} \sum_{n=0}^{N+q} \frac{(-1)^{n}}{\beta_{n}} \Re\left\{\frac{M_{R}\left(-\frac{A+2 \pi j n}{2 y}\right)}{\frac{A+2 \pi j n}{2 y}}\right\}+E(A, Q, N) \tag{5.16}
\end{equation*}
$$

where the overall error term is approximately bounded by $|E(A, Q, N)| \simeq$ $\frac{e^{-A}}{1-e^{-A}}+\left|\frac{2^{-Q} e^{A / 2}}{y} \sum_{q=0}^{Q}(-1)^{N+1+q}\binom{Q}{q} \Re\left\{\frac{M_{R}\left(\frac{A+2 \pi j(N+q+1)}{2 y}\right)}{\frac{A+2 \pi j(N+q+1)}{2 y}}\right\}\right|$.

The $\operatorname{PDF} f_{P}(x)$ and CDF $F_{P}(y)$ of $P$ can be obtained by simply replacing $M_{R_{l}}(s)$ with $M_{P_{l}}(s)$ in $f_{R}(x)$ and $F_{R}(y)$, respectively. No exact results for $Z$ are available due to the difficulty in obtaining them.

Note also that [136] provides the PDF of products, quotients and powers of Fox $H$-function variates. Although Fox $H$-function variates include $\alpha-\mu$ variates, the result in this reference is only a special case of this chapter when summation is not considered.

### 5.4 Approximate Results

The exact PDF and CDF expressions in integral or series in the previous subsection are complicated and not convenient to use. Thus, in the following, new approximation methods GGRA and GRA to approximate $R$ and GRA to approximate $Z$ will be presented. Also, this section proposes to use the conventional approximation methods GGA and GA to approximate $P$.

In the first subsection, two new approximate methods GGRA and GGA are proposed and two conventional approximate methods GGA and GA are reviewed. In the second subsection, the $w$-th order moment of GGRA, GRA, GGA and GA are shown. In the third subsection, moment-matching method for determining the unknown parameters of GGRA, GRA, GGA and GA are
presented.

### 5.4.1 Approximate PDF and CDF

The PDF and CDF of GGRA are given by

$$
\begin{equation*}
f_{X_{G G R A}}(x)=\frac{p k^{-\frac{d_{1}}{p}} x^{d_{1}-1}\left(1+k^{-1} x^{p}\right)^{-\frac{d_{1}+d_{2}}{p}}}{B\left(\frac{d_{1}}{p}, \frac{d_{2}}{p}\right)}, x>0 \tag{5.17}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{X_{G G R A}}(y)=\frac{k^{-\frac{d_{1}}{p}} y^{d_{1}}{ }_{2} F_{1}\left(\frac{d_{1}}{p}, \frac{d_{1}}{p}+\frac{d_{2}}{p} ; 1+\frac{d_{1}}{p} ;-k^{-1} y^{p}\right)}{\frac{d_{1}}{p} B\left(\frac{d_{1}}{p}, \frac{d_{2}}{p}\right)} \tag{5.18}
\end{equation*}
$$

respectively, where $d_{1}, d_{2}, p, k>0$ are the parameters to be determined.
Proof: See Appendix C.2.
GGRA can be used to approximate the SRP of $\alpha-\mu$ RVs $R$ in (5.2) and it has a very good match although four unknown parameters need to be determined. To simplify the parameters calculation, GRA is proposed by setting $p=1$ in GGRA. Therefore, the PDF and CDF of GRA are given by

$$
\begin{equation*}
f_{X_{G R A}}(x)=\frac{k^{-d_{1}} x^{d_{1}-1}\left(1+x k^{-1}\right)^{-d_{1}-d_{2}}}{B\left(d_{1}, d_{2}\right)}, x>0 \tag{5.19}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{X_{G R A}}(y)=\frac{y^{d_{1}} k^{-d_{1}}{ }_{2} F_{1}\left(d_{1}, d_{1}+d_{2} ; 1+d_{1} ;-y k^{-1}\right)}{d_{1} B\left(d_{1}, d_{2}\right)} \tag{5.20}
\end{equation*}
$$

respectively.
Proof: See Appendix C.2.
GRA can be used to approximate $R$ in (5.2) as well with a simplified form as only three parameters need to be determined. Also, GRA can be used to approximate $Z$ in (5.6). Numerical results in Section 5.6 will show that

GRA has a slightly worse performance than GGRA when approximating the SRP but has a very good match with the RSP $Z$ in (5.6).

On the other hand, one can use GGA (as introduced in Section 2.6), which has the PDF and CDF as

$$
\begin{equation*}
f_{X_{G G A}}(x)=\frac{p a^{-d} x^{d-1} e^{-\left(\frac{x}{a}\right)^{p}}}{\Gamma\left(\frac{d}{p}\right)}, x \geq 0 \tag{5.21}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{X_{G G A}}(y)=\frac{\gamma\left(d / p,(y / a)^{p}\right)}{\Gamma(d / p)} \tag{5.22}
\end{equation*}
$$

respectively, where $d>0, p>0, a>0$ are the parameters to be determined. The GGA can be used to approximate $P$ in (5.4).

Moreover, one can get the PDF and CDF of GA as

$$
\begin{equation*}
f_{X_{G A}}(x)=\frac{x^{d-1} e^{-\frac{x}{a}}}{a^{d} \Gamma(d)} \tag{5.23}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{X_{G A}}(y)=\frac{\gamma(d, y / a)}{\Gamma(d)} \tag{5.24}
\end{equation*}
$$

by setting $p=1$ in (5.21) and (5.22), respectively. The GA can be also used to approximate $P$ in (5.4) but with a simplified form compared with GGA.

### 5.4.2 The $w$-th Order Moment

This subsection gives the $w$-th order moment of GGRA, GRA, GGA and GA, and the 1 -th, 2 -th, 3 -th and 4 -th order moment of $R$ and $P$.

## The $w$-th order moment of GGRA and GRA

The $w$-th order moment of GGRA is given by [137]

$$
\begin{equation*}
E\left(X_{G G R A}^{w}\right)=k^{w / p} \frac{\Gamma\left(\frac{d_{1}}{p}+\frac{w}{p}\right)}{\Gamma\left(\frac{d_{1}}{p}\right)} \frac{\Gamma\left(\frac{d_{2}}{p}-\frac{w}{p}\right)}{\Gamma\left(\frac{d_{2}}{p}\right)} . \tag{5.25}
\end{equation*}
$$

By setting $p=1$ in (5.25), one can get the $w$-th order moment of GRA as

$$
\begin{equation*}
E\left(X_{G R A}^{w}\right)=\frac{k^{w} \Gamma\left(d_{2}-w\right) \Gamma\left(d_{1}+w\right)}{\Gamma\left(d_{1}\right) \Gamma\left(d_{2}\right)} . \tag{5.26}
\end{equation*}
$$

The $w$-th order moment of GGA and GA

The $w$-th order moment of GGA is given by [40, (5)]

$$
\begin{equation*}
E\left(X_{G G A}^{w}\right)=\frac{a^{w} \Gamma\left(\frac{d+w}{p}\right)}{\Gamma\left(\frac{d}{p}\right)} . \tag{5.27}
\end{equation*}
$$

By setting $p=1$ in (5.27), one can get the $w$-th order moment of GA as [138, (7)]

$$
\begin{equation*}
E\left(X_{G A}^{w}\right)=\frac{a^{w} \Gamma(d+w)}{\Gamma(d)} . \tag{5.28}
\end{equation*}
$$

The 1-st to 4-th order moments of $R$ and $P$

The $w$-th order moment for $X_{j l}$ in (5.1) is given by [40]

$$
\begin{equation*}
E\left(X_{j l}^{w}\right)=\frac{\hat{\gamma}_{j l}^{w} \Gamma\left(\mu_{j l}+w / \alpha_{j l}\right)}{\mu_{j l}^{w l \gamma_{j l}} \Gamma\left(\mu_{j l}\right)} \tag{5.29}
\end{equation*}
$$

and the $w$-th order moment for $\frac{1}{X_{j l}}$ in (5.1) is given by

$$
\begin{equation*}
E\left(\frac{1}{X_{j l}^{w}}\right)=\frac{\hat{\gamma}_{j l}^{-w} \Gamma\left(\mu_{j l}-w / \alpha_{j l}\right)}{\mu_{j l}^{-w / \gamma_{j l} l} \Gamma\left(\mu_{j l}\right)} . \tag{5.30}
\end{equation*}
$$

Thus, the first order moment of $R$ in (5.2) is given by

$$
\begin{equation*}
E(R)=\sum_{l=1}^{L} \omega_{l} \prod_{j=1}^{m} E\left(X_{j l}\right) \prod_{j=m+1}^{k} E\left(\frac{1}{X_{j l}}\right), \tag{5.31}
\end{equation*}
$$

the second order moment of $R$ in (5.2) is given by

$$
\begin{align*}
& E\left(R^{2}\right)=\sum_{l=1}^{L} \omega_{l}^{2} \prod_{j=1}^{m} E\left(X_{j l}^{2}\right) \prod_{j=m+1}^{k} E\left(\frac{1}{X_{j l}^{2}}\right)  \tag{5.32}\\
& +\sum_{l_{1}=1}^{L} \sum_{l_{2} \neq l_{1}=1}^{L} \omega_{l_{1}} \omega_{l_{2}} \prod_{j=1}^{m} E\left(X_{j l_{1}}\right) E\left(X_{j l_{2}}\right) \prod_{j=m+1}^{k} E\left(\frac{1}{X_{j l_{1}}}\right) E\left(\frac{1}{X_{j l_{2}}}\right)
\end{align*}
$$

the third order moment of $R$ in (5.2) is given by

$$
\begin{align*}
& E\left(R^{3}\right)=\sum_{l=1}^{L} \omega_{l}^{3} \prod_{j=1}^{m} E\left(X_{j l}^{3}\right) \prod_{j=m+1}^{k} E\left(\frac{1}{X_{j l}^{3}}\right)+\sum_{l_{1}=1}^{L} \sum_{l_{2} \neq l_{1}=1}^{L} \omega_{l_{1}}^{2} \omega_{l_{2}} \prod_{j=1}^{m} E\left(X_{j l_{1}}^{2}\right) \\
& \times E\left(X_{j l_{2}}\right) \prod_{j=m+1}^{k} E\left(\frac{1}{X_{j l_{1}}^{2}}\right) E\left(\frac{1}{X_{j l_{2}}}\right)+\sum_{l_{1}=1}^{L} \sum_{l_{2} \neq l_{1}=1}^{L} \sum_{l_{3} \neq l_{2} \neq l_{1}=1}^{L} \omega_{l_{1}} \omega_{l_{2}} \omega_{l_{3}} \\
& \times \prod_{j=1}^{m} E\left(X_{j l_{1}}\right) E\left(X_{j l_{2}}\right) E\left(X_{j l_{3}}\right) \prod_{j=m+1}^{k} E\left(\frac{1}{X_{j l_{1}}}\right) E\left(\frac{1}{X_{j l_{2}}}\right) E\left(\frac{1}{X_{j l_{3}}}\right) \tag{5.33}
\end{align*}
$$

and the fourth order moment of $R$ in (5.2) is given by

$$
\begin{align*}
& E\left(R^{4}\right)=\sum_{l=1}^{L} \omega_{l}^{4} \prod_{j=1}^{m} E\left(X_{j l}^{4}\right) \prod_{j=m+1}^{k} E\left(\frac{1}{X_{j l}^{4}}\right)+\sum_{l_{1}=1}^{L} \sum_{l_{2} \neq l_{1}=1}^{L} \omega_{l_{1}}^{3} \omega_{l_{2}} \prod_{j=1}^{m} E\left(X_{j l_{1}}^{3}\right) \\
& \times E\left(X_{j l_{2}}\right) \prod_{j=m+1}^{k} E\left(\frac{1}{X_{j l_{1}}^{3}}\right) E\left(\frac{1}{X_{j l_{2}}}\right)+\sum_{l_{1}=1}^{L} \sum_{l_{2} \neq l_{1}=1}^{L} \sum_{l_{3} \neq l_{2} \neq l_{1}=1}^{L} \omega_{l_{1}}^{2} \omega_{l_{2}} \omega_{l_{3}} \\
& \times \prod_{j=1}^{m} E\left(X_{j l_{1}}^{2}\right) E\left(X_{j l_{2}}\right) E\left(X_{j l_{3}}\right) \prod_{j=m+1}^{k} E\left(\frac{1}{X_{j l_{1}}^{2}}\right) E\left(\frac{1}{X_{j l_{2}}}\right) E\left(\frac{1}{X_{j l_{3}}}\right) \\
& +\sum_{l_{1}=1}^{L} \sum_{l_{2} \neq l_{1}=1}^{L} \sum_{l_{3} \neq l_{2} \neq l_{1}=1}^{L} \sum_{l_{4} \neq l_{3} \neq l_{2} \neq l_{1}=1}^{L} \omega_{l_{1}} \omega_{l_{2}} \omega_{l_{3}} \omega_{l_{4}} \prod_{j=1}^{m} E\left(X_{j l_{1}}\right) E\left(X_{j l_{2}}\right) E\left(X_{j l_{3}}\right) \\
& E\left(X_{j l_{4}}\right) \prod_{j=m+1}^{k} E\left(\frac{1}{X_{j l_{1}}}\right) E\left(\frac{1}{X_{j l_{2}}}\right) E\left(\frac{1}{X_{j l_{3}}}\right) E\left(\frac{1}{X_{j l_{4}}}\right) . \tag{5.34}
\end{align*}
$$

Using similar method, one can easily get $E(P), E\left(P^{2}\right), E\left(P^{3}\right)$ and $E\left(P^{4}\right)$ from (5.31), (5.32), (5.33) and (5.34), respectively, by setting $k=m$ and ignoring $E\left(\frac{1}{X_{j l}}\right)$.

### 5.4.3 Moment-Matching Approximations

This subsection uses the moment-matching method to determine the unknown parameters in GGRA, GRA to approximate $R$, those in GGA and GA to approximate $P$ and those in GRA to approximate $Z$.

## Approximation of $R$

For GGRA, $d_{1}, d_{2}, p$ and $k$ are determined by matching the first, second, third and fourth order moment of $R$ with the first, second, third and fourth order
moment of GGRA. Thus, one can get the values of $d_{1}, d_{2}, p$ and $k$ by solving

$$
\left\{\begin{array}{l}
E(R)=k^{1 / p} \frac{\Gamma\left(\frac{d_{1}}{p}+\frac{1}{p}\right)}{\Gamma\left(\frac{d_{1}}{p}\right)} \frac{\Gamma\left(\frac{d_{2}}{p}-\frac{1}{p}\right)}{\Gamma\left(\frac{d_{1}}{p}\right)}  \tag{5.35}\\
E\left(R^{2}\right)=k^{2 / p} \frac{\Gamma\left(\frac{d_{1}}{p}+\frac{2}{p}\right)}{\Gamma\left(\frac{d_{1}}{p}\right)} \frac{\Gamma\left(\frac{d_{2}}{p}-\frac{2}{p}\right)}{\Gamma\left(\frac{d_{2}}{p}\right)} \\
E\left(R^{3}\right)=k^{3 / p} \frac{\Gamma\left(\frac{d_{1}}{p}+\frac{3}{p}\right)}{\Gamma\left(\frac{d_{1}}{p}\right)} \frac{\Gamma\left(\frac{d_{p}}{p}-\frac{3}{p}\right)}{\Gamma\left(\frac{d_{2}}{p}\right)} \\
E\left(R^{4}\right)=k^{4 / p} \frac{\Gamma\left(\frac{d_{1}}{p}+\frac{4}{p}\right)}{\Gamma\left(\frac{d_{1}}{p}\right)} \frac{\Gamma\left(\frac{d_{p}}{p}-\frac{4}{p}\right)}{\Gamma\left(\frac{d_{p}}{p}\right)}
\end{array} .\right.
$$

Further, one can simplify (5.35) by getting rid of $k$ as

$$
\left\{\begin{array}{l}
\frac{E\left(R^{2}\right)}{E^{2}\{R\}}=\frac{\Gamma\left(\frac{d_{1}}{p}\right) \Gamma\left(\frac{d_{2}}{p}\right) \Gamma\left(\frac{d_{1}}{p}+\frac{2}{p}\right) \Gamma\left(\frac{d_{2}}{p}-\frac{2}{p}\right)}{\Gamma\left(\frac{d_{1}}{p}+\frac{1}{p}\right)^{\Gamma} \Gamma\left(\frac{d_{2}}{p}-\frac{1}{p}\right)^{2}}  \tag{5.36}\\
\frac{E\left(R^{3}\right)}{E^{3}\{R\}}=\frac{\Gamma\left(\frac{d_{1}}{p}\right)^{2} \Gamma\left(\frac{d_{2}}{p}\right)^{2} \Gamma\left(\frac{d_{1}}{p}+\frac{3}{p}\right) \Gamma\left(\frac{d_{2}}{p}-\frac{3}{p}\right)}{\Gamma\left(\frac{d_{1}}{p}+\frac{1}{p}\right)^{3} \Gamma\left(\frac{d_{2}}{p}-\frac{1}{p}\right)^{3}} \\
\frac{E\left(R^{4}\right)}{E^{4}\{R\}}=\frac{\Gamma\left(\frac{d_{1}}{p}\right)^{3} \Gamma\left(\frac{d_{2}}{p}\right)^{3} \Gamma\left(\frac{d_{1}}{p}+\frac{4}{p}\right) \Gamma\left(\frac{d_{2}}{p}-\frac{4}{p}\right)}{\Gamma\left(\frac{d_{1}}{p}+\frac{1}{p}\right)^{4} \Gamma\left(\frac{d_{2}}{p}-\frac{1}{p}\right)^{4}}
\end{array}\right.
$$

Equations (5.36) can be solved for $d_{1}, d_{2}, p$ numerically by using mathematical software packages. Then, $k$ can be obtained by using the values of $d_{1}, d_{2}, p$ from (5.36) in (5.35).

For GRA, $d_{1}, d_{2}$, and $k$ are determined by matching the first, second and third order moment of $R$ with the first, second and third moment of GRA. Therefore, one can calculate the values of $d_{1}, d_{2}$ and $k$ by solving

$$
\left\{\begin{array}{l}
E(R)=\frac{k \Gamma\left(d_{2}-1\right) \Gamma\left(d_{1}+1\right)}{\Gamma\left(d_{1}\right) \Gamma\left(d_{2}\right)}  \tag{5.37}\\
E\left(R^{2}\right)=\frac{k^{2} \Gamma\left(d_{2}-2\right)\left(d_{1}+2\right)}{\Gamma\left(d_{1}\right) \Gamma\left(d_{2}\right)} . \\
E\left(R^{3}\right)=\frac{k^{3} \Gamma \Gamma\left(d_{2}-3\right) \Gamma\left(d_{1}+3\right)}{\Gamma\left(d_{1}\right) \Gamma\left(d_{2}\right)}
\end{array}\right.
$$

Further, one can simplify (5.37) by getting rid of $k$ as

$$
\left\{\begin{array}{c}
\frac{E\left(R^{2}\right)}{E^{2}\{R\}}=\frac{\left(d_{1}+1\right)\left(d_{2}-1\right)}{d_{1}\left(d_{2}-2\right)}  \tag{5.38}\\
\frac{E\left(R^{3}\right)}{E\left(R^{2}\right) E(R)}=\frac{\left(d_{1}+2\right)\left(d_{2}-1\right)}{d_{1}\left(d_{2}-3\right)}
\end{array} .\right.
$$

Then, one can get the values of $d_{1}, d_{2}$ and $k$ by

$$
\begin{gather*}
d_{1}=\frac{2 E(R)\left(E^{2}\left\{R^{2}\right\}-E(R) E\left(R^{3}\right)\right)}{2 E^{2}\{R\} E\left(R^{3}\right)-E(R) E^{2}\left\{R^{2}\right\}-E\left(R^{2}\right) E\left(R^{3}\right)},  \tag{5.39}\\
d_{2}=\frac{E^{2}\{R\} E\left(R^{2}\right)+3 E(R) E\left(R^{3}\right)-4 E^{2}\left\{R^{2}\right\}}{E^{2}\{R\} E\left(R^{2}\right)+E(R) E\left(R^{3}\right)-2 E^{2}\left\{R^{2}\right\}} \tag{5.40}
\end{gather*}
$$

and

$$
\begin{equation*}
k=\frac{-2 E(R)^{2} E\left(R^{3}\right)+E(R) E\left(R^{2}\right)^{2}+E\left(R^{2}\right) E\left(R^{3}\right)}{E(R)^{2} E\left(R^{2}\right)+E(R) E\left(R^{3}\right)-2 E\left(R^{2}\right)^{2}} \tag{5.41}
\end{equation*}
$$

respectively. Unlike (5.36), the parameters are calculated without numerical solutions to the equations.

## Approximation of $P$

For GGA, $a, d$ and $p$ are determined by matching the first, second and third order moment of $P$ with the first, second and third order moment of GGA as

$$
\left\{\begin{align*}
E(P) & =\frac{a \Gamma\left(\frac{d+1}{p}\right)}{\Gamma\left(\frac{d}{p}\right)}  \tag{5.42}\\
E\left(P^{2}\right) & =\frac{a^{2} \Gamma\left(\frac{d+2}{p}\right)}{\Gamma\left(\frac{d}{p}\right)} . \\
E\left(P^{3}\right) & =\frac{a^{3} \Gamma\left(\frac{d+3}{p}\right)}{\Gamma\left(\frac{d}{p}\right)}
\end{align*}\right.
$$

Furthermore, with the help of Beta function $B(\cdot, \cdot)$ function [36, (8.384)], one has

$$
\left\{\begin{array}{c}
B\left(\frac{d+1}{p}, \frac{d+2}{p}\right)=\frac{E(P) E\left(P^{2}\right)}{E\left(P^{3}\right)} B\left(\frac{d}{p}, \frac{d+3}{p}\right)  \tag{5.43}\\
B\left(\frac{d+1}{p}, \frac{d+1}{p}\right)=\frac{E(P)^{2}}{E\left(P^{2}\right)} B\left(\frac{d}{p}, \frac{d+2}{p}\right)
\end{array} .\right.
$$

Then one can solve $d$ and $p$ numerically by using mathematical software packages. Then, $a$ can be obtained by using the values of $d$ and $p$ from (5.43) in (5.42).

For GA, $a$ and $d$ are decided by matching the first and second order moment of $P$ with the first and second order moment of GA. Therefore, one can calculate the values of $a$ and $d$ by solving

$$
\left\{\begin{array}{c}
E(P)=\frac{a \Gamma(d+1)}{\Gamma(d)}  \tag{5.44}\\
E\left(P^{2}\right)=\frac{a^{2} \Gamma(d+2)}{\Gamma(d)} .
\end{array}\right.
$$

Then, one can get the values of $a$ and $d$ by

$$
\begin{equation*}
a=\frac{E(P)-E^{2}(P)}{E(P)} \tag{5.45}
\end{equation*}
$$

and

$$
\begin{equation*}
d=\frac{E^{2}(P)}{E(P)-E^{2}(P)} \tag{5.46}
\end{equation*}
$$

respectively.

## Approximation of $Z$

It is not easy to get the closed form of $w$-th order moment for $Z$. However, it is shown in Appendix C. 2 that GRA can be considered as the ratio of two

GAs. Therefore the values of $d_{1}$ and $d_{2}$ can be decided by

$$
\begin{equation*}
d_{1}=\frac{E^{2}\left(P^{(1)}\right)}{E\left(P^{(1)}\right)-E^{2}\left(P^{(1)}\right)} \tag{5.47}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{2}=\frac{E^{2}\left(P^{(2)}\right)}{E\left(P^{(2)}\right)-E^{2}\left(P^{(2)}\right)} \tag{5.48}
\end{equation*}
$$

respectively, and $k$ can be solved by $k=\frac{a_{1}}{a_{2}}$, where

$$
\begin{equation*}
a_{1}=\frac{E\left(P^{(1)}\right)-E^{2}\left(P^{(1)}\right)}{E\left(P^{(1)}\right)} \tag{5.49}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{2}=\frac{E\left(P^{(2)}\right)-E^{2}\left(P^{(2)}\right)}{E\left(P^{(2)}\right)} . \tag{5.50}
\end{equation*}
$$

### 5.5 Applications

In this section, the exact and approximate CDFs derived in the previous section are adopted to calculate the outage probability for wireless multihop relaying and multiple scattering systems.

For $L$-branch EGC receivers of wireless relaying system through statistically independent multihop using AF protocol with fixed amplification gain over $\alpha-\mu$ fading channel considering interferences, the instantaneous end-toend SIR is given by

$$
\begin{equation*}
\gamma_{R}=\frac{1}{L}\left(\sum_{l=1}^{L} \sqrt{\gamma_{l}}\right)^{2} \tag{5.51}
\end{equation*}
$$

where $\gamma_{l}=\frac{E_{s}}{K_{0}} R_{l}^{2}, R_{l}=\omega_{l} \frac{\prod_{j=1}^{m} X_{j l}}{\prod_{j=m+1}^{k} X_{j l}}, \omega_{l}=1, E_{s}$ is the transmitted power, $K_{0}$ is the constant that takes other necessary power factors into account, $\prod_{j=1}^{m} X_{j l}$
represents the product of fading coefficient of signal through $m$ hop in the $l$ th path [56], and $\prod_{j=m+1}^{k} X_{j l}$ represents the product of fading coefficient of the interferer through $k-m$ hop in the $l$ th path. Note that the system model in this chapter does not consider noise or considers there is little noise which can be ignored. Using (5.2), one can rewrite (5.51) as

$$
\begin{equation*}
\gamma_{R}^{\prime}=\frac{1}{L} \frac{E_{s}}{K_{0}} R^{2} \tag{5.52}
\end{equation*}
$$

which can be seen as the instantaneous SIR in multiple scattering radio channel. In this case, $R$ can be seen as the overall channel gain considering interferences in each scattering, $R^{2}$ can be seen as the fading power, $\omega_{l}$ in (5.3) can be seen as the weight which is a nonnegative real-valued constant that determines the mixture weight of the multiple scattering component, and the channel gain can be described as a linear combination of signal components with constant, Rayleigh, double-Rayleigh, etc., distributed amplitude [134].

Define the corresponding average SIR in wireless multihop relaying system or multiple scattering channel as

$$
\begin{equation*}
\overline{\gamma_{R}}=\frac{1}{L} \frac{E_{s}}{K_{0}} E\left(\left(\sum_{l=1}^{L} R_{l}\right)^{2}\right) \tag{5.53}
\end{equation*}
$$

By normalizing (5.51) or (5.52) with respect to the average end-to-end SIR in (5.53) and using (5.2), one has

$$
\begin{equation*}
\hat{\gamma_{R}}=\frac{R^{2}}{E\left(R^{2}\right)} . \tag{5.54}
\end{equation*}
$$

The outage probability is defined as the probability that the SNR of $\gamma_{R}$ is
below a certain threshold as $P_{o}=\operatorname{Pr}\left\{\gamma_{R}<\gamma_{0}\right\}$. By normalizing both sides of the inequality with the positive value of $\overline{\gamma_{R}}$ and letting $\gamma_{t h}=\left(\gamma_{0} / \overline{\gamma_{R}}\right)$, one has

$$
\begin{equation*}
P_{o}=\operatorname{Pr}\left\{\hat{\gamma_{R}}<\gamma_{t h}\right\} . \tag{5.55}
\end{equation*}
$$

Then, using the CDF of $R$ in (5.14) and in (5.16), one has

$$
\begin{equation*}
P_{o}=F_{R}\left(\sqrt{\gamma_{t h}} E^{\frac{1}{2}}\left(R^{2}\right)\right) . \tag{5.56}
\end{equation*}
$$

Also, using the CDF of GGRA in (5.18) and the CDF of GRA in (5.20), one can get approximate outage probability of $\hat{\gamma_{R}}$ in (5.54) as

$$
\begin{equation*}
P_{o}=F_{G G R A}\left(\sqrt{\gamma_{t h}} E^{\frac{1}{2}}\left(R^{2}\right)\right) \tag{5.57}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{o}=F_{G R A}\left(\sqrt{\gamma_{t h}} E^{\frac{1}{2}}\left(R^{2}\right)\right) . \tag{5.58}
\end{equation*}
$$

Similarly, for $L$-branch EGC receivers of wireless multihop relaying system without interferences or for transmitting signal in multiple scattering radio channel without interference, the exact results of outage probability are given by substituting $M_{R}(s)$ with $M_{P}(s)$ in (5.14) and (5.16) as

$$
\begin{equation*}
P_{o}=F_{P}\left(\sqrt{\gamma_{t h}} \cdot E^{\frac{1}{2}}\left\{P^{2}\right\}\right) . \tag{5.59}
\end{equation*}
$$

Also, using the CDF of GGA in (5.22) and the CDF of GA in (5.24), one can get the approximate outage probability as

$$
\begin{equation*}
P_{o}=F_{G G A}\left(\sqrt{\gamma_{t h}} \cdot E^{\frac{1}{2}}\left\{P^{2}\right\}\right) \tag{5.60}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{o}=F_{G A}\left(\sqrt{\gamma_{t h}} \cdot E^{\frac{1}{2}}\left\{P^{2}\right\}\right), \tag{5.61}
\end{equation*}
$$

respectively.
Note that the exact and approximate results of outage probability derived above can also be applied to $L$-branch MRC receivers of wireless multihop relaying system with proper modifications. For the exact results, a variable substitution of $x$ by $x^{2}$ is needed in (5.1) and in the following MGF expressions. For the approximate results, moment-matching should be done by considering $E\left(R^{2}\right), E\left(R^{4}\right), E\left(R^{6}\right), E\left(R^{8}\right), E\left(P^{2}\right), E\left(P^{4}\right), E\left(P^{6}\right), E\left(P^{8}\right)$ with the corresponding moments of GGRA, GRA, GGA, GA.

However, EGC is simpler to implement and its performance is very close to that of MRC although MRC is the optimal combining scheme [139]. Thus, EGC is considered from here on.

Next, the outage probability for SIR in multiple scattering radio channel is considered. In this case, the $\operatorname{SIR} I_{Z}$ is given by

$$
\begin{equation*}
I_{Z}=Z^{2}=\frac{Z_{1}}{Z_{2}} \tag{5.62}
\end{equation*}
$$

where $Z_{1}=\left(P^{(1)}\right)^{2}=\left(\sum_{l=1}^{L^{(1)}} \omega_{l} \prod_{j=1}^{m} X_{j l}\right)^{2}$ represents the signal power in multiple scattering channel and $Z_{2}=\left(P^{(2)}\right)^{2}=\left(\sum_{l=1}^{L^{(2)}} \omega_{l} \prod_{j=m+1}^{k} X_{j l}\right)^{2}$ represents the interference power in the same channel. Due to the complexity of the exact expression of outage probability of $I_{Z}$ and the high accuracy of the approximate result of GRA to $I_{Z}$, which will be seen from the numerical results in the next section, this chapter only provides the approximate expression GGA
for $I_{Z}$. Thus, the outage probability of SIR in (5.62) can be

$$
\begin{equation*}
P_{o}=F_{G G A}\left(\sqrt{\gamma_{t h}} \cdot E^{\frac{1}{2}}\left\{Z^{2}\right\}\right) . \tag{5.63}
\end{equation*}
$$

In the next section, numerical results and discussion are given to show the accuracy of the proposed exact and approximate expressions.

### 5.6 Numerical Results and Discussion

In this section, numerical results are presented to show the performance of the derived exact and approximate expressions. In these examples, the exact results in Section 5.3 are evaluated using the series forms in (5.15) [135, (9)] and (5.16) $[135,(11)]$ with $A=23.026, N=15$ and $Q=10$, whereas the approximate results are calculated using our proposed closed-form approximations in Section 5.4. Let $\alpha_{j l}=2, \mu_{j l}=4$ and $\hat{\gamma_{j l}}=5$ for all $j$ and $l$. Note that our results are general enough to include other cases but these settings are used here as examples.

Tables 5.1 and 5.2 compare the exact and approximate PDFs and CDFs of $R=2 \frac{X_{11}}{X_{21} X_{31}}+3 \frac{X_{12} X_{22} X_{32}}{X_{42} X_{52}}$, respectively. One can see that the PDF and CDF of the GGRA approximation match very well with the exact result. The GRA approximation also matches well with the exact result in most values examined but with a simplified form.

Fig. 5.1 and Fig. 5.2 show the outage probability vs. $\gamma_{t h}$ using EGC receivers in wireless multihop relaying system over $\alpha-\mu$ channels. Fig. 5.1 describes the signal model as $R=\frac{X_{11}}{X_{21}}+\frac{X_{12} X_{22}}{X_{32} X_{42}}$ which assumes $L=2$ with interference while Fig. 5.2 describes the signal model as $R=X_{11}+X_{12} X_{22}+$

Table 5.1: Comparison of exact and approximate PDFs of $R=2 \frac{X_{11}}{X_{21} X_{31}}+$ $3 \frac{X_{12} X_{22} X_{32}}{X_{42} X_{52}}$.

| R | Exact | GGRA | GRA |
| :---: | :---: | :---: | :---: |
| 3 | 0.005123366578 | 0.00553831 | 0.00657853 |
| 6 | 0.03437761985 | 0.0340766 | 0.0339683 |
| 9 | 0.05414392525 | 0.0538482 | 0.0528716 |
| 12 | 0.055066531 | 0.0550564 | 0.0544886 |
| 15 | 0.04670142108 | 0.0468074 | 0.0467473 |
| 18 | 0.03634886 | 0.0364498 | 0.0366334 |
| 21 | 0.027117528 | 0.0271797 | 0.0274094 |
| 24 | 0.019823972 | 0.0198519 | 0.0200418 |
| 27 | 0.014372777 | 0.014379 | 0.0145091 |
| 30 | 0.01040560788 | 0.0104009 | 0.0104784 |
| 33 | 0.007553075 | 0.00754393 | 0.0075832 |
| 36 | 0.00550956 | 0.00549977 | 0.00551409 |
| 39 | 0.0040442581 | 0.00403557 | 0.00403502 |
| 42 | 0.002989825 | 0.00298263 | 0.00297411 |
| 45 | 0.00222678 | 0.00222117 | 0.00220904 |
| 48 | 0.001670996 | 0.00166687 | 0.00165373 |
| 51 | 0.00126327 | 0.00126047 | 0.00124778 |
| 54 | 0.0009624243 | 0.00096032 | 0.000948797 |
| 57 | 0.0007384826 | 0.00073699 | 0.000726922 |
| 60 | 0.00057033 | 0.000569594 | 0.000561023 |

Table 5.2: Comparison of exact and approximate CDFs of $R=2 \frac{X_{11}}{X_{21} X_{31}}+$ $3 \frac{X_{12} X_{22} X_{32}}{X_{42} X_{52}}$.

| R | Exact | GGRA | GRA |
| :---: | :---: | :---: | :---: |
| 3 | 0.002918777902 | 0.00343157 | 0.00456575 |
| 6 | 0.05963044177 | 0.0603741 | 0.0635416 |
| 9 | 0.1977381439 | 0.197387 | 0.198466 |
| 12 | 0.3651634794 | 0.36438 | 0.363 |
| 15 | 0.5189965633 | 0.518401 | 0.516134 |
| 18 | 0.6435316511 | 0.643263 | 0.641246 |
| 21 | 0.7382844348 | 0.738262 | 0.736898 |
| 24 | 0.8082033983 | 0.808312 | 0.807589 |
| 27 | 0.8590801037 | 0.859235 | 0.858993 |
| 30 | 0.8959262807 | 0.89608 | 0.896146 |
| 33 | 0.9226282412 | 0.922759 | 0.922997 |
| 36 | 0.9420521725 | 0.942154 | 0.942469 |
| 39 | 0.9562621779 | 0.956336 | 0.956669 |
| 42 | 0.9667270005 | 0.966777 | 0.967096 |
| 45 | 0.9744897491 | 0.974522 | 0.974809 |
| 48 | 0.9802920019 | 0.980311 | 0.980559 |
| 51 | 0.9846609351 | 0.984671 | 0.98488 |
| 54 | 0.9879744607 | 0.987979 | 0.988152 |
| 57 | 0.9905062535 | 0.990509 | 0.990649 |
| 60 | 0.9924555580 | 0.992457 | 0.992569 |



Figure 5.1: Outage probability vs. $\gamma_{t h}$ using EGC receivers in wireless multihop relaying system with interferences.


Figure 5.2: Outage probability vs. $\gamma_{t h}$ using EGC receivers in wireless multihop relaying system without interferences.


Figure 5.3: Outage probability vs. $\gamma_{t h}$ in multiple scattering channel with interferences.


Figure 5.4: Outage probability vs. $\gamma_{t h}$ in multiple scattering channel without interferences.


Figure 5.5: Outage probability vs. $\gamma_{t h}$ in terms of SIR in multiple scattering channel with interferences.
$X_{13} X_{23} X_{33}$ which assumes $L=3$ and does not consider interferences.
Fig. 5.3 and Fig. 5.4 show the outage probability vs. $\gamma_{t h}$ in multiple scattering channels, in which Fig. 5.3 describes the signal model with interferences as $R=2 \frac{X_{11}}{X_{21} X_{31}}+3 \frac{X_{12} X_{22} X_{32}}{X_{42} X_{52}}$ while Fig. 5.4 describes the signal model without interferences as $R=X_{11}+2 X_{12} X_{22}+3 X_{13} X_{23} X_{33}$.

Moreover, Fig. 5.5 shows the outage probability vs. $\gamma_{t h}$ in terms of SIR in multiple scattering channel. In this case, the SIR can be described as $I_{z}=Z^{2}$, where $Z=\frac{X_{11}+X_{21} X_{31}}{X_{42}+X_{52} X_{62}+X_{72} X_{82} X_{92}}$.

From Figs. 5.1-5.5, one can see that the outage probability increases when the SIR threshold increases, as expected. In the extreme case when the SIR threshold goes to infinity, the outage probability will approach one. Furthermore, the exact results of outage probability agree very well with the simulations in Figs. 5.1-5.4. The approximate results based on GGRA match very well with simulations in Fig. 5.1 and Fig. 5.3 while GGA matches very well with simulations in Fig. 5.2 and Fig. 5.4, showing the usefulness of our approximate expressions. The approximate result based on GRA matches well with the simulations in Fig. 5.1 and Fig. 5.3 and GA matches well with the simulations in Fig. 5.2 and Fig. 5.4, both between $10^{-1}$ to 1 but with simple structures. Moreover, GRA has a very good match with the simulation in Fig. 5.5.

### 5.7 Conclusions

The exact results of CDF of the SRP and the SP of independent $\alpha-\mu$ RVs in the form of one-dimensional integral have been derived. Also, the closedform approximations for the CDF using GGRA, GRA, GGA and GA have
been obtained. Applications for the outage probability of EGC receivers in wireless multihop relaying considering interferences or no interferences have been discussed. Moreover, applications for the outage probability of signal transmitting in multiple scattering channels considering interferences or no interferences have also been provided.

Numerical examples have shown that the exact result derived agree very well with the simulations and that the GGRA and GGA approximations have a good match with the simulations while the GRA and GA approximations have acceptable performances only in certain cases but with a simpler structure.

## Chapter 6

## Performance Analysis for

## Hard-Decision Fusion with

## Arbitrary Numbers of Bits for

 Different Samples
### 6.1 Introduction

Data fusion is a technique which can combine data from different mobile nodes, multiple sensors, secondary users and diversity branches to achieve improved accuracies and performance. For example, vehicle navigation and detection systems were proposed using fusion methods, in which each node takes a local observation and then transmits it to a fusion centre for joint processing to track and detect vehicles [140], [141].

In these applications, communication consumes a significant portion of the total power as compared with other parts [142]. Therefore, developing
power-efficient transmission strategies has motivated a wide range of studies [143]. In [144, 145], distributed decision system with multiple nodes have been studied, where [144] proposed the MRC statistic approach to approximate the likelihood-based fusion rule for low SNR and [145] developed the channel-aware decision fusion rules for multi-hop transmission.

Popular decision rules such as ML and maximum a posteriori probability have been introduced in [1]. Optimal decision rule in multiple node systems has been studied in [77]. In [77], individual decisions are weighted according to the reliability of the detector information and then a threshold comparison is conducted to get the global decision. Optimal partial decision combining rule in diversity systems is proposed in [146]. In [146], the suboptimal diversity receivers that combine hard decisions have been studied. Their performances in terms of noncoherent frequency-shift-keying (NCFSK) have also been analyzed and compared to the voting and selection diversity in Rayleigh fading channel.

Moreover, in [32, 78, 146, 147], hard decision fusion based on one, two or several bits has been examined. However, all these works have assumed the same numbers of bits sampled from data collected at all nodes. In reality, data at some nodes may be more reliable than others. For example, some nodes may be closer to the place where the event happens than others. As a result, data collected at those nodes will be more informative. It will be more efficient if these data can be sampled with more bits to increase their weights in hard decision fusion. It is therefore necessary for the fusion centre to conduct hard decision fusion where different nodes send different numbers of bits sampled from the collected data.

In this chapter, the optimal hard decision fusion rule that combines
different numbers of bits sent from different nodes is derived. The BER performance and the best thresholds for special cases are also provided, followed by the simulation and discussion. The contributions of this chapter can be summarized as follows:

- First of all, the optimum rule that minimizes the probability of error for fusing the decisions from different nodes with different numbers of bits following a likelihood ratio test are derived.
- As special cases of this result above, the optimal hard decision fusion rules in the previous literature that combines one bit or two bits sent from each node are also generalized to the derived case when each node sends the arbitrary number of bits.
- Then, the BER performance for hard decision fusion with one bit from each node is derived for BPSK and then extended to NCFSK while the BER for hard decision fusion with more than one bit are simulated using our derived expressions.
- Next, the optimum thresholds for hard decision fusion rules with more than one bit are obtained through simulation. The performance of this new fusion rule is simulated for different fading channels by taking both the energy penalty and the BER penalty into account.
- Numerical results show that this new scheme can achieve better performance with higher energy efficiency. Compared with existing hard decision fusion rules that combine the same number of bits from different nodes, the proposed new rule has great flexibility that allows different nodes to transmit the minimum number of bits for their samples in order to save energy. Importantly, this chapter shows that when the fusion is accurate enough, it is not necessary to transmit too many bits for the data samples as the energy
penalty is larger in doing this.
The remainder of this chapter is organized as follows. Section 6.2 introduces the system model. Section 6.3 proposes the optimal hard decision fusion rule with arbitrary numbers of bits while Section 6.4 presents the BER expression of decision fusion with one bit using characteristic function. Numerical results are presented in Section 6.5, followed by concluding remarks and discussions in Section 6.6.


### 6.2 System Model and Technical Background

### 6.2.1 System Model

This chapter considers a system where several nodes are deployed to collect binary source information with two hypotheses as $H_{0}$ and $H_{1}$. Each node collects a noisy and fading observation from the source. Assume that BPSK is used. The observation or the data is sampled using different numbers of bits based on their reliability. After that, different numbers of bits representing data will be sent to the fusion centre where an overall decision is made, as shown in Fig. 6.1.

The observation at the $i$-th node can be expressed as

$$
\begin{equation*}
v_{i}=b \cdot s_{i}+a_{i} \tag{6.1}
\end{equation*}
$$

where $i=1,2, \ldots, L$ index different node, $b=-1$ if $H_{0}$ is true and $b=1$ if $H_{1}$ is true, $s_{i}$ is the fading amplitude, $a_{i}$ is the Gaussian noise with mean zero and variance $\sigma_{i}^{2}$. Then, the quantized data will be sent to the fusion centre through a control channel corrupted by fading and Gaussian noise with


Figure 6.1: System model.
mean zero and variance $\beta_{i}^{2} . \quad b=-1$ and $b=1$ are assumed to have equal probabilities. Also assume that all the received signals are independent and that fading is independent of noise.

### 6.2.2 Technical Background

In [82, 83], partial data fusion combining has been studied for an additive white Gaussian noise channel. In [148], partial decision combining has been considered for direct-sequence code-division-multiplex-access systems. In [32], one-bit and two-bit combining schemes for partial decisions were derived for Rayleigh fading channels. [146] has proposed the optimal hard decision fusion rule using one bit according to the maximum likelihood principle as

$$
\begin{equation*}
\hat{b}=\operatorname{sign}\left(\sum_{i=1}^{L} d_{i} \cdot \ln \frac{P_{c \mid s_{i}}}{P_{e \mid s_{i}}}\right) \tag{6.2}
\end{equation*}
$$

where $P_{c \mid s_{i}}$ and $P_{e \mid s_{i}}$ are the correct rate and the error rate of each hard limiter, respectively, with $P_{c \mid s_{i}}=1-P_{e \mid s_{i}}=1-Q\left(\frac{s_{i}}{\sigma_{i}}\right)$ and $d_{i}=\operatorname{sign}\left(v_{i}\right)$ where $\operatorname{sign}(\cdot)$ is the signum function with $\operatorname{sign}(\cdot)=1$ if $x>0, \operatorname{sign}(\cdot)=-1$ if $x<0$ and
$\operatorname{sign}(\cdot)=0$ if $x=0$.
Using the device, $x=|x| \operatorname{sign}(x)$, MRC in [34] can be easily rewritten as

$$
\begin{equation*}
\hat{b}=\operatorname{sign}\left(\sum_{i=1}^{L} d_{i} \cdot \ln \frac{s_{i}\left|v_{i}\right|}{\sigma_{i}^{2}}\right) \tag{6.3}
\end{equation*}
$$

which requires knowledge of $\left|v_{i}\right|$ in addition to $s_{i}$. This can be considered as an optimal hard decision fusion rule using an infinite number of bits for the data collected at each sensor.

In [32], the optimal hard decision fusion rule using two bits representing data collected at each node was derived as

$$
\begin{equation*}
\hat{b}=\operatorname{sign}\left(\sum_{i=1}^{L} d_{i 1}\left[\ln \frac{P_{1 i} P_{3 i}}{P_{2 i} P_{4 i}}+d_{i 2} \ln \frac{P_{1 i} P_{4 i}}{P_{2 i} P_{3 i}}\right]\right) \tag{6.4}
\end{equation*}
$$


and T is the threshold for quantization, $P_{1 i}=\operatorname{Pr}\left(v_{i}>T\right), P_{2 i}=\operatorname{Pr}\left(v_{i}<-T\right)$, $P_{3 i}=\operatorname{Pr}\left(0<v_{i}<T\right)$ and $P_{4 i}=\operatorname{Pr}\left(-T<v_{i}<0\right)$.

In the following, (6.2) and (6.4) will be generalized to the case when an arbitrary number of bits for different samples are used to represent the data collected at each node.

### 6.3 Optimal Hard-Decision Fusion Rule

The optimum rule that minimizes the probability of error for fusing the decisions from different nodes with different numbers of bits follows a likelihood
ratio test $[77,146]$. The data decision selects $\hat{b}=1$ if

$$
\begin{equation*}
P\left(\left\{d_{i}\right\}_{i=1}^{L},\left\{s_{i}\right\}_{i=1}^{L} \mid b=1\right)>P\left(\left\{d_{i}\right\}_{i=1}^{L},\left\{s_{i}\right\}_{i=1}^{L} \mid b=-1\right) . \tag{6.5}
\end{equation*}
$$

Assume that fading is independent of noise. It can be obtained from (6.5) that

$$
\begin{align*}
& P\left(\left\{d_{i}\right\}_{i=1}^{L} \mid\left\{s_{i}\right\}_{i=1}^{L}, b=1\right) P\left(\left\{s_{i}\right\}_{i=1}^{L} \mid b=1\right)>  \tag{6.6}\\
& P\left(\left\{d_{i}\right\}_{i=1}^{L} \mid\left\{s_{i}\right\}_{i=1}^{L}, b=-1\right) P\left(\left\{s_{i}\right\}_{i=1}^{L} \mid b=-1\right)
\end{align*}
$$

Further, assume that fading is independent of the transmitted signal. Thus (6.6) can be rewritten as

$$
\begin{equation*}
\prod_{i=1}^{L} \frac{P\left(d_{i} \mid s_{i}, b=1\right)}{P\left(d_{i} \mid s_{i}, b=-1\right)}>1 \tag{6.7}
\end{equation*}
$$

If $b=1$ is sent and the received signal $v_{i}$ at the $i$-th node is divided into intervals, one has

$$
\begin{equation*}
P_{i j \mid 1}=P\left(T_{i, j-1}<v_{i} \leq T_{i, j} \mid s_{i}, b=1\right) \tag{6.8}
\end{equation*}
$$

where $i=1,2, \cdots, L$ is the node index, $j=1,2, \cdots, 2^{n_{i}}$ is the interval index, $n_{i}$ is the number of bits that the observed sample has been quantized with, $T_{i, j}$ is the $j$-th threshold of the $i$-th node and $T_{i, j}=-T_{i, 2^{n_{i}-j}}$ assuming symmetry. One has $T_{i, 0}=-\infty$ and $T_{i, 2^{n_{i}}}=+\infty$. Similarly, if $b=-1$ is sent, one has

$$
\begin{equation*}
P_{i j \mid-1}=P\left(T_{i, j-1}<v_{i} \leq T_{i, j} \mid s_{i}, b=-1\right) . \tag{6.9}
\end{equation*}
$$

One can see that $P_{i j \mid-1}$ is the symmetric interval of $P_{2^{n_{i}}-j+1 \mid-1}$. Assume that $k_{i j m}$ can represent the interval corresponding to the $m$-th bit of the $j$-th interval
of the $i$-th node and $k_{i j m}$ should also satisfy the symmetric criterion. For instance, when $b=1$ is sent and 3 bits is assumed, if $\left[\begin{array}{ll}1 & -1 \\ -1\end{array}\right]$ is used to represent $P_{i j \mid 1}$, then $\left[\begin{array}{lll}-1 & 1 & 1\end{array}\right]$ should be used to represent $P_{2^{n_{i}-j+1 \mid 1}}$ in order to meet the symmetric criterion. In the quantization of the observation, denote the $m$-th bit of the $i$-th node as $d_{i m}, m=1,2, \cdots, n_{i}$. $d_{i m}$ should be the same as $k_{i j m}$ if the received signal $v_{i}$ falls into the same $j$-th interval.

Using these expressions, (6.7) can be rewritten as

$$
\begin{equation*}
\prod_{i=1}^{L} \prod_{j=1}^{2^{n_{i}}}\left(\frac{P_{i j \mid 1}}{P_{i j \mid-1}}\right)^{\prod_{m=1}^{n_{i}} \frac{1+k_{i j m} d_{i m}}{2}}>1 \tag{6.10}
\end{equation*}
$$

Taking logarithms on both sides of (6.10), one has

$$
\begin{equation*}
\sum_{i=1}^{L} \sum_{j=1}^{2^{n_{i}}}\left(\prod_{m=1}^{n_{i}} \frac{1+k_{i j m} d_{i m}}{2}\right) \cdot \ln \frac{P_{i j \mid 1}}{P_{i j \mid-1}}>0 . \tag{6.11}
\end{equation*}
$$

Using the symmetric criterion, one has $P_{i j \mid-1}=P\left(T_{i, j-1}<-1 \cdot s_{i}+n_{i} \leq T_{i, j}\right)=$ $P\left(T_{i, j-1}<-s_{i}-n_{i} \leq T_{i, j}\right)=P\left(T_{i, 2^{n_{i}}-j}<s_{i}+n_{i} \leq T_{i 2^{n_{i}}-j+1}\right)=P_{2^{n_{i}}-j+1 \mid 1}$. Therefore the fusion rule can be simplified as

$$
\begin{align*}
\hat{b}= & \operatorname{sign}\left[\sum_{i=1}^{L} \sum_{j=1}^{2^{n_{i}-1}}\left(\prod_{m=1}^{n_{i}}\left(\frac{1+k_{i j m} d_{i m}}{2}\right)-\prod_{m=1}^{n_{i}}\left(\frac{1-k_{i j m} d_{i m}}{2}\right)\right)\right.  \tag{6.12}\\
& \left.\times \ln \frac{P_{i j \mid 1}}{P_{2^{n_{i}-j+1 \mid 1}}}\right]
\end{align*}
$$

Note that (6.12) is the sum of the multi-bit decisions from $L$ nodes, each with a different number of bits weighted by a reliability term. Each weight is determined by first estimating the fading gain of the channel $s_{i}$ and then using the analytical expression as (6.12). By replacing $n_{i}$ with $n$ and removing $\frac{1}{2^{n_{i}}}$
in (6.12), one can have

$$
\begin{align*}
\hat{b}= & \operatorname{sign}\left[\sum_{i=1}^{L} \sum_{j=1}^{2^{n-1}}\left(\prod_{m=1}^{n}\left(1+k_{i j m} d_{i m}\right)-\prod_{m=1}^{n}\left(1-k_{i j m} d_{i m}\right)\right)\right.  \tag{6.13}\\
& \left.\times \ln \frac{P_{i j \mid 1}}{P_{2^{n}-j+1 \mid 1}}\right],
\end{align*}
$$

a special case when all the $L$ nodes have the same $n$ bits to represent the observation. It can be easily verified that (6.2) and (6.4) are special cases of (6.13) when $n=1$ and $n=2$, respectively.

This scheme can also be used in cognitive radio systems [149,150] where measurements from different secondary users must be combined at a base station to decide the presence of the primary user. Also, this scheme can be used in autonomous vehicle navigation using fusion with multi-bit quantized data representing multi-node information [141].

### 6.4 BER of Decision Fusion with 1 Bit

In a Nakagami- $m$ fading channel (as introduced in Section 2.1.3), the received SNR per symbol $\gamma$ is distributed according to a Gamma distribution as

$$
\begin{equation*}
f_{\Gamma}(\gamma)=\frac{m^{m} \gamma^{m-1}}{\gamma_{0}^{m} \Gamma(m)} e^{-\frac{m \gamma}{\gamma_{0}}}, \gamma \geq 0 \tag{6.14}
\end{equation*}
$$

where the instantaneous SNR $\gamma$ is defined as $E_{s} s^{2} / N_{0}, s$ is the fading amplitude, $E_{s}$ is the received power per node, $N_{0}$ is the noise power, $m$ is the fading parameter ranging from $1 / 2$ to $\infty, m=1$ gives the Rayleigh model and $\Gamma(z)=\int_{0}^{\infty} t^{z-1} e^{-t} d t[36]$. Simulators for Rayleigh and Nakagami fading channels were reported in $[37,38]$.

The approximate characteristic function $\Phi_{X}(w)$ of hard decision fusion for BPSK using one bit and $L=1$ in a Rayleigh fading channel is derived in Appendix D.1. Using this characteristic function in (D.8) in Appendix D.1, the BER of the decision fusion with one bit in (6.2) for BPSK can be expressed as [151]

$$
\begin{equation*}
P_{e} \approx \frac{1}{2}-\frac{1}{\pi} \int_{0}^{\infty} \frac{\Im\left\{\left(\Phi_{X}(w)\right)^{L}\right\}}{w} d w \tag{6.15}
\end{equation*}
$$

where $\Im\{x\}$ denotes the imaginary part of $x$. It is very difficult to obtain closed-form expressions for the BERs of other rules or when $m \neq 1$. They will be evaluated by simulation in the next section.

### 6.5 Numerical Results and Discussion

The first part of this section assumes a perfect control channel (without considering energy penalty). The best values of thresholds for the fusion rules using more than one bit in a Rayleigh fading channel are calculated by minimizing the BERs using simulation.

In the second part of this section, the performances of decision fusion rule based on arbitrary numbers of bits are evaluated when energy penalty is considered, where $\sigma_{i}$ and $\beta_{i}$ are fixed at 1 .

Also, denote that the SNR between the source and the relay nodes as $\gamma_{1}$ or $S N R_{1}$, while the SNR between the relay nodes and the fusion centre as $\gamma_{2}$ or $S N R_{2}$ for the control channel. When energy penalty is considered, denote the unit energy as $E$ and assume that the node consumes $E, 2 E, 3 E, 4 E$ when 1 bit, 2 bits, 3 bits and 4 bits are sent to the fusion centre that represent the observations, respectively. For MRC in (6.3), this chapter assumes that it
consumes $16 E$ ( 2 bytes) when sending the whole sample to the fusion centre from the nodes. Also, assume the total energy is fixed at $16 E$ in the relay nodes.

In all the figures below, denote $(a, b, c)$ as the first, second and third relay node each using a number of $a, b, c$ bits, respectively, to represent the observations made at different nodes.

### 6.5.1 Best Thresholds and BERs Assuming a Perfect Control Channel

This subsection uses simulation to calculate the best thresholds for 2 bits, 3 bits and 4 bits that represent the quantized observations made at different nodes in a Rayleigh fading channel. Fig. 6.2 gives the BER curves for fusion rules using 2 bits, 3 bits and 4 bits as functions of $T_{1}, T_{3}, T_{7}$ respectively, at $\gamma_{1}=5 \mathrm{~dB}$ and $L=3$.

In the simulation, $T_{2}=0$ for the fusion rule using 2 bits and $T_{4}=0$, $T_{2}=2 T_{3}, T_{1}=3 T_{3}$ for the fusion rule using 3 bits and $T_{8}=0, T_{6}=2 T_{7}$, $T_{5}=3 T_{7}, T_{4}=4 T_{7}, T_{3}=5 T_{7}, T_{2}=6 T_{7}, T_{1}=7 T_{7}$ for the fusion rule using 4 bits. One can see that BER curve reaches the lowest point at 0.01379 when $T_{1}=0.5 s_{i}$ for the fusion rule using 2 bits, at 0.01173 when $T_{3}=0.4 s_{i}$ for the fusion rule using 3 bits and at 0.01107 when $T_{7}=0.3 s_{i}$ for the fusion rule using 4 bits.

Our examinations also find that the best thresholds for other values of SNR, other numbers of bits and other values of $m$ in a Nakagami- $m$ fading channel are almost the same, although the thresholds do slightly decrease when the SNR increases due to the fact that when the SNR increases, the
signal is dominant and the channel condition gets better so that only one bit of the sample is enough with all thresholds approaching zero to achieve this. Because when SNR is large, the probability of having a large value of the received signal is also large so that the values of the thresholds become small. Also, these best thresholds can apply to the case when the control channel is not perfect. To simplify our discussion and design, these thresholds (see Table 6.1) are used for all the following figures.

Table 6.1: The values of best thresholds using 1 bit, 2 bits, 3 bits and 4 bits used in Figs. 6.4-6.8.

| Number of bits | Threshold |
| :--- | :--- |
| 1 | $T_{1}=0$ |
| 2 | $T_{2}=0, T_{1}=0.5 s_{i}$ |
| 3 | $T_{4}=0, T_{3}=0.4 s_{i}, T_{2}=0.8 s_{i}, T_{1}=1.2 s_{i}$ |
| 4 | $T_{8}=0, T_{7}=0.3 s_{i}, T_{6}=0.6 s_{i}, T_{5}=0.9 s_{i}$ |
|  | $T_{4}=1.2 s_{i}, T_{3}=1.5 s_{i}, T_{2}=1.8 s_{i}, T_{1}=2.1 s_{i}$ |

Fig. 6.3 gives the BER curve comparing the simulation result using (6.2) and the approximation result using numerical integration of (6.15) at $L=1,2,3,4$. One can see that the fusion performance improves as the number of nodes increases. The small mismatching errors between simulation result and approximation result may be caused by using the approximation of Gaussian-Q function and the numerical integration.

Fig. 6.4 gives the BER curves for fusion rules using MRC, using 1 bit $(1,1,1)$, using 2 bits ( $2,2,2$ ), using 3 bits ( $3,3,3$ ) and using 4 bits ( $4,4,4$ ) in Rayleigh fading channels. The curves for MRC, $(1,1,1),(2,2,2)$ are the existing fusion rules in (6.3), (6.2) and (6.4) respectively, while (3, 3, 3) and $(4,4,4)$ are the new fusion rules obtained from (6.12) when $n_{i}=3$ and $n_{i}=4$


Figure 6.2: Choices of the best thresholds for the fusion rules using 2 bits, 3 bits and 4 bits at $\gamma_{1}=5 \mathrm{~dB}$ and $\mathrm{L}=3$ in Rayleigh fading channels.


Figure 6.3: BER curves comparing the simulation and the approximation results using 1 bit to represent the observations made at $L=1,2,3,4$.


Figure 6.4: Comparison of BER curves for the decision rules using MRC, using 1 bit, using 2 bits, using 3 bits and using 4 bits in Rayleigh fading channels.
respectively. One can see that if one does not consider energy penalty, MRC performs the best, followed by the fusion rule using 4 bits, the fusion rule using 3 bits, the fusion rule using 2 bits, while the fusion rule using 1 bit performs the worst, as expected. However, more bits require more energy. Therefore the energy penalty is needed to take into account in the next subsection.

### 6.5.2 Simulation of Arbitrary Bits Decision Fusion Rule



Figure 6.5: BER curves of $\operatorname{MRC},(1,2,3),(1,3,4)$ and $(2,3,4)$ fusion rules at $\gamma_{1}=5 \mathrm{~dB}$ in Rayleigh fading channels.

In this subsection, the performances of the arbitrary bits decision fusion rule derived in the Section 6.3 are evaluated via simulation, where the value


Figure 6.6: BER curves of MRC, $(1,2,3),(1,3,4),(2,3,4)$ fusion rules at $\gamma_{1}=5 \mathrm{~dB}$ in Nakagami- $m$ fading channels with $m=3$.
of threshold for the fusion rule using 1 bit, 2 bits, 3 bits and 4 bits are chosen from Table 6.1 and energy penalty is considered.

Fig. 6.5 shows the BER curves for MRC, $(1,2,3),(1,3,4)$ and $(2,3$, 4) fusion rules at $\gamma_{1}=5 \mathrm{~dB}$ in Rayleigh fading channels. One can see that the $(1,2,3)$ fusion rule performs the best between $\gamma_{2}=-10 \mathrm{~dB}$ and $\gamma_{2}=20 \mathrm{~dB}$ while the $(2,3,4)$ fusion rule performs the best when $\gamma_{2}$ is higher than 20 dB . On the other hand, MRC performs the worst in the whole range of $\gamma_{2}$ due to the energy penalty incurred in sending 2 bytes.

Fig. 6.6 shows the BER curves for MRC, $(1,2,3),(1,3,4)$ and $(2,3$, 4) fusion rules at $\gamma_{1}=5 \mathrm{~dB}$ in Nakagami- $m$ fading channels with $m=3$. One can see that the performances of MRC, $(1,2,3),(1,3,4)$ and $(2,3,4)$ fusion rules improve as the value of $m$ increases, as expected. Also, one can see that the $(1,2,3)$ fusion rule is still the best fusion rule but only between $\gamma_{2}=-10$ dB and $\gamma_{2}=15 \mathrm{~dB}$. The $(2,3,4)$ fusion rule performs the best when $\gamma_{2}>15$ dB . One also sees that the performances of $(1,2,3),(1,3,4)$ and $(2,3,4)$ fusion rules reach an error floor when $\gamma_{2}$ is higher than 17 dB . In this case, we cannot obtain better BER performances unless we increase $\gamma_{1}$.

Fig. 6.7 shows the BER curves for MRC, $(1,2,3),(1,3,4)$ and $(2,3$, 4) fusion rules at $\gamma_{2}=10 \mathrm{~dB}$ in Rayleigh fading channels. One can see that the performances of the $(1,2,3),(1,3,4)$ and $(2,3,4)$ fusion rules are nearly the same when $-10 \mathrm{~dB}<\gamma_{1}<-2 \mathrm{~dB}$. However, the BER difference between the $(1,2,3)$ fusion rule and the other two rules increases as the value of $\gamma_{1}$ increases. In this case, MRC performs the worst when $\gamma_{1}$ is lower than 6 dB but becomes the best when $\gamma_{1}$ is higher than 8 dB . This is due to the fact that MRC has the worst performance due to its largest energy penalty, but when $\gamma_{1}$ increases, the performance gain of MRC increases quickly to compensate
the energy penalty.


Figure 6.7: BER curves of $\operatorname{MRC},(1,2,3),(1,3,4)$ and $(2,3,4)$ fusion rules at $\gamma_{2}=10 \mathrm{~dB}$ in Rayleigh fading channels.

Fig. 6.8 shows that BER curves of MRC, $(1,2,3),(1,3,4)$ and $(2,3,4)$ fusion rules at $\gamma_{2}=10 \mathrm{~dB}$ in Nakagami- $m$ fading channels with $m=3$. One can see that the performances of MRC, $(1,2,3),(1,3,4)$ and $(2,3,4)$ fusion rules improve as the value of $m$ increases, as expected. The BER difference between $(1,2,3),(1,3,4)$ and $(2,3,4)$ fusion rules is larger compared with Fig. 6.7.


Figure 6.8: BER curves of MRC, $(1,2,3),(1,3,4)$ and $(2,3,4)$ fusion rules at $\gamma_{2}=10 \mathrm{~dB}$ in Nakagami- $m$ fading channels with $m=3$.

### 6.6 Conclusions

A new hard decision fusion rule where each node can transmit an arbitrary number of bits has been derived. Compared with the existing hard decision fusion rules that combine the same number of bits from different nodes, the new rule has great flexibility that allows different nodes to transmit the minimum number of bits for their samples in order to save energy.

Numerical results have shown that this new scheme can achieve better performance with higher energy efficiency. The proposed fusion rule is very useful in mobile networks, such as in a vehicular system, in which the nodes are battery-powered and energy saving is an important issue for efficient decisionmaking.

Future work will be aimed at lifetime maximization and energy-related optimization because energy cost often equals to the number of bits multiplied by the energy per bit.

## Chapter 7

## Conclusions and Future Work

In this thesis, we have focused on the performance analysis for cooperative wireless communications by considering several realistic situations, such as the system with unknown channel state information, with limited transmission power, with random and fixed interferers. We have tried to use approximate methods with simplified form to model complex system channels. Also, decision methods have been studied and evaluated in this thesis.

In this chapter, the main contributions and findings of this thesis are summarized in Section 7.1 and future works are suggested in Section 7.2.

### 7.1 Conclusions

The purpose of this thesis is to present an analytical performance evaluation of the cooperative wireless system and provide guidance to the practical system design.

First of all, an overview of cooperative wireless communications is given in Chapter 1, including the advantage of wireless communications, evolution
of mobile communication and introduction to cooperative relaying systems.
Then, a detailed background is shown in Chapter 2, which includes important fading channels, essential modulation schemes, popular data fusion methods, widely used system performance measures and related methods applied in this thesis. More importantly, a comprehensive overview of the cooperative wireless relaying is given and its applications in the LTE-Advanced standard is introduced.

Third, performance analysis and optimal energy allocation for amplify-and-forward relaying systems using pilot-aided maximum likelihood estimation in slowly fading Rayleigh channel are studied. They can be used in applications with high data rate transmission or the channel with coherence time much larger than the bit interval. Generalized BER expression including high order modulations for both disintegrated channel and cascaded channel are presented. Their closed-form approximations are also given. Based on the these BER results, optimal energy allocation for disintegrated channel and cascaded channel are derived in two cases. In the first case, the optimal values of pilot energy under the total transmitting energy constraints at the source and the optimal values of pilot energy under the total transmitting energy constraints at the relay are obtained, separately. This can be applied to the case when the source, relay or destination are battery-limited moving nodes. In the second case, the optimal energy allocation between the pilot energy at the source, the pilot energy at the relay, the data energy at the source and the data energy at the relay are obtained when their total transmitting energy is fixed. This can be used to the case when the source, relay and destination are fixed nodes which can be charged.

Fourth, performance analysis for amplify-and-forward relaying systems
with global relay selection is studied. This part considers that the relays and the destination suffer from path loss, independent but non-identically distributed Nakagami- $m$ fading as well as multiple Nakagami- $m$ interferences. However, this part assumes perfect channel state information in order to simplify the system model and analysis. Two cases (i.e. randomly distributed and fixed interferers) are considered in this part. For randomly distributed interferers, the number and the location of the interferers are random. This is the case for multiple-access systems with mobile nodes. For fixed interferers, the number and the location of the interferers are fixed. This is the case for fixed-access wireless systems where wireless interconnections are mainly provided to replace wires with considerably low or little mobility. The outage probability of the instantaneous end-to-end SINR are obtained in the form of one-dimensional integral for both cases. Closed-form lower bound of this outage probability and asymptotic expressions are also given to provide readers with several useful insights. The special cases when the interferences are i.i.d and when the signal experiences Rayleigh fading are also examined.

Fifth, performance analysis for multihop relaying and multiple scattering system over $\alpha-\mu$ fading channels are studied. In this part, the systems with interferers and without interferers are considered. Three system model (i.e. SRP, SP and RSP of independent $\alpha-\mu \mathrm{RVs}$ ) are proposed in this part. SRP can be used to calculate the outage probability for wireless multihop relaying systems or multiple scattering channels with interferences. SP can be used to calculate the outage probability for above systems without interferences. Moreover, RSP is proposed to calculate the outage probability of the SIR in multiple scattering system with interference. Exact results of MGF for the SRP and the SP in closed-from are derived, based on which, the exact

PDFs and CDFs of the SRP and the SP in the form of one-dimensional integral is derived while the closed-form finite series form of these PDFs and CDFs are also given. More importantly, new closed-form approximation methods, GGRA is proposed to approximate SRP while GRA is proposed to approximate SRP and the RSP. Also, two conventional approximation methods GGA and GA are applied to approximate SP. Moment-matching approximations are used to determine the unknown parameters of the above approximation methods.

Finally, a new hard-decision fusion rule that combines arbitrary numbers of bits for different samples taken at different nodes is proposed. The best thresholds of the hard decision fusion rules with more than one bit are obtained through simulation. The performance of this new fusion rule is simulated for Nakagami- $m$ fading channel by taking both the energy penalty and the BER penalty into account. The exact BER expression for hard decision fusion with one bit for each node is derived for BPSK and extended to NCFSK while the BER for hard decision fusion with more than one bit is simulated. Importantly, this part shows that when the fusion is accurate enough, it is not necessary to transmit too many bits for the data samples as the energy penalty is larger in doing this.

### 7.2 Future Work

The work presented in this thesis also provide good guidelines and suggestions for the potential future research. Some of them are listed below.

- This thesis considers a single carrier system during the amplify-andforward transmission. An interesting future work is to extend it to multi-
carrier systems with higher spectral efficiency.
- This thesis considers a full pilot-aided estimation system. This work can be extended to the case which applies the scattered pilots through the data transmission. It will make the system have better performance and lower complexity.
- This thesis considers a single relay system with channel state information aided. However, it assumes perfect channel state information when considering multiple relays or multihop transmission in order to get tractable results. Future work can be done in more practical situation, i.e. channel state information should be estimated in all relays and in all hops. In this case, new effective approximations should be developed to analyze the system performance.
- Randomly distributed and fixed interferers, along with the channel state information estimation and relay selection should be considered at the same time in the future, to provide a comprehensive evaluation to the system performance.
- This thesis only addresses the concern about the optimal energy allocation in a single relay system. Optimal energy allocation between pilots and data can be also investigated in multihop transmission, provided that closedform expressions for BERs or outage probability can be obtained. Interference can also be considered in this case.
- Moreover, optimal energy allocation between each hop can be further studied in multihop transmission if randomly distributed or fixed interferers is considered.
- Other performance measures, other than BER and outage probability, can be studied in the future to provide more insights to the analysis and design
of practical system, such as examining diversity order, diversity gain, capacity of the system.
- The optimal fusion rule proposed in this thesis can be extended to other area, such as detection of the secondary user in cognitive radio.
- Similar performance analyses and measure in this thesis can be extended to other wireless cooperative relaying system, such as decode-andforward, compress-and-forward systems.
- In future, relevant experiments can be designed and implemented to verify our proposed methods and systems in this thesis.


## Appendix A

## Derivation for DCE and CCE

## A. 1 Derivation of Outage Probability for the First Case in DCE

The CDF of the end-to-end SNR in (3.19) can be derived as

$$
\begin{align*}
& F_{\gamma_{\text {end }}^{1}}\left(\gamma_{t h}\right)=\int_{0}^{\infty} P\left(\left.\frac{\gamma_{2} \hat{\gamma}_{1}}{\gamma_{2}+\hat{\gamma}_{1}+1+\gamma_{\varepsilon_{1}} \gamma_{2}} \leq \gamma_{t h} \right\rvert\, \gamma_{2}\right) f\left(\gamma_{2}\right) d \gamma_{2} \\
& =1-\int_{\gamma_{t h}}^{\infty} e^{-\frac{\gamma_{t h} \gamma_{2}+\gamma_{t h}+\varepsilon_{1}}{\hat{\gamma}_{1}\left(\gamma_{2} \gamma_{t h} \gamma_{t h}\right.} \gamma_{2}} f\left(\gamma_{2}\right) d \gamma_{2} . \tag{A.1}
\end{align*}
$$

By using $z=\gamma_{2}-\gamma_{t h}$, one has.

$$
\begin{equation*}
F_{\gamma_{e n d_{1}}}\left(\gamma_{t h}\right)=1-\frac{1}{\bar{\gamma}_{2}} \int_{0}^{\infty} e^{-\frac{\left(z+\gamma_{t h}\right) \gamma_{t h}+\gamma_{t h}+\left(z+\gamma_{t h}\right) \gamma_{t h} \gamma_{\varepsilon_{1}}}{\hat{\gamma}_{1} z}-\frac{z+\gamma_{t h}}{\gamma_{2}}} d z . \tag{A.2}
\end{equation*}
$$

Using [36, (3.471)], the CDF can be derived as (3.20).

## A. 2 Derivation of the First BER Approximation for the First Case in DCE

In the asymptotic case, we have $\overline{\hat{\gamma}}_{1}, \bar{\gamma}_{2} \rightarrow \infty$. Using the approximation of [36]

$$
\begin{equation*}
K_{\nu}(x) \approx \frac{2^{\nu-1} \Gamma(\nu)}{x} \tag{A.3}
\end{equation*}
$$

in (3.20), one has

$$
\begin{equation*}
F_{\gamma_{e n d_{1}}}\left(\gamma_{t h}\right) \approx 1-e^{-\gamma_{t h} \beta_{2}} \tag{A.4}
\end{equation*}
$$

Then using (3.21) and (A.4), one can obtain the approximate BER as (3.22).

## A. 3 Derivation of the Second BER Approximation for the First Case in DCE

When $\gamma_{\varepsilon_{1}} \gamma_{t h}+\gamma_{t h} \gg 1$, we have $\gamma_{\varepsilon_{1}} \gamma_{t h}+\gamma_{t h}+1 \approx \gamma_{\varepsilon_{1}} \gamma_{t h}+\gamma_{t h}$. Then (3.20) can be approximated as

$$
\begin{equation*}
F_{\gamma_{e n d_{1}}}\left(\gamma_{t h}\right) \approx 1-\beta_{1} \gamma_{t h} e^{-\gamma_{t h} \beta_{2}} K_{1}\left(\gamma_{t h} \beta_{1}\right) \tag{A.5}
\end{equation*}
$$

One can use (A.5) in (3.21) with [36, (6.621)] to solve the integral as (3.23).

## A. 4 Derivation of Outage Probability for the Second Case in DCE

The CDF of the end-to-end SNR in (3.28) can be written as

$$
\begin{align*}
& F_{\gamma_{\text {end }}}\left(\gamma_{t h}\right) \\
& =\int_{0}^{\infty} P\left(\left.\frac{\hat{\gamma}_{2} \hat{\gamma}_{1}}{\hat{\gamma}_{2} \gamma_{\varepsilon_{1}}+\hat{\gamma}_{1} \gamma_{\varepsilon_{2}}+\gamma_{\varepsilon_{1}} \gamma_{\varepsilon_{2}}+\hat{\gamma}_{2}+\hat{\gamma}_{1}+1+\gamma_{\varepsilon_{2}}} \leq \gamma_{t h} \right\rvert\, \hat{\gamma}_{2}\right) f\left(\hat{\gamma}_{2}\right) d \hat{\gamma}_{2} \\
& =1-\int_{\gamma_{t h}}^{\infty} e^{-\frac{\hat{\gamma}_{2}\left(\gamma_{t h} \gamma_{1}+\gamma_{1}+\gamma_{t h}\right)+\varepsilon_{1} \gamma_{2} \tau_{2} \tau_{t h}+\tau_{2} \gamma_{t h}+\gamma_{t h}}{\hat{\gamma}_{1}\left(\hat{\gamma}_{2}-\gamma_{\varepsilon_{2}} \gamma_{t h}-\gamma_{t h}\right)}} f\left(\hat{\gamma}_{2}\right) d \hat{\gamma}_{2} . \tag{A.6}
\end{align*}
$$

Let $z=\hat{\gamma}_{2}-\gamma_{\varepsilon_{2}} \gamma_{\text {th }}-\gamma_{\text {th }}$ and using [36, (3.471)], the CDF can be derived as (3.29).

## A. 5 Derivation of Outage Probability for CCE

By substituting $\hat{H}$ with $\hat{H}^{2}$ in (3.15), one can get the PDF of $\hat{H}^{2}$ as

$$
\begin{equation*}
f_{\hat{H}^{2}}(x)=\frac{2 K_{0}\left(2 \sqrt{\frac{x}{\Omega}}\right)}{\Omega}, x>0 . \tag{A.7}
\end{equation*}
$$

Then, one can get the CDF of $\hat{H}^{2}$ as

$$
\begin{equation*}
F_{\hat{H}^{2}}(y)=1-2 \sqrt{\frac{y}{\Omega}} K_{1}\left(2 \sqrt{\frac{y}{\Omega}}\right) . \tag{A.8}
\end{equation*}
$$

Using (3.45), $\hat{H}^{2}$ can be written as

$$
\begin{equation*}
\hat{H}^{2}=\frac{\gamma_{f i x}\left(E_{d} \Omega_{\varepsilon} G_{d_{f i x_{1}}}^{2}+N\right)}{E_{d} G_{d_{f i x_{1}}}^{2}} \tag{A.9}
\end{equation*}
$$

Then, using (A.8) and (A.9), the outage probability can be derived as (3.46).

## Appendix B

## Derivation for Random

## Interferers and Fixed Interferers

## B. 1 Derivation of PDF of $Y_{s j}$ for Random Interferers

One has the $c$-th order moment of (4.10) as [94]

$$
\begin{equation*}
E\left(Y_{s j}^{c}\right)=\frac{a_{s j}^{c} \Gamma\left(\frac{d_{s j}+c}{p_{s j}}\right)}{\Gamma\left(\frac{d_{s j}}{p_{s j}}\right)} \tag{B.1}
\end{equation*}
$$

where $c$ represents the $c$-th order moment. Denote $\eta_{1, i j}=\int_{0}^{\infty} f_{l}\left(l_{i j}\right) \eta\left(l_{i j}\right) d l_{i j}$, $\eta_{2, i j}=\int_{0}^{\infty} f_{l}\left(l_{i j}\right) \eta^{2}\left(l_{i j}\right) d l_{i j}$ and $\eta_{3, i j}=\int_{0}^{\infty} f_{l}\left(l_{i j}\right) \eta^{3}\left(l_{i j}\right) d l_{i j}$. One can derive the
first-order moment of $Y_{s j}$ as

$$
\begin{align*}
E\left(Y_{s j}\right) & =\sum_{I=0}^{\infty} \frac{e^{-\lambda_{I} A_{I}}\left(\lambda_{I} A_{I}\right)^{I}}{I!} \sum_{i=1}^{I} E\left(\Omega_{i j}\right) E\left(\left|h_{i j}\right|^{2}\right)  \tag{B.2}\\
& =\sum_{I=0}^{\infty} \frac{e^{-\lambda_{I} A_{I}}\left(\lambda_{I} A_{I}\right)^{I}}{I!} \sum_{i=1}^{I} K_{i j} P_{i j} \eta_{1, i j}
\end{align*}
$$

the second-order moment of $Y_{s j}$ as

$$
\begin{align*}
& E\left(Y_{s j}^{2}\right)=\sum_{I=0}^{\infty} \frac{e^{-\lambda_{I} A_{I}}\left(\lambda_{I} A_{I}\right)^{I}}{I!} E\left\{\left(\sum_{i_{1}=1}^{I} \Omega_{i_{1} j}\left|h_{i_{1} j}\right|^{2}\right)\left(\sum_{i_{2}=1}^{I} \Omega_{i_{2} j}\left|h_{i_{2} j}\right|^{2}\right)\right\} \\
& =\sum_{I=0}^{\infty} \frac{e^{-\lambda_{I} A_{I}}\left(\lambda_{I} A_{I}\right)^{I}}{I!}\left(\sum_{i=1}^{I} K_{i j}^{2} P_{i j}^{2} \eta_{2, i j} \frac{m_{i j}+1}{m_{i j}}+\sum_{i_{1}=1}^{I} \sum_{i_{2} \neq i_{1}=1}^{I}\right. \\
& \left.K_{i_{1} j} P_{i_{1} j} K_{i_{2} j} P_{i_{2} j} \eta_{1, i j}^{2}\right) \tag{B.3}
\end{align*}
$$

and the third-order moment of $Y_{s j}$ as

$$
\begin{align*}
& E\left(Y_{s j}^{3}\right)=\sum_{I=0}^{\infty} \frac{e^{-\lambda_{I} A_{I}}\left(\lambda_{I} A_{I}\right)^{I}}{I!} \\
& \times E\left\{\left(\sum_{i_{1}=1}^{I} \Omega_{i_{1} j}\left|h_{i_{1} j}\right|^{2}\right)\left(\sum_{i_{2}=1}^{I} \Omega_{i_{2} j}\left|h_{i_{2} j}\right|^{2}\right)\left(\sum_{i_{1}=1}^{I} \Omega_{i_{3} j}\left|h_{i_{3} j}\right|^{2}\right)\right\} \\
& =\sum_{I=0}^{\infty} \frac{e^{-\lambda_{I} A_{I}}\left(\lambda_{I} A_{I}\right)^{I}}{I!}\left(\sum_{i=1}^{I} K_{i j}^{3} P_{i j}^{3} \eta_{3, i j} \frac{\left(m_{i j}+1\right)\left(m_{i j}+2\right)}{m_{i j}^{2}}\right.  \tag{B.4}\\
& +\sum_{i_{1}=1}^{I} \sum_{i_{2} \neq i_{1}=1}^{I} K_{i_{1 j} j}^{2} P_{i_{1 j}}^{2} K_{i_{2} j} P_{i_{2 j} j} \eta_{2, i j} \eta_{1, i j} \frac{m_{i j}+1}{m_{i j}} \\
& \left.+\sum_{i_{1}=1}^{I} \sum_{i_{2} \neq i_{1}=1}^{I} \sum_{i_{3} \neq i_{2} \neq i_{1}=1}^{I} K_{i_{1} j} P_{i_{1 j} j} K_{i_{2} j} P_{i_{2} j} K_{i_{3} j} P_{i_{3} j} \eta_{1, i j}^{3}\right)
\end{align*}
$$

Note that (B.2), (B.3) and (B.4) require an infinite series. However, in reality, one does not need to include many terms in the calculation as $\frac{e^{-\lambda_{I} A_{I}}\left(\lambda_{I} A_{I}\right)^{I}}{I!}$
decreases quickly with $I$. Therefore approximations of (B.2), (B.3) and (B.4) can be made by choosing finite series. Then, one can calculate the values of $a_{s j}, p_{s j}$ and $d_{s j}$ in (4.10) by solving

$$
\left\{\begin{array}{l}
E\left(Y_{s j}\right)=\frac{a_{s j} \Gamma\left(\frac{d_{s j}+1}{p_{s j}}\right)}{\Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}  \tag{B.5}\\
E\left(Y_{s j}^{2}\right)=\frac{a_{s j}^{2} \Gamma\left(\frac{d_{s j}+2}{p_{s j}}\right)}{\Gamma\left(\frac{d s_{s j}}{p_{s j}}\right)} \\
E\left(Y_{s j}^{3}\right)=\frac{a_{s j}^{3} \Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}{\Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}
\end{array}\right.
$$

Furthermore, with the help of Beta function $B(\cdot, \cdot)$ [36, (8.384)], one can simplify (B.5) as (4.11), which can be solved numerically by using popular mathematical software packages, such as MATLAB, MATHEMATICA and MAPLE.

## B. 2 Derivation of PDF of $\Gamma_{s j}$ for Random Interferers

Assume independent RVs $u, x>0$ in the equations below. Using (4.10) and (4.14) in (4.15) and after some manipulations, one has

$$
\begin{align*}
& f_{\Gamma_{s j}}(u)=\frac{p_{s j}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{m_{s j}} u^{m_{s j}-1}}{a_{s j}^{d_{s j}} \Gamma\left(m_{s j}\right) \Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}  \tag{B.6}\\
& \times \int_{\sigma_{s j}^{2}}^{\infty}\left(x-\sigma_{s j}^{2}\right)^{d_{s j}-1} x^{m_{s j}} \exp \left(-\left(\frac{x-\sigma_{s j}^{2}}{a_{s j}}\right)^{p_{s j}}-\frac{m_{s j} x u}{\Omega_{s j}}\right) d x
\end{align*}
$$

Using binomial expansion and variable substitution, (B.6) becomes

$$
\begin{align*}
f_{\Gamma_{s j}}(u) & =\sum_{r_{1}=0}^{m_{s j}} \frac{p_{s j} m_{s j}!a_{s j}^{-d_{s j}}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{m_{s j}} \sigma_{s j}^{2\left(m_{s j}-r_{1}\right)} u^{m_{s j}-1} e^{-\frac{m_{s j} \sigma_{s j} u}{\Omega_{s j}}}}{\Gamma\left(m_{s j}\right) \Gamma\left(\frac{d_{s j}}{p_{s j}}\right) r_{1}!\left(m_{s j}-r_{1}\right)!}  \tag{B.7}\\
& \times \int_{0}^{\infty} x^{d_{s j}+r_{1}-1} e^{-\left(\frac{x}{a_{s j}}\right)^{p_{s j}}} e^{-\frac{m_{s j} u x}{\Omega_{s j}}} d x .
\end{align*}
$$

The integral in (B.7) can be transformed by replacing the exponential functions with the Meijer's G-function as [113, pp. 346]

$$
\left.\begin{array}{rl}
f_{\Gamma_{s j}}(u) & =\sum_{r_{1}=0}^{m_{s j}} \frac{p_{s j} m_{s j}!a_{s j}^{-d_{s j}}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{m_{s j}} \sigma_{s j}^{2\left(m_{s j}-r_{1}\right)} u^{m_{s j}-1} e^{-\frac{m_{s j} \sigma_{s j}^{2} u}{\Omega_{s j}}}}{\Gamma\left(m_{s j}\right) \Gamma\left(\frac{d_{s j}}{p_{s j}}\right) r_{1}!\left(m_{s j}-r_{1}\right)!} \\
& \times \int_{0}^{\infty} x^{d_{s j}+r_{1}-1} G_{0,1}^{1,0}\left(\left.\left(\frac{x}{a_{s j}}\right)^{p_{s j}} \right\rvert\, \begin{array}{l}
- \\
0
\end{array}\right) G_{0,1}^{1,0}\left(\left.\frac{m_{s j} u x}{\Omega_{s j}} \right\rvert\,-\right.  \tag{B.8}\\
0
\end{array}\right) d x .
$$

This integral can be solved by using [152] as (4.16).

## B. 3 Derivation of CDF of $\Gamma_{s j}$ for Random Interferers

Using the definition of CDF and (B.6), one has

$$
\begin{align*}
& F_{\Gamma_{s j}}(u)=\int_{0}^{u} f_{\Gamma_{s j}}(t) d t=\frac{p_{s j}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{m_{s j}}}{a_{s j}^{d_{s j}} \Gamma\left(m_{s j}\right) \Gamma\left(\frac{d_{s j}}{p_{s j}}\right)} \\
& \times \int_{0}^{u} \int_{\sigma_{s j}^{2}}^{\infty} t^{m_{s j}-1}\left(x-\sigma_{s j}^{2}\right)^{d_{s j}-1} x^{m_{s j}} \exp \left(-\left(\frac{x-\sigma_{s j}^{2}}{a_{s j}}\right)^{p_{s j}}-\frac{m_{s j} x t}{\Omega_{s j}}\right) d x d t . \tag{B.9}
\end{align*}
$$

By interchanging the order of integration and solving the integration over $t$ first using [36, (3.351)], one can get

$$
\begin{align*}
& F_{\Gamma_{s j}}(u)=\frac{p_{s j} x^{d_{s j}-1}}{a_{s j}^{d_{s j}} \Gamma\left(m_{s j}\right) \Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}  \tag{B.10}\\
& \times \int_{0}^{\infty} \exp \left(-\left(\frac{x}{a_{s j}}\right)^{p_{s j}}\right) \gamma\left(m_{s j}, \frac{m_{s j}\left(\sigma_{s j}^{2}+x\right) u}{\Omega_{s j}}\right) d x
\end{align*}
$$

where $\gamma(\cdot, \cdot)$ is the lower incomplete Gamma function [36]. Then, using [36, (8.352)] to expand the lower incomplete Gamma function as a finite series, one can get

$$
\begin{align*}
& F_{\Gamma_{s j}}(u)=\frac{p_{s j}\left(m_{s j}-1\right)!a_{s j}^{-d_{s j}}}{\Gamma\left(m_{s j}\right) \Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}\left(\int_{0}^{\infty} x^{d_{s j}-1} e^{-\left(\frac{x}{a_{s j}}\right)^{p_{s j}}} d x\right. \\
& \left.-\sum_{r_{2}=0}^{m_{s j}-1} \sum_{r_{3}=0}^{r_{2}} \frac{\sigma_{s j}^{2\left(r_{2}-r_{3}\right)} e^{-\frac{m_{s j} \sigma_{s j} u}{\Omega_{s j}}}\left(\frac{m_{s j} u}{\Omega_{s j}}\right)^{r_{2}}}{r_{3}!\left(r_{2}-r_{3}\right)!} \int_{0}^{\infty} x^{d_{s j}+r_{3}-1} e^{-\left(\frac{x}{a_{s j}}\right)^{p_{s j}}} e^{-\frac{m_{s j} u x}{\Omega_{s j}}} d x\right) \tag{B.11}
\end{align*}
$$

By using [36, (3.381)] and using the same method as that for (B.8) twice, one can get the CDF of $\Gamma_{s j}$ as (4.17).

## B. 4 Derivation of the High SINR Approximations for PDF and CDF of $\Gamma_{s j}$ for Random

## Interferers

Using Taylor's series expansion of (4.18) and [36, (3.381)] into (B.7) and (B.11), one can calculate the PDF and CDF of $\Gamma_{s j}$ as (B.12) and (B.13), respectively,

$$
\begin{equation*}
f_{\Gamma_{s j}}(u)=\sum_{n_{1}=0}^{N_{1}} \sum_{r_{1}=0}^{m_{s j}} \mu_{3, s j, r_{1}, n_{1}} e^{-\frac{m_{s j} \sigma_{s j}^{2} u}{\Omega_{s j}}} u^{m_{s j}+n_{1}-1}+o\left[\left(u / \Omega_{s j}\right)^{N_{1}}\right], \tag{B.12}
\end{equation*}
$$

where $\mu_{3, s j, r_{1}, n_{1}}=\frac{(-1)^{n_{1}} m_{s j}^{m_{s j}+n_{1}+1} \Omega_{s j}^{-m_{s j}-n_{1}} \sigma_{s j}^{2\left(m_{s j}-r_{1}\right)} a_{s j} d_{s j}+n_{1}+r_{1}}{} \Gamma\left(\frac{d_{s j}+n_{1}+r_{1}}{p_{s j}}\right) a_{s j}^{-d_{s j}}$,

$$
\begin{equation*}
F_{\Gamma_{s j}}(u)=1-\sum_{n_{2}=0}^{N_{2}} \sum_{r_{2}=0}^{m_{s j}-1} \sum_{r_{3}=0}^{r_{2}} \mu_{4, s j, r_{2}, r_{3}, n_{2}} u^{n_{2}+r_{2}} e^{-\frac{m_{s j} \sigma_{s j}^{2} u}{\Omega_{s j}}}+o\left[\left(u / \Omega_{s j}\right)^{N_{2}}\right] \tag{B.13}
\end{equation*}
$$

where $\mu_{4, s j, r_{2}, r_{3}, n_{2}}=\frac{(-1)^{n_{2}} a_{s j}^{n_{2}+r_{3}} \sigma_{s j}^{2\left(r_{2}-r_{3}\right)}\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{n_{2}+r_{2}} \Gamma\left(\frac{d_{s j}+n_{2}+r_{3}}{p_{s j}}\right)}{n_{2}!r_{3}!\left(r_{2}-r_{3}\right)!\Gamma\left(\frac{d_{s j}}{p_{s j}}\right)}$.
Furthermore, using (4.18) in (B.12) and (B.13) again, one can get (4.19) and (4.20).

## B. 5 Derivation of PDF and CDF of $\Gamma_{j d}$ for Random Interferers

The $\operatorname{PDF} f_{\Gamma_{j d}}(u)$ is as follows

$$
\begin{align*}
& f_{\Gamma_{j d}}(u)=\sum_{r_{1}=0}^{m_{j d}} \mu_{1, j d, r_{1}} e^{-\frac{m_{j d} \sigma_{j d} \sigma^{u}}{\Omega_{j d}}} u^{-d_{j d}+m_{j d}-r_{1}-1} \\
& \times G_{l_{j d}, k_{j d}}^{k_{j d}, l_{j d}}\left(\begin{array}{c}
\mu_{0, j d} u^{-l_{j d}} \mid \\
I\left(l_{j d}, 1-d_{j d}-r_{1}\right) \\
I\left(k_{j d}, 0\right)
\end{array}\right), \tag{B.14}
\end{align*}
$$

where $\mu_{0, j d}=k_{j d}^{-k_{j d}} l_{j d}^{l_{j d}} a_{j d}^{-k_{j d} p_{j d}}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{-l_{j d}}$, and $\mu_{1, j d, r_{1}}=\frac{l_{l_{j d}+r_{1}-\frac{1}{2}}^{l_{j d}} \sigma_{j d}^{2\left(m_{j d}-r_{1}\right)}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{-d_{j d}+m_{j d}-r_{1}} \sqrt{k_{j d}} p_{j_{d} m_{j d}!a_{j d}}^{-d_{j d}}(2 \pi)^{-\frac{k_{j d}}{2}-\frac{l_{j d}}{2}+1}}{r_{1}!\left(m_{j d}-r_{1}\right)!\Gamma\left(m_{j d}\right) \Gamma\left(\frac{d_{j d}}{\rho_{j d}}\right)}$.

The CDF $F_{\Gamma_{j d}}(u)$ is as follows

$$
\begin{align*}
& F_{\Gamma_{j d}}(u)=1-\sum_{r_{2}=0}^{m_{j d}-1} \sum_{r_{3}=0}^{r_{2}} \mu_{2, j d, r_{2}, r_{3}} e^{-\frac{m_{j d} \sigma_{j d}^{2}{ }^{u}}{\Omega_{j d}}} u^{-d_{j d}+r_{2}-r_{3}} \\
& \times G_{l_{j d, k_{j d}}}^{k_{j d,} l_{j d}}\left(\begin{array}{c}
\mu_{0, j d} u^{-l_{j d}} \mid \\
I\left(l_{j d}, 1-d_{j d}-r_{3}\right) \\
I\left(k_{j d}, 0\right)
\end{array}\right) \tag{B.15}
\end{align*}
$$

where $\mu_{2, j d, r_{2}, r_{3}}=\frac{l_{l_{j d}}^{l_{j d}+r_{3}-\frac{1}{2}} \sigma_{j d}^{2\left(r_{2}-r_{3}\right.}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{-d_{j d}+r_{2}-r_{3}} \sqrt{k_{j d}} p_{j_{d}} a_{j d}^{-d_{j d}}(2 \pi)^{-\frac{k_{j d}}{2}-\frac{l_{j d}}{2}+1}}{r_{3}!\left(r_{2}-r_{3}\right)!\Gamma\left(\frac{d_{j d}}{p_{j d}}\right)}$.
The high SINR approximation of PDF is as follows

$$
\begin{align*}
& f_{\Gamma_{j d}}(u)=\sum_{n_{1}=0}^{N_{1}} \sum_{n_{3}=0}^{N_{3}} \sum_{r_{1}=0}^{m_{j d}} \mu_{5, j d, r_{1}, n_{1}, n_{3}} u^{m_{j d}+n_{1}+n_{3}-1}+o\left[\left(u / \Omega_{j d}\right)^{N_{1}}\right]  \tag{B.16}\\
& +o\left[\left(\sigma_{j d}^{2} u / \Omega_{j d}\right)^{N_{3}}\right]
\end{align*}
$$

where $\mu_{5, j d, r_{1}, n_{1}, n_{3}}=$
$\frac{(-1)^{n_{1}+n_{3}} a_{j d}^{n_{1}+r_{1}} m_{j d}^{m_{j d}+n_{1}+n_{3}+1} \Omega_{j d}^{-m_{j d}-n_{1}-n_{3}} \sigma_{j d}^{2\left(m_{j d}-r_{1}+n_{3}\right)} \Gamma\left(\frac{d_{j d}+n_{1}+r_{1}}{p_{j d}}\right)}{n_{1}!n_{3}!\Gamma\left(r_{1}+1\right) \Gamma\left(m_{j d}-r_{1}+1\right) \Gamma\left(\frac{d_{j d}}{p_{j d}}\right)}$.
The high SINR approximation of CDF is as follows

$$
\begin{align*}
& F_{\Gamma_{j d}}(u)=1-\sum_{n_{2}=0}^{N_{2}} \sum_{n_{4}=0}^{N_{4}} \sum_{r_{2}=0}^{m_{j d}-1} \sum_{r_{3}=0}^{r_{2}} \mu_{6, j d, r_{2}, r_{3}, n_{2}, n_{4}} u^{n_{2}+r_{2}+n_{4}}  \tag{B.17}\\
& +o\left[\left(u / \Omega_{j d}\right)^{N_{2}}\right]+o\left[\left(\sigma_{j d}^{2} u / \Omega_{j d}\right)^{N_{4}}\right]
\end{align*}
$$

where $\mu_{6, j d, r_{2}, r_{3}, n_{2}, n_{4}}=\frac{(-1)^{n_{2}+n_{4}} a_{j d}^{n_{2}+r_{3}} \sigma_{j d}^{2\left(r_{2}-r_{3}+n_{4}\right)}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{n_{2}+r_{2}+n_{4}} \Gamma\left(\frac{d_{j d}+n_{2}+r_{3}}{p_{j d}}\right)}{n_{2}!n_{4}!r_{3}!\left(r_{2}-r_{3}\right)!\Gamma\left(\frac{d_{j d}}{p_{j d}}\right)}$.

## B. 6 Derivation of PDF and CDF of $\Gamma_{s j}$ for Fixed Interferers

The PDF of $\Gamma_{s j}$ can be calculated using (4.14) and (4.28) as

$$
\begin{align*}
f_{\Gamma_{s j}}(u) & =\int_{-\infty}^{\infty}|x| f_{W_{j}}(x u) f_{Y_{s j}}\left(x-\sigma_{s j}^{2}\right) d z_{j} \\
& =\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{m_{s j}}\left[\prod_{i^{*}=1}^{I^{s j}}\left(-\frac{\Omega_{i^{*} j}}{m_{i^{*} j}}\right)^{-m_{i^{*} j}}\right] \sum_{i=1}^{I^{s j}} \sum_{r=1}^{m_{i j}} \frac{(-1)^{r} b_{i r} u^{m_{s j}-1}}{\Gamma\left(m_{s j}\right)(r-1)!} \\
& \times \int_{\sigma_{s j}^{2}}^{\infty} z^{m_{s j}}\left(z-\sigma_{s j}^{2}\right)^{r-1} e^{-\frac{m_{s j}}{\Omega_{s j}}} u z-\frac{m_{i j}}{\Omega_{i j}}\left(z-\sigma_{s j}^{2}\right)  \tag{B.18}\\
& d z .
\end{align*}
$$

This integral can be solved by using $[36,(3.351)]$ as (4.29).

Using the definition of CDF and (B.18), one has

$$
\begin{align*}
& F_{\Gamma_{s j}}(u)=\int_{0}^{u} f_{\Gamma_{s j}}(t) d t \\
& =\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{m_{s j}}\left[\prod_{i^{*}=1}^{I^{s j}}\left(-\frac{\Omega_{i^{*} j}}{m_{i^{*} j}}\right)^{-m_{i^{*} j}}\right] \sum_{i=1}^{I^{s j}} \sum_{r=1}^{m_{i j}} \frac{(-1)^{r} b_{i r}}{\Gamma\left(m_{s j}\right)(r-1)!}  \tag{B.19}\\
& \times \int_{0}^{u} \int_{\sigma_{s j}^{2}}^{\infty} t^{m_{s j}-1} z^{m_{s j}}\left(z-\sigma_{s j}^{2}\right)^{r-1} e^{-\frac{m_{s j}}{\Omega_{s j}} t z-\frac{m_{i j}}{\Omega_{i j}}\left(z-\sigma_{s j}^{2}\right)} d z d t .
\end{align*}
$$

By interchanging the order of integration and solving the integration over $t$ first using [36, (3.351)], one further has

$$
\begin{align*}
F_{\Gamma_{s j}}(u) & =\left[\prod_{i^{*}=1}^{I^{s j}}\left(-\frac{\Omega_{i^{*} j}}{m_{i^{*} j}}\right)^{-m_{i^{*} j}}\right] \sum_{i=1}^{I^{s j}} \sum_{r=1}^{m_{i j}} \frac{(-1)^{r} b_{i r}}{\Gamma\left(m_{s j}\right)(r-1)!} \\
& \times \int_{0}^{\infty} z^{\prime r-1} e^{-\frac{m_{i j}}{\Omega_{i j}}} \gamma\left(m_{s j}, \frac{m_{s j}}{\Omega_{s j}}\left(z^{\prime}+\sigma_{s j}^{2}\right) u\right) d z^{\prime} . \tag{B.20}
\end{align*}
$$

Then, one can derive the CDF of $\Gamma_{s j}$ by using [36, (8.352)] and [36, (3.381)] in closed-form as (4.30).

## B. 7 Derivation of PDF and CDF of $\Gamma_{j d}$ for

 Fixed InterferersThe PDF of $\Gamma_{j d}$ can be written as

$$
\begin{equation*}
f_{\Gamma_{j d}}(u)=\sum_{v=1}^{I^{j d}} \sum_{r=1}^{m_{v j}} \sum_{f=0}^{m_{j d}} \varphi_{1, j d, v j, v, r, f} \frac{u^{m_{j d}-1} e^{-\frac{m_{j d}}{\Omega_{j d}} \sigma_{j d}^{2} u}}{\left(\frac{m_{j d}}{\Omega_{j d}} u+\frac{m_{v j}}{\Omega_{v j}}\right)^{f+r}}, \tag{B.21}
\end{equation*}
$$

where $\varphi_{1, j d, v j, v, r, f}=\left[\prod_{v^{*}=1}^{I{ }^{j d}}\left(-\frac{\Omega_{v^{*} j}}{m_{v^{*} j}}\right)^{-m_{v^{*} j}}\right] \frac{(-1)^{r} b_{v r}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{m_{j d}\binom{m_{j d}}{f}\left(\sigma_{j)^{2}}\right)^{m_{j d}-f} \Gamma(f+r)} \Gamma}{\Gamma\left(m_{j d}\right)(r-1)!}$.

The CDF of $\Gamma_{j d}$ can be written as

$$
\begin{equation*}
F_{\Gamma_{j d}}(u)=1-\sum_{v=1}^{I^{j d}} \sum_{r=1}^{m_{v j}} \sum_{f=0}^{m_{j d}-1} \sum_{h=0}^{f} \varphi_{2, j d, v j, v, r, f, h} \frac{u^{f} e^{-\frac{m_{j d}}{\Omega_{j d}} \sigma_{j d}^{2} u}}{\left(\frac{m_{j d}}{\Omega_{j d}} u+\frac{m_{v j}}{\Omega_{v j}}\right)^{h+r}}, \tag{B.22}
\end{equation*}
$$

where $\varphi_{2, j d, v j, v, r, f, h}=\left[\prod_{v^{*}=1}^{j^{j d}}\left(-\frac{\Omega_{v^{*} j}}{m_{v^{*} j}}\right)^{-m_{v^{*} j}}\right] \frac{(-1)^{r} b_{v r}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{f}\binom{f}{h}\left(\sigma_{j d}^{2}\right)^{f-h} \Gamma(h+r)}{(r-1)!f!}$.
The high SINR approximation for PDF is

$$
\begin{align*}
& f_{\Gamma_{j d}}(u)=\sum_{v=1}^{I^{j d}} \sum_{n_{5}=0}^{N_{5}} \sum_{n_{6}=0}^{N_{6}} \sum_{r=1}^{m_{v j}} \sum_{f=0}^{m_{j d}} \varphi_{3, j d, v j, v, r, f, n_{5}, n_{6}} u^{m_{j d}+n_{5}+n_{6}-1}  \tag{B.23}\\
& +o\left[\left(\sigma_{j d}^{2} u / \Omega_{j d}\right)^{N_{5}}\right]+o\left[\left(u \Omega_{v j} / \Omega_{j d}\right)^{N_{6}}\right]
\end{align*}
$$

where $\varphi_{3, j d, v j, v, r, f, n_{5}, n_{6}}=\left[\prod_{v^{*}=1}^{I j d}\left(-\frac{\Omega_{v^{*} j}}{m_{v^{*} j}}\right)^{-m_{v^{*} j}}\right]$
$\times \frac{(-1)^{r+n_{5}} b_{v r}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{m_{j d}+n_{5}+n_{6}}\left(\frac{m_{v j}}{\Omega_{v j}}\right)^{-f-r-n_{6}}\binom{m_{j d}}{f}\binom{-f-r}{n_{6}}\left(\sigma_{j d}^{2}\right)^{m_{j d}-f+n_{5}} \Gamma(f+r)}{\Gamma\left(m_{j d}\right)(r-1)!n_{5}!}$.
The high SINR approximation for CDF is

$$
\begin{align*}
& F_{\Gamma_{j d}}(u)=1-\sum_{v=1}^{I^{j d}} \sum_{n_{7}=0}^{N_{7}} \sum_{n_{8}=0}^{N_{8}} \sum_{r=1}^{m_{v j}} \sum_{f=0}^{m_{j d}-1} \sum_{h=0}^{f} \varphi_{4, j d, v j, v, r, f, h, n_{7}, n_{8}} u^{f+n_{7}+n_{8}}  \tag{B.24}\\
& +o\left[\left(\sigma_{j d}^{2} u / \Omega_{j d}\right)^{N_{7}}\right]+o\left[\left(u \Omega_{v j} / \Omega_{j d}\right)^{N_{8}}\right],
\end{align*}
$$

where $\varphi_{4, j d, v j, v, r, f, h, n_{7}, n_{8}}=\left[\prod_{v^{*}=1}^{I j^{j d}}\left(-\frac{\Omega_{v^{*} j}}{m_{v^{*} j}}\right)^{-m_{v^{*} j}}\right]$
$\times \frac{(-1)^{r+n_{7} b_{v r}\left(\frac{m_{j d}}{\Omega_{j d}}\right)^{f+n_{7}+n_{8}}\left(\frac{m_{v j}}{\Omega_{v j}}\right)^{-h-r-n_{8}}\binom{f}{\Omega_{v}}\left(n_{8}^{-h-r}\right)\left(\sigma_{j d}^{2} d\right.}{ }^{f-h+n_{7} \Gamma(h+r)}}{(r-1)!f!_{n}!}$.

## B. 8 Derivation of CDF of $\Gamma_{j}$ for the Dominant

## Fixed Interferences

When the interference is dominant such that the noise can be ignored, one further has $\sigma_{s j}^{2} \approx 0$ in (4.29) to give the PDF as

$$
\begin{equation*}
f_{\Gamma_{s j}}(u)=\sum_{i=1}^{I^{s j}} \sum_{r=1}^{m_{i j}} \varphi_{5, s j, i j, i, r} \frac{u^{m_{s j}-1}}{\left(\frac{m_{s j}}{\Omega_{s j}} u+\frac{m_{i j}}{\Omega_{i j}}\right)^{m_{s j}+r}}, \tag{B.25}
\end{equation*}
$$

where $\varphi_{5, s j, i j, i, r}=\left[\prod_{i^{*}=1}^{I^{s j}}\left(-\frac{\Omega_{i^{*} j}}{m_{i^{*} j}}\right)^{-m_{i^{*} j}}\right]\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{m_{s j}} \frac{(-1)^{r} b_{i r} \Gamma\left(m_{s j}+r\right)}{\Gamma\left(m_{s j}\right)(r-1)!}$.
Also, the CDF of $\Gamma_{s j}$ in (4.30) becomes

$$
\begin{equation*}
F_{\Gamma_{s j}}(u)=1-\sum_{i=1}^{I^{s j}} \sum_{r=1}^{m_{i j}} \sum_{f=0}^{m_{s j}-1} \varphi_{6, s j, i j, i, r, f} \frac{u^{f}}{\left(\frac{m_{s j}}{\Omega_{s j}} u+\frac{m_{i j}}{\Omega_{i j}}\right)^{f+r}}, \tag{B.26}
\end{equation*}
$$

where $\varphi_{6, s j, i j, i, r, f}=\left[\prod_{i^{*}=1}^{I^{s j}}\left(-\frac{\Omega_{i^{*} j}}{m_{i^{*} j}}\right)^{-m_{i^{*} j}}\right]\left(\frac{m_{s j}}{\Omega_{s j}}\right)^{f} \frac{(-1)^{r} b_{i i r} \Gamma(f+r)}{(r-1)!f!}$.
Therefore, (4.21) can be solved as (4.36) with the help of [36, (3.197)].

## Appendix C

## Derivation for $\alpha-\mu$ RVs

## C. 1 Derivation of MGF for Sum of Ratios of Products of $\alpha-\mu$ RVs

If $\alpha-\mu$ RVs $\left\{X_{j l}\right\}_{j=1, l=1}^{k, L}$ in (5.3) are independent, from [153] and using variable transformation, one can get the PDF of $R_{l}$ in (5.3) as
$f_{R_{l}}(x)=C_{l} x^{-1} \alpha_{l} \times$


The moment generating function (MGF) of $R_{l}$ is defined as

$$
\begin{equation*}
M_{R_{l}}(s)=\int_{0}^{\infty} e^{x s} f_{R_{l}}(x) d x \tag{C.2}
\end{equation*}
$$

With the help of the Meijer's G-function identity [152], [112, 07.34.22.0003.01], [112, 07.34.02.0004.01] and $[112,07.34 .02 .0005 .01]$, one can get MGF of $R_{l}$ as

If $\alpha-\mu \operatorname{RVs}\left\{X_{j l}\right\}_{j=1, l=1}^{k, L}$ in (5.3) are i.i.d, $\alpha_{j l}, \mu_{j l}$ and $\hat{\gamma_{j l}}$ become $\alpha, \mu$ and $\hat{\gamma}$. Therefore, the PDF of $R_{l}$ in (C.1) becomes

$$
f_{R_{l}}(x)=\frac{\alpha}{\Gamma^{k}(\mu) x} G_{n, m}^{m, n}\left(\left(\frac{\mu}{\hat{\gamma}^{\alpha}}\right)^{m-n}\left(\frac{x}{\omega_{l}}\right)^{\alpha} \begin{array}{c}
1-\mu, \cdots, 1-\mu  \tag{C.3}\\
\mu, \cdots, \mu
\end{array}\right) .
$$

Using (C.3) in (C.2), the MGF of $R_{l}$ is derived as (5.8).
If $\alpha-\mu$ RVs $\left\{X_{j l}\right\}_{j=1, l=1}^{m, L}$ in (5.5) are independent, the PDF of $P_{l}$ in (5.5) can be obtained as (C.4) when $k=m$ in (C.1).

$$
\begin{align*}
& f_{P_{l}}(x)=C_{l} x^{-1} \alpha_{l} \times \\
& G_{0, m^{\prime}}^{m^{\prime}, 0}\left(\left.t_{l}\left(\frac{x}{\omega_{l}}\right)^{\alpha_{l}}\right|_{\frac{\mu_{j l}}{m_{j l}}+\frac{r_{l}}{m_{j l}}, r_{l}=0,1, \cdots, m_{j l}-1, j=1, \cdots, m}\right) \tag{C.4}
\end{align*}
$$

Using (C.4) in (C.2), the PDF of $P_{l}$ can be derived as (5.9).
If $\alpha-\mu \operatorname{RVs}\left\{X_{j l}\right\}_{j=1, l=1}^{m, L}$ in (5.5) are i.i.d, then the PDF of $P_{l}$ in (5.5) can be obtained as

$$
f_{P_{l}}(x)=\frac{\alpha}{\Gamma^{m}(\mu) x} G_{0, m}^{m, 0}\left(\left.\left(\frac{\mu}{\hat{\gamma}^{\alpha}}\right)^{m}\left(\frac{x}{\omega_{l}}\right)^{\alpha} \right\rvert\, \begin{array}{c} 
 \tag{C.5}\\
\mu, \cdots, \mu
\end{array}\right) .
$$

Using (C.5) in (C.2), the MGF of $P_{l}$ is derived as (5.10).

## C. 2 Derivation of GGRA and GRA Approximation

From $R$ in (5.2), one can see that it is a sum of ratios of products. Therefore, we propose to use the ratio of GG distribution to approximate $R$. Let $x=\frac{r_{1}}{r_{2}}$, where $r_{1}$ and $r_{2}$ follow GG distribution with the PDFs of

$$
\begin{equation*}
f_{1}\left(r_{1} ; a_{1}, d_{1}, p\right)=\frac{p a_{1}^{-d_{1}} r_{1}^{d_{1}-1} e^{-\left(\frac{r_{1}}{a_{1}}\right)^{p}}}{\Gamma\left(\frac{d_{1}}{p}\right)}, r_{1}>0, \tag{C.6}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{2}\left(r_{2} ; a_{2}, d_{2}, p\right)=\frac{p a_{2}^{-d_{2}} r_{2}^{d_{2}-1} e^{-\left(\frac{r_{2}}{a_{2}}\right)^{p}}}{\Gamma\left(\frac{d_{2}}{p}\right)}, r_{2}>0 \tag{C.7}
\end{equation*}
$$

respectively. Then, one has the PDF of $x$ as

$$
\begin{equation*}
f_{G G R A}(x)=\int_{0}^{\infty}|r| f_{1}(r x) f_{2}(r) d r \tag{C.8}
\end{equation*}
$$

After simplification and using [137], one can get

$$
\begin{equation*}
f_{G G R A}(x)=\frac{p a_{1}^{-d_{1}} a_{2}^{d_{1}} x^{d_{1}-1}\left(1+\left(\frac{a_{2}}{a_{1}}\right)^{p} x^{p}\right)^{-\frac{d_{1}+d_{2}}{p}}}{B\left(\frac{d_{1}}{p}, \frac{d_{2}}{p}\right)} . \tag{C.9}
\end{equation*}
$$

Using $k=\left(\frac{a_{1}}{a_{2}}\right)^{p}$ in (C.9), one can get the PDF of GGRA as (5.17). The CDF of GGRA is given by

$$
\begin{equation*}
F_{G G R A}(y)=\int_{0}^{y} f_{G G R A}(x) d x \tag{C.10}
\end{equation*}
$$

Using (5.17) in (C.10) and with the help of [36, (3.259)], one can get the CDF of GGRA as (5.18). One can see that there are four unknown parameters in

GGRA. Therefore, we propose another approximate method with the name of GRA which has only three unknown parameters. GRA can be seen as the ratio of Gamma distribution. Thus when $p=1$ in (C.6) and (C.7), they become

$$
\begin{equation*}
f_{1}\left(r_{1}\right)=\frac{r_{1}^{d_{1}-1} e^{-r_{1} / a_{1}}}{a_{1}^{d_{1}} \Gamma\left(d_{1}\right)}, r_{1}>0 \tag{C.11}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{2}\left(r_{2}\right)=\frac{r_{2}^{d_{2}-1} e^{-r_{2} / a_{2}}}{a_{2}^{d_{2}} \Gamma\left(d_{2}\right)}, r_{2}>0 \tag{C.12}
\end{equation*}
$$

respectively. Using (C.11), (C.12) and $k=\frac{a_{1}}{a_{2}}$, one can get the PDF and CDF of GRA as (5.19) and (5.20), respectively

## Appendix D

## Derivation for Hard-Decision

## Fusion Rule

## D. 1 Derivation of the Characteristic Function of Hard-Decision Fusion with 1 Bit for BPSK

For BPSK, using the approximation of the Gaussian-Q function (as introduced in Section 2.1.1),

$$
\begin{equation*}
Q(x) \approx \frac{1}{2} e^{-\frac{x^{2}}{2}} \tag{D.1}
\end{equation*}
$$

the ideal BPSK receiver with instantaneous SNR $\gamma$ has a BER of

$$
\begin{align*}
p_{e}(\gamma) & =Q(\sqrt{2 \gamma}) \\
& \approx \frac{1}{2} e^{-\gamma} \tag{D.2}
\end{align*}
$$

The decision variable $X$ for the fusion rule using one bit in (6.2) when $L=1$ can be defined as

$$
\begin{equation*}
X \triangleq d_{1} \cdot \ln \frac{p_{c}}{p_{e}} \tag{D.3}
\end{equation*}
$$

where $p_{c}=P_{c \mid s_{1}}, p_{e}=P_{e \mid s_{1}}$ and $d_{1}=\operatorname{sign}\left(v_{1}\right)$ when $L=1$ in (6.2). Using (6.14) when setting $m=1$ and (D.2), one can derive the PDF of $X$ as

$$
f_{X}(x)= \begin{cases}\frac{1}{\gamma_{0}} 2^{\frac{1}{\gamma_{0}}} e^{-x}\left(1+e^{-x}\right)^{-2-\frac{1}{\gamma_{0}}} & x<0  \tag{D.4}\\ \frac{1}{\gamma_{0}} 2^{\frac{1}{\gamma_{0}}} e^{2 x}\left(1+e^{x}\right)^{-2-\frac{1}{\gamma_{0}}} & x>0\end{cases}
$$

The characteristic function of X is defined as

$$
\begin{equation*}
\Phi_{X}(w)=E\left(e^{i w x}\right)=\int_{-\infty}^{\infty} f_{X}(x) e^{i w x} d x \tag{D.5}
\end{equation*}
$$

where $E(\cdot)$ denotes the expectation operation and $i=\sqrt{-1}$. Thus, for $x<0$, we can get

$$
\begin{align*}
& \int_{-\infty}^{0} f_{X}(x) e^{i w x} d x=\left(\left(-\frac{1}{2}\right)^{-1 / \gamma_{0}} e^{\pi w} \Gamma\left(-\frac{1}{\gamma_{0}}\right)\right. \\
& \left.\times \Gamma\left(1+\frac{1}{\gamma_{0}}+i w\right)\right) /\left(\left(1+\gamma_{0}\right) \Gamma(i w)\right)+1 /\left(2+2 \gamma_{0}\right){ }_{2} F_{1}\left(1, i w,-\frac{1}{\gamma_{0}}, 2\right) \tag{D.6}
\end{align*}
$$

Similarly, we can get the characteristic function of $f_{X}(x)$ for $x>0$ as

$$
\begin{align*}
& \int_{0}^{\infty} f_{X}(x) e^{j w x} d x=1 /\left(2\left(-1+\gamma_{0}^{2}\right) \Gamma((1-i w))(-1)^{-1 / \gamma_{0}} e^{-\pi w}\right. \\
& \times\left(-2^{1+\frac{1}{r}} \gamma_{0}^{2} w(-i+w) \Gamma\left(2-\frac{1}{\gamma_{0}}\right) \Gamma\left(\frac{1}{\gamma_{0}}-i w\right)+\Gamma(1-i w)\right. \\
& \times\left((-1)^{\frac{1}{\gamma_{0}}} e^{\pi w}{ }_{2} F_{1}\left(1,-i w,-\frac{1}{\gamma_{0}}, 2\right)+2\left(1+\gamma_{0}\right)\left((-1)^{\frac{1}{\gamma_{0}}} e^{\pi w}\right.\right. \\
& { }_{2} F_{1}\left(1,1-i w, \frac{-1+\gamma_{0}}{\gamma_{0}}, 2\right)+\gamma_{0} F_{1}\left(-\frac{1}{\gamma_{0}},-\frac{1}{\gamma_{0}}+i w, \frac{-1+\gamma_{0}}{\gamma_{0}}, 2\right)  \tag{D.7}\\
& \left.-2{ }_{2} F_{1}\left(\frac{-1+\gamma_{0}}{\gamma_{0}}, 1-\frac{1}{\gamma_{0}}+i w, 2-\frac{1}{\gamma_{0}}, 2\right)\right)+\gamma_{0} \\
& \left.\left.\times{ }_{2} F_{1}\left(-\frac{1+\gamma_{0}}{\gamma_{0}},-\frac{1}{\gamma_{0}}+i w,-\frac{1}{\gamma_{0}}, 2\right)\right)\right) .
\end{align*}
$$

Therefore, the characteristic function of hard decision fusion with one bit for BPSK is given by

$$
\begin{align*}
& \Phi_{X}(w)=\int_{-\infty}^{0} f_{X}(x) e^{i w x} d x+\int_{0}^{\infty} f_{X}(x) e^{i w x} d x \\
& =\frac{1}{2}\left(\frac{i}{i+\gamma_{0} w}+\frac{1}{1+\gamma_{0}} \times{ }_{2} F_{1}\left(1, i w,-\frac{1}{\gamma_{0}}, 2\right)+\Gamma\left(-\frac{1+\gamma_{0}}{\gamma_{0}}\right)\right. \\
& \left(\frac{1}{i+\gamma_{0} w}(-i+w){ }_{2} F_{1} R\left(1,-i w,-\frac{1}{\gamma_{0}}, 2\right)+\frac{1}{\pi \gamma_{0}} 2^{1+\frac{1}{\gamma_{0}}} e^{-\pi\left(\frac{i}{\gamma_{0}}+w\right)}\right. \\
& \left.\left.\left(i \Gamma\left(\frac{1}{\gamma_{0}}-i w\right) \Gamma(2+i w)-e^{2 \pi w} w \Gamma\left(1+\frac{1}{\gamma_{0}}+i w\right) \Gamma(-i w)\right) \sinh (\pi w)\right)\right) \tag{D.8}
\end{align*}
$$

where ${ }_{2} F_{1} R(a, b, c, z)={ }_{2} F_{1}(a, b, c, z) / \Gamma(c)$.
This result can be extended to NCFSK with the BER of [1]

$$
\begin{equation*}
p_{e}(\gamma)=\frac{1}{2} e^{-\gamma / 2} . \tag{D.9}
\end{equation*}
$$

Using similar procedures, one can have the characteristic function of hard
decision fusion with one bit for NCFSK as

$$
\begin{align*}
& \Phi_{X}(w)=\left(( - 1 ) ^ { - 2 / \gamma _ { 0 } } e ^ { - \pi w } \left(4 i e^{\pi\left(\frac{2 i}{\gamma_{0}}+w\right)} \pi\left(-4+\gamma_{0}^{2}\right) \times\left(i+\gamma_{0} w\right)+\right.\right. \\
& \gamma_{0}^{2} \Gamma\left(2-\frac{2}{\gamma_{0}}\right)\left(-4^{\frac{1}{\gamma_{0}}} e^{-\pi w} \times\left(e^{2 \pi w}-1\right) \gamma_{0} w\right. \\
& \times\left(\gamma_{0} \Gamma\left(1+\frac{2}{\gamma_{0}}-i w\right) \Gamma(2+i w)+e^{2 \pi w} w\left(2 i+\gamma_{0} w\right) \Gamma\left(1+\frac{2}{\gamma_{0}}+i w\right)\right. \\
& \Gamma(-i w))+1 / \Gamma\left(-\frac{2}{\gamma_{0}}\right) e^{\pi\left(\frac{2 i}{\gamma_{0}}+w\right)} \pi\left(\gamma_{0}^{2} w(-i+w){ }_{2} F_{1}\left(1,-i w,-\frac{2}{\gamma_{0}}, 2\right)\right. \\
& \left.\left.\left.\left.-\left(2 i+\gamma_{0} w\right)\left(-i\left(2+\gamma_{0}\right)+\gamma_{0} w{ }_{2} F_{1}\left(1, i w,-\frac{2}{\gamma_{0}}, 2\right)\right)\right)\right)\right)\right) \\
& /\left(2 \pi \gamma_{0}\left(-4+\gamma_{0}^{2}\right) w\left(2 i+\gamma_{0} w\right)\right) . \tag{D.10}
\end{align*}
$$
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