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Abstract

We study the effect of helical structure on the aggregation of proteins using

a simplified lattice protein model with an implicit membrane environment. A

recently proposed Monte Carlo approach, which exploits the proven statistical

optimality of the MBAR estimator in order to improve simulation efficiency,

was used. The results show that with both two and four proteins present, the

tendency to aggregate is strongly expedited by the presence of amphipathic helix

(APH), whereas a transmembrane helix (TMH) slightly disfavours aggregation.

When four protein molecules are present, partially aggregated states (dimers

and trimers) were more common when the APH was present, compared with

the cases where no helices or only the TMH is present.

Keywords: lattice Monte Carlo, parallel tempering, multicanonical sampling,

protein aggregation, twin-arginine translocation

1. Background and Introduction

Proteins are macromolecules that are essential to the functioning of living

organisms. The primary structure of a protein consists of a chain of amino

acids that is coded by genes. Typically, upon synthesis on ribosomes, the ex-

tended chain must fold into a specific three-dimensional structure called the5
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native structure. Only in its native structure can a protein be fully functional.

The correct folding to native state depends both on interactions among dif-

ferent residual pairs of the molecule and on multiple contributing factors from

the crowded cellular milieu [1]. Changes in the cellular condition—e.g. pH or

temperature—or mutations in the protein, can all lead to misfolding, which is10

then prone to self-assembly and formation of aggregates [2]. One type of ag-

gregate, known as amyloid fibrils, has an abundance of β sheet structures and

is the most studied form of aggregate due to its toxic, pathological nature and

association with numerous human diseases. In fact, it has been suggested that

amyloid fibrils were linked with approximately 50 disorders including such neu-15

rodegenerative diseases as Alzheimers, mad cow and Parkinsons [3]. The study

of amyloid fibrils has been so dominant in protein aggregation research that

a recent review on the computational aspects of protein aggregation focused

entirely on this type of aggregate [4].

Whereas amyloid fibrils may be considered the end product of aggregation,20

in the sense that the process is irreversible, there are cases where proteins are

recruited only to form a functional aggregate, and then dissociated back into a

monomeric state once that functional role is fulfilled. For instance, our work in

this paper is motivated by certain membrane protein, TatA, as a key component

in a protein translocation mechanism—the twin-arginine translocation (Tat)25

pathway [5]. The aggregation of TatA is essential to the process in that it is

believed to form the translocation channel [6].

Protein aggregation is a very challenging computational problem because

the length scale of the process can be one to hundreds of nanometers and the

time scale ranges from milliseconds to a year [4]. It is therefore a prime appli-30

cation for coarse-graining and multi-scaling methods. A comprehensive review

of the computational models and methodologies used for protein aggregation,

applied in particular to amyloid fibrils, can be found in [4]. From a modeling

perspective, there are models of different resolutions, from simple models that

sacrifice sequence-level resolution, lattice models that represent an amino acid35

by one or more beads, coarse-grained models that balance accuracy and compu-
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tational efficiency, to atomistic models that are more accurate and detailed but

too computationally prohibitive to study the full assembly process of interest.

On the other hand, computational approaches can be applied to models of vari-

ous resolutions, although certain methods may be more suitable to a particular40

class of models.

Molecular dynamics (MD) is a widely used and perhaps mainstream compu-

tational approach to the study of protein aggregation. Replica exchange molec-

ular dynamics (REMD) [7], metadynamics [8], and their variants are among the

commonly used methods. While MD is limited to a small time step to ensure45

accuracy of the time integration method, Monte Carlo (MC) methods are more

flexible in terms of choosing an appropriate move set which may not be physical

but is chosen to suit the purpose of the study. Note that the aforementioned MD

methods have their MC counterparts: the REMD method is adapted from the

parallel tempering method of [9] and [10], while metadynamics may be viewed as50

the MD incarnation of the Wang-Landau sampling [11]. Both parallel tempering

and Wang-Landau sampling predate, respectively, REMD and metadynamics,

which might suggests that advances in MD methods that enhance sampling are

often inspired by those advances in MC methods. The versatility of MC makes

it a handy tool to capture events occurring at a much longer timescale than can55

be probed by MD, or to study simplified systems that embody the right physical

properties. The insights gained from MC modeling of the simplified system can

be exploited to guide the design of experiments in relation to the underlying

complex physical or biological processes, or be used to help in making a better

choice of the simulation protocol of a high-resolution atomistic simulation.60

This article is concerned with the Monte Carlo modeling of TatA aggre-

gation within a biological membrane, using a minimal lattice model that en-

codes the relevant structural characteristics of the TatA molecule. We have

chosen a lattice MC model because we wish to probe the underlying equilib-

rium between aggregated and dispersed states, and the necessary ergodic sam-65

pling is simply not viable with higher resolution models. We use a novel MC

method that optimally combines parallel tempering (PT) and multicanonical
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sampling (MUCA) [12], through the use of the multistate Bennett acceptance

ratio (MBAR) estimator [13], an approach first introduced in [14] and which we

refer to as MBAR-enhanced MC. It provides a framework to calculate density70

of states from multiple equilibrium simulations using the MBAR estimator, and

so there is a wide choice of methods that can be used in place of PT and MUCA

as are used here.

We emphasize that the TatA aggregation in the Tat mechanism serves as a

motivation to the current lattice model, and that our simulation results are not75

intended for detailed quantitative comparison with experiment at this stage. To

our knowledge, there has not been a computational study of the TatA assembly

process within a membrane, although MD simulations have been utilized to

study the stability of a preformed TatA oligomer [15]. Given this context,

the purpose of this paper is twofold. In the first place, this paper presents80

a feasibility study for conducting equilibrium membrane protein aggregation

studies with MBAR-enhanced lattice MC. At the same time, it serves as a

motivation to more research, especially computational studies, into this aspect,

and we hope that our work can draw interest from computational scientists in

protein aggregation to the Tat translocation process, for which the underlying85

mechanistic understanding is at least as embryonic as that for amyloid fibrils.

In the rest of this section, we shall briefly review the Tat process.

1.1. The Twin-arginine Translocation pathway

The Twin-arginine translocation (Tat) pathway is one of two major path-

ways cells have for transporting proteins across membranes. It is involved in90

the export of proteins across bacterial cytoplasmic membranes and across the

thylakoid membranes in plant chloroplasts, and is essential for bacterial patho-

genesis and for plant photosynthesis [16]. The translocated proteins are referred

to as substrates; these are proteins that need to be transported to perform their

functions either within the cell or in extracellular space. One distinctive fea-95

ture of the Tat mechanism is that substrate proteins are transported in a folded

manner, contrary to the general secretory (Sec) pathway which transports pro-
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teins in an unfolded state [16]. The name Tat is an acronym for “twin-arginine

translocation” and comes from the unique, consensus twin-arginine (RR) motif

that is a key feature of the amino acid sequence of the signal peptide that trig-100

gers Tat translocation. Major components of the Tat translocon are membrane

proteins from the TatABC family; these are small integral membrane proteins

that, when forming complexes that have the right structural organization, allow

the folded substrate to be translocated without compromising the permeability

of the lipid bilayer. TatA consists of a single transmembrane helix (TMH), and105

an amphipathic helix (APH) that lies along the membrane surface. The two he-

lices form approximately a right angle and are connected by a small loop. The

TatA structure of bacterium Bacillus subtilis has been determined in atomic

resolution by nuclear magnetic resonance spectroscopy [17]. TatC consists of

six TMHs and has limited conformational flexibility [5]. TatB has similar struc-110

ture to TatA and the two are best discriminated by their biochemical behaviour:

whereas TatA proteins oligomerize to form the translocation channel, TatB pro-

teins form a 1 : 1 complex with TatC and plays a role in substrate recognition

prior to the transient translocation process [5].

The manner in which the components just described combine to translocate115

folded proteins is generally described in terms of three major steps. While

many of the mechanistic details about these steps remains uncertain, the overall

pattern for the mechanism is well accepted.

1. The twin arginine signal peptide is added to the protein; additional sub-

units or cofactors may also bind to the protein at this stage.120

2. Through the twin arginine signal peptide, the protein recognises, and binds

to, a TatBC complex within the membrane.

3. This binding event then nucleates the aggregation of a variable number

of TatA proteins to form an oligomer with the TatBC-protein complex,

thereby generating a pore that is permeable to the folded protein.125

4. The complex (protein/signal peptide/TatBC) then dissociates, releasing

the protein, and triggering the dispersion of the TatA oligomer.
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The dispersion of the TatA oligomer once translocation is completed is an

essential step, since a persistent oligomer would have undesirable consequences

for the cell, such as ion leakage [18]. Also, experimental results show that130

the TatA channel can vary its diameter to accommodate substrates of different

sizes [6], implying that translocation is mediated by oligomerization of variable

amounts of TatA monomer.

The fact that Tat is able to transport folded proteins makes it particularly

challenging compared to the Sec pathway, because membranes must maintain135

a permeability barrier to ions and small molecules during transport. As an

example, the Escherichia. coli Tat pathway is able to transport substrates of up

to 70 Å in diameter, whereas an unfolded polypeptide chain is only about 12 Å in

diameter [19]. Due to this distinctive feature that the Tat mechanism possesses,

models of the dynamics of the translocation process have been proposed (see [20]140

for a review), including one that predicts a local weakening of the membrane

that is sufficient for the substrate to move through [21].

Clearly, the structure of the TatA oligomer is crucial to understanding the

Tat mechanism. However, due to the transient nature of an active translo-

cation complex, it is difficult to conduct experimental analyses and thereby145

establish its structural organization during translocation. Computer simulation

can be an indispensable complementary tool in elucidating the Tat mechanism.

Indeed, molecular dynamics simulations have been applied to investigate the

stability of an experimentally-proposed solubilized TatA oligomer structure in

membrane [15]; however it is unclear whether TatA assembly in the native mem-150

brane environment will result in the same oligomeric structure as determined in

a detergent solution.

Our lattice models (Section 2), on the other hand, allow us to simulate the

assembly process in an (implicit) membrane environment and explore its equilib-

rium properties rigorously. Once the equilibrium behaviour of TatA aggregation155

is adequately explained, we can then begin to model how the TatBC complex

and the substrate interact with, and influence, the aggregation of TatA within

the Tat process. We stress that, at this early stage, our model of the TatA is
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Figure 1: Lattice model of TatA. Four regions are identified: transmembrane helix (TMH),

loop, amphipathic helix (APH) and the hydrophilic tail. Boundaries of membrane and inter-

face are also shown. Color scheme: hydrophobic—red, hydrophilic—blue, amphipathic—gray.

Chain sequence: (P )12(H2)16(P )8(H)16(H2)2, where the notation (X)n means that bead

type X is repeated n times.

intended to give qualitative insight into the key features, particularly relating

to secondary structure, that would need to be incorporated into a subsequent,160

more quantitative, model.

2. Model and method

2.1. Lattice Model

As the resolution of the model should depend on the smallest important

length scale of the system [4], we employ a lattice model and Monte Carlo165

method in order to be able to observe frequent transitions between monomeric

and aggregated states. The HP model [22] has been used to represent the

protein, extended by the incorporation of an amphipathic bead type (H2) to

supplement the hydrophobic (H) and polar (P) beads (Figure 1). The H2 beads

are used mainly to model the amphipathic helix in TatA, while the TMH is170

hydrophobic (H) and the loop and tail regions hydrophilic (P).

Membrane: while the transmembrane helix (TMH) spans the membrane

normal, the amphipathic helix (APH) lies in parallel with the membrane sur-
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face. As a result, we have modelled the membrane through fixed spatial zones

defining membrane, water and interfacial regions. As explained below (The175

Hamiltonian), the different zones give rise to different one- and two-particle en-

ergy terms , thus allowing us to capture both hydrophilic/hydrophobic solvation

and membrane-mediated interactions within a continuum membrane model.

The Hamiltonian: full details of the Hamiltonian are provided in Appendix,

and a summary presented here for convenience. Three types of interactions

are considered: intra-polymer, inter-polymer, and the implicit interactions as-

sociated with being in the membrane, water or interface environments. The

total potential energy is the sum of the energies defined by these three types

of interactions, i.e. E = Eintra + Einter + Eim. Both intra-polymer and implicit

interactions are defined as the sum of terms corresponding to each individual

polymer, the inter-polymer interaction is the sum of interactions between all

polymer pairs. In other words,

Eintra =
∑
k

Ekintra, Eim =
∑
k

Ekim,

and

Einter =
∑
s<t

Es,tinter,

where k, s and t index polymers.

The implicit term for each polymer is the sum of one-particle energies for180

the beads in the molecule, representing the interaction of the bead with its

immediate environment. These are defined such that hydrophobic beads are

favoured in membrane, polar beads are favoured in water and amphipathic

beads are favoured in interfaces.

Both Eintra and Einter are sums over pairs of beads, differing only in whether185

the beads belong to the same (intra) or different (inter) proteins. Both the type

(H or P) and the environment (membrane or water) determine the strength of

the interaction in a way that mimics a good solvent model. Thus H-H interac-

tions are the same as H-membrane interactions, while P-P interactions match

those of a P bead with water. The net effect is that an H-H attraction is present190
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in water, and P-P attraction in the membrane. The strength of the interaction

is then scaled linearly with distance, becoming zero beyond a specified cutoff (2

lattice sites).

In order to generate secondary structure, we have also incorporated hydro-

gen bond interactions between beads displaced along the same chain and located195

within either the TMH or APH segments. These serve to stabilize helical config-

urations in these segments. Since our focus is on association/dissociation of the

chains, and not on helix formation itself, the hydrogen bonding energies were

sufficiently strong to ensure the helices—if present—were stable at all temper-

atures studied. A switch was incorporated into the Hamiltonian to allow us to200

include or exclude either or both of these helices in any given simulation.

2.2. Monte Carlo Method

Since our model exhibits a near-first-order phase transition, we used multi-

canonical sampling (MUCA) [12], following a parallel tempering (PT) simula-

tion [9, 10]. The PT part produced estimates of the weights that were subse-205

quently fed into the MUCA simulation. To estimate these weights efficiently,

the logarithm of the density of states was expressed in terms of free energy

differences and the MBAR estimator [13] was used to best estimate these quan-

tities [14]. We applied MBAR to the full dataset of the PT simulation and

averaged over the resulting estimates of the density of states obtained from210

each temperature trajectory. For most simulations, using the weights estimated

from the PT stage led to a suitably enhanced sampling of conformation space,

hence MUCA recursions [23] were not required.

In general, methods that bias sampling in a generalized ensemble involve

generating configurations with a priori unknown weights, which are refined215

iteratively as more data are accumulated. Examples include the multicanonical

sampling, the 1/k-ensemble method [24], Wang-Landau sampling, and transition

matrix Monte Carlo [25]. The initial weights are typically set to be equal to

one, indicating an infinite-temperature setup of the system, and proposal moves

leading to unvisited states are definitely accepted to enable exploration of the220

9



whole energy spectrum. In some cases, there could be physical and geometric

constraints on the systems of interest and it may be more convenient to just

focus on a subset of the energy spectrum. One reason that we use PT as

the first stage of our simulation instead of directly applying MUCA is because

we wish both to preserve specified helical structure in TatA and to make sure225

that the molecule resides in the membrane during the course of the simulation.

Since both the medium and structure of the molecule are encoded through our

force field, an infinite-temperature simulation would inevitably sample the entire

energy spectrum and explore part of phase space which may not be interesting

to us. On the other hand, a PT simulation with suitably chosen temperature230

ladder allows us to monitor, e.g. helicity, in the simulated temperature range.

Pull moves [26] and translation moves are used as trial moves, although bi-

ased moves such as used in the configuration bias Monte Carlo [27] are also

desirable. A translation move just displaces the entire chain by a random num-

ber of lattice sites. Specifically, one of the four directions corresponding to235

±x,±y is chosen, and the chain is shifted with an amount uniformly chosen

between 1 and 10 lattice sites. Pull moves start by creating a square in the

chain and successively pulling the beads along until an existing square is un-

done or until the terminal bead is reached when there is no such square along

the path. The chain can be pulled in either direction. One feature of the pull240

move is that it stops early whenever possible, resulting in a higher acceptance

probability compared with moves that displace many beads in a configuration.

The correction noted in [28] was taken into account to ensure reversibility and

ergodicity of pull moves.

3. Results A: Membrane with two protein molecules245

We first examined the dispersed/condensed equilibrium in a membrane con-

taining just two protein molecules. To consider how the secondary structure

affects this equilibrium, simulations were conducted with all possible combina-

tions of the TatA secondary structure present: no helices, only the TMH, only
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the APH, or both. The same amino acid sequence was used in each case.250

3.1. Case 1: no secondary structure—both TMH and APH are absent

Here, and in other cases, we monitor six observables of interest: the heat

capacity (Cv), the inter-polymer contribution to total potential energy (Uinter),

the number of inter-polymer tail-tail contacts (Ntt), the number of inter-polymer

tail-loop contacts (Ntl), the number of inter-polymer contacts (Ninter = Ntt +255

Ntl), and the number of intra-polymer P-P contacts per chain (Nintra). Because

of the way the force field is defined, the P-P contacts in Nintra must happen

within the membrane, so there is a competition within the membrane between

intra- and inter-polymer P-P contacts. Results for these observables in the

simulated temperature range are shown in Figure 2.260

The heat capacity shows two distinct states with a transition temperature

centred at T = 1.2, but spanning 1.0 to 1.4. Also, the inter-polymer energy tends

towards 0 as T increases, with almost no interactions between the two polymers

when T > 1.4. Hence we see that a dispersed state dominates high temperatures

(T > 1.2) and the dimer state dominates low temperatures (T < 1.2). All265

other quantities, i.e. the various contact numbers, show the same trend as the

temperature varies: the number of contacts decreases as T increases.

In addition, comparing Ninter with Nintra, we see that when T < 1.2, more

inter-polymer contacts were observed on average than the number of intra-

polymer contacts. In particular, at T = 0.8, Ninter is about 5 contacts larger270

than Nintra. The distribution of the pair (Nintra, Ninter) was examined more

closely at the lowest temperature. The 10 most frequent combinations of Ninter

and Nintra were identified in each of the 10 MUCA runs, and their probabilities

are presented in (Figure 3). It is observed that some pairs occur repeatedly

in many runs, such as (11, 16), (12, 16), (12, 15) and (13, 15); however, none275

of them has probability above 0.03, suggesting that there is not a favourable

combination of intra- and inter-polymer contacts. In addition, Ninter is no less

thanNintra in most cases. Similar results were observed with the other secondary

structure combinations (Cases 2–4).

11



50

100

150

200

0.8 1.0 1.2 1.4

T

C
v

−40

−30

−20

−10

0

0.8 1.0 1.2 1.4

T

U
in

te
r

0

2

4

6

0.8 1.0 1.2 1.4

T

N
tt

0.0

2.5

5.0

7.5

0.8 1.0 1.2 1.4

T

N
tl

0

5

10

15

0.8 1.0 1.2 1.4

T

N
in

te
r

2.5

5.0

7.5

10.0

0.8 1.0 1.2 1.4

T

N
in

tr
a

Figure 2: Property estimates for case 1 (no helices). The six properties are the heat capacity

(Cv), the inter-polymer contribution to total potential energy (Uinter), the number of inter-

polymer tail-tail contacts (Ntt), the number of inter-polymer tail-loop contacts (Ntl), the

number of inter-polymer contacts (Ninter) and the number of intra-polymer P-P contacts

per chain (Nintra). The error bar was calculated as one standard deviation of the estimates

over 10 independent MUCA runs, each of which has starting configuration chosen from either

aggregated or dispersed state.
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Figure 3: Probability of the pair (Nintra, Ninter) taking on various values across all runs. For

each run, the 10 most frequent appearing pairs were extracted; there are in total 26 pairs of

contacts in Case 1 (no helices), since many overlaps were observed. The first number on the

top of each subplot is Nintra, and the second number is Ninter.
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3.2. Case 2: only TMH is present280

Now we switch to Case 2, where the transmembrane helix is present but the

amphipathic helix is not. The estimated properties are shown in Figure 4, from

which we see that observations we made about the various contacts in Case 1

hold also in Case 2. The transition temperature is around or below T = 1.15,

since an overlap with the adjacent error bar at T = 1.1 was observed. Our285

results for this case therefore indicate that dimerization occurs at a slightly

lower temperature when the transmembrane helix is present.

3.3. Case 3: only APH is present

In the presence of just the APH there is a very clear shift in the equilibrium

in favour of dimerization. The temperature range for the simulations was cho-290

sen to match that for all other systems (up to T = 1.6), and so did not probe

high enough temperatures to explore the fully dissociated monomer state. Nev-

ertheless, the properties at T = 1.6 are dominated by the monomer state, even

though the average inter-polymer energy is negative and the average number

of inter-polymer contacts is non-zero, which suggest that some dimers are still295

present at this temperature. Further, the data show a clear transition temper-

ature at T = 1.5, substantially higher than was observed with either no helical

structure or just the TMH present.

3.4. Case 4: both TMH and APH are present

The results when both helices are present reveal a balance between a weak300

destabilisation from the TMH and a stronger stabilisation from the APH. The

transition temperature between monomer and dimer occurs near T = 1.35, very

much midway between cases 1 (no secondary structure) and 3 (only APH).

The dispersed state is again not fully formed by T = 1.6, but in this case the

energy and the number of inter-polymer contacts are both close to zero at that305

temperature. At T = 1.4, there are about 6 inter-polymer contacts; whereas

at the same temperature in Case 3, there are still more than 10 inter-polymer
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Figure 4: Property estimates for case 2 (only TMH).
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Figure 5: Property estimates for case 3 (only APH).
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σ2
tt σ2

tl σ2
inter σtt,tl

Case 1 0.0934 0.0402 0.0635 -0.0351

Case 2 0.1106 0.1542 0.2830 0.0091

Case 3 0.4033 1.2347 0.2697 -0.6842

Case 4 0.4531 1.0330 1.0479 -0.2191

Table 1: Estimated variances of Ntt, Ntl and Ninter at the lowest temperature in each of the

four cases. Covariances (last column) have been calculated according to (1).

contacts, and there are almost no inter-polymer contacts at this temperature in

Cases 1 and 2.

From all four cases, we can compute estimates of the variances of the con-310

tacts. These are listed in Table 1.

Given the equation of variance of a sum

Var(Ninter) = Var(Ntt) + Var(Ntl) + 2Cov(Ntt, Ntl), (1)

and substituting into this equation the estimated values in Table 1, we see

that except for the TMH case (Case 2), Ntt and Ntl are negatively correlated

(Cov(Ntt, Ntl) < 0) when temperature is low, and this negative correlation is315

particularly strong in the APH case (Case 3) compared to other cases. This

observation implies that when APH is present, the chains “trade” tail-tail con-

tacts for tail-loop contacts when they form a dimer; this can be explained by

the fact that the APH creates a barrier for the tail of one chain to reach to the

loop of the other chain. It is unclear though why the TMH tends to decorrelate320

the tail-tail and tail-loop contacts.

Recapitulating all four cases, our results suggest that the amphipathic helix

tends to favour dimerization, since a higher temperature is needed to disrupt

it; and while the transmembrane helix hinders dimerization (lower transition

temperature Ttrans), the amphipathic helix appears to give the stronger effect,325

generating a bigger shift in Ttrans in Case 3 compared with Case 2, and resulting
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in an increase in Ttrans when both helices are present.

We also observed that, for Cases 2 and 4, at least 94.7% of transmembrane

helical contacts were maintained across the entire simulated temperature range;

for Cases 3 and 4, at least 96.3% of amphipathic helical contacts were main-330

tained; for Cases 1 and 3, at least 99.5% of hydrophobic (H) beads were within

the membrane region and for Cases 1 and 2, at least 97.3% of amphipathic (H2)

beads were within the interface region. These values confirm that the differences

in dimer stability were directly related to the differences in the nature of the

secondary structure, and not an indirect effect of changes in solubility or helical335

content with temperature.

4. Results B: four-chain models

The TatA transport channel can adopt variable sizes during substrate translo-

cation, hence it is interesting as well as desirable to study properties of multi-

chain systems. As a straightforward extension to Section 3, we doubled the num-340

ber of proteins while keeping the concentration fixed. In this section we consider

the results for the aggregation of four identical protein chains in the membrane.

This generates a more complex system than the two-protein systems, as partial

aggregates (dimers and trimers) are possible in addition to the fully aggregated

(tetramer) and fully dispersed (monomer) states. We have again studied differ-345

ent combinations of TatA secondary structure, looking specifically at zero or one

helix (cases 1–3 of Section 3). As will be discussed in Section 5, the dual helix

system (case 4) is best left until a more efficient trial move has been identified

to use in place of, or in conjunction with, pull moves.

All simulations have again been conducted using MBAR-enhanced Monte350

Carlo. While 10 independent MUCA runs were performed for each of the three

cases, we found that for the TMH case, not all of the ten runs sampled the

entire energy space adequately. Specifically, three of the TMH runs generated

pull move acceptance ratios of just 0.092, 0.116 and 0.125, while the rest range

from 0.16 to 0.19; the data presented in the rest of this paper, including pull355
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move acceptance ratios reported in Table 5, Appendix, have therefore been

calculated using just the seven higher acceptance ratio runs for the four-chain

TMH system. We suspect that it is more likely to be trapped in entanglements

with regular transmembrane helix than with an “amorphous” TMH. The reason

for this might be due to the following observation from the tetramer snapshots360

shown in Figure 7: In Case 2 (Figure 7b), the TMH beads (red) maintain helical

shape because of the strong interaction encoded in the helices, the hydrophilic

beads (blue) comprising the loop and tail regions (Figure 1) form a compact

configuration surrounded by TMH. It is possible that the tetramer becomes

trapped in certain collections of such configurations and the only way to get out365

of it is by deforming one or several helices; on the other hand, when there is no

helical interaction, the TMH beads can move more freely (Figure 7a), and the

different arrangements of the TMH beads may open pathways to escape from

entanglements.

Excluding the 3 runs with the lowest acceptance rates, we plot the heat370

capacity of the TMH case with error bars in Figure 8, along with the other two

cases, i.e. no helices and only APH, for both of which all 10 runs were used to

calculate the error bars.

Notice first that a single peak is observed in heat capacity, suggesting that

the system is still a two-state system even though partial aggregates can occur.375

The transition temperatures (Ttrans) for Cases 1–3 are 1.355, 1.296 and 1.638,

respectively; these results are consistent with those for the two protein systems

presented in Section 3, namely, that the amphipathic helix (APH) favours ag-

gregation whereas the transmembrane helix (TMH) hinders it, with the former

effect being stronger.380

To find out, quantitatively, what contributes to the change in heat capacity,

we have calculated the fraction of molecules in various states as a function

of temperature; these are shown in Figure 9. It can be seen that both the

temperature where both tetramer and dispersed states are equally likely, and

the temperature where the fraction of partially aggregated state is maximum,385

are nearly coincident with the transition temperature.
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Figure 6: Property estimates for case 4 (both TMH and APH).

(a) no helices (b) with TMH

Figure 7: Tetramer snapshot for Case 1 (a) and Case 2 (b).
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Figure 9: Fractions of tetramer (red), dispersed (green) and partially aggregated (blue) states

across temperatures. All three cases are shown—(a): no helices, (b): only transmembrane

helix and (c): only amphipathic helix.
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Ttrans fraction

tetramer dispersed par. aggre.

Case 1 (no helices) 1.355 0.375 0.331 0.294

Case 2 (only TMH) 1.296 0.358 0.321 0.320

Case 3 (only APH) 1.638 0.298 0.240 0.462

Table 2: Fractions of tetramer, dispersed and partially aggregated states at the transition

temperature for the three cases.

The values of the fractions at the transition temperature are shown in Ta-

ble 2. It can be seen that the partial aggregates are the most prevalent state

when only the APH is present. In contrast, they are the least prevalent for

the other two systems (no helix, or just TMH), although the frequency of the390

partially aggregated and dispersed states are very similar in the presence of the

TMH. It can also be seen that presence of either helix increases the population

of partial aggregates, and decreases the population of tetramer, with the APH

again generating a stronger effect than the TMH.

Next, we show inter- and intra-polymer contacts as functions of temperature,395

as we have done in the analysis of two-chain models. In Section 3, we decom-

posed inter-polymer contact into tail-tail and tail-loop contributions; here in

four-chain case, we shall consider only the total number of inter-polymer con-

tacts, defined as the sum of contacts from all pairs of polymers. As shown

in Figure 10, inter-polymer contacts (Ninter) clearly dominate intra-polymer400

contacts (Nintra) for all three cases. This contrasts with what we observed in

the two-chain models, where Ninter was only marginally greater than Nintra.

Table 3 shows average values of Ninter and Nintra at the lowest temperature in

the respective cases.
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Figure 10: Inter-polymer (Ninter) and intra-polymer (Nintra) contacts as functions of tem-

perature. All three cases are shown—(a): no helices, (b): only transmembrane helix and (c):

only amphipathic helix.

T Ninter Nintra

Case 1 1 58.5 9.3

Case 2 1 55.8 9.5

Case 3 1.15 58.5 8.8

Table 3: Average values of inter- and intra-polymer contacts at the lowest temperature in

each case.

5. Discussion405

The results presented above clearly show that aggregation of the proteins

is strongly favoured by the amphipathic helix. Yet, at the same time, the am-

phipathic helix tends to lead to smaller, partial aggregates rather than larger,

complete aggregates. This latter point can be understood in terms of the lim-

ited volume available at the interface, which will make it difficult to form the410

strongly ordered APH arrays that would be needed in much larger aggregates.

While very clearly defined within our continuum membrane model, such vol-

ume constraints on the APH are also likely to be found within a fully atomistic

model of the protein membrane system. Thus these observations are relevant for

the mechanism for pore formation during Tat translocation. The most widely415

accepted conjecture for the structure of a Tat pore is one in which the APH
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of TatA folds up into the membrane to become another transmembrane helix

and forming a U-shape with the TMH; many of these TatAs are assembled to

form a double wall to a cylindrical pore, with the TMH forming the outer wall

and the APH forming the inner wall [15]. Our model shows that the APH can,420

indeed, drive aggregation, but does so with an inefficient packing that is unlikely

to support the spontaneous and coordinated upward folding of the TatA APH

on a sufficient scale for pore formation. It could, however, create aggregates of

APH that were available to interact with a triggering event—perhaps such as

the Tat signal sequence interacting with a TatBC complex.425

More and larger simulations are needed to determine the relative stability

of different possible TatA aggregates. The results presented in this work show

that methods such as MBAR-enhanced MC [14] make it viable to model larger

aggregates—at least when up to one helix is present. However our simulations

showed that the acceptance rate for pull moves decreased substantially with430

the number of helices in each protein, and became unacceptably low for the

double helix with four molecules (see Appendix). The problem lies in the large

energy penalty associated with disrupting the helical structure, which means any

proposal move which displaces beads out from the helix is likely to be rejected.

The pull move starts by randomly choosing a “pull bead” and then using it to435

pull one end of the molecule through two lattice spacings. This may result in

moving any helix it encounters along the protein which, depending on amino

acid sequence, is likely to generate a large energy penalty. Thus any pull move

which selects a pull bead within a helix, or which pulls an end of the molecule

that contains a helix, is likely to be rejected. The effect is manageable with a440

single helix, but leads to a low sampling efficiency for the loop region when both

the TMH and APH are present.

The situation can be alleviated by incorporating a more efficient move set

that recognizes, or learns from, the underlying potential. One could, of course,

manually encode the sequences of helix blocks into the program and change445

the trial moves accordingly, but it would be hard to generalize. Even better

would be to design moves that can adapt to any given potential. Several exist-
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ing methods are manifestations of this idea, such as configuration bias Monte

Carlo (CBMC) [27], hybrid Monte Carlo [29], and a more recent MC scheme

called fragment regrowth via energy-guided sequential sampling (FRESS) [30].450

The last method is especially appealing to lattice MC simulations, as it is

originally implemented to search for the global minimum energy conformation

in hydrophobic-polar protein folding models. The FRESS method resembles

CBMC in that regrowing the chain is also involved, as the name suggests. How-

ever, it differs from CBMC in two respects: 1) more often an internal segment455

is regrown, instead of regrowing the chain all the way up to the terminal residue

each time; and 2) the segment to be regrown has variable length. These two

features equip FRESS with the capability both to explore configurations that

are local and to carry out more global moves, which allows the algorithm to

jump out of local energy basins. This last point would be particularly useful in460

exploring the thermodynamic stability of the proposed Tat pore structure.

The MBAR-enhanced Monte Carlo can be used in both on- and off-lattice

models, and while we used parallel tempering and multicanonical sampling

methods, other choices are available. For example, instead of running MUCA

simulations and reweighting the data to obtain property estimates, we could use465

methods like the Wang-Landau algorithm to further refine the density of states,

using those estimates derived from PT and MBAR as a guide.

6. Conclusions

We have constructed a simplified lattice model to study the effect of helices

on protein aggregation in membranes. The model is motivated by TatA aggre-470

gation in the twin-arginine translocation pathway; TatA is a membrane protein

that contains both a transmembrane helix (TMH) and an amphipathic helix

(APH). A recently proposed Monte Carlo approach, which exploits the statisti-

cal optimality of the MBAR estimator, was used [14]. We observed that for both

two- and four-chain models, the TMH tends to disfavor aggregation whereas the475

APH favors it. The effect of the APH is stronger, and leads to the formation of
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partial aggregates in a manner that is consistent with the current mechanistic

understanding of Tat pore formation. However, a better move set is needed

for further improvement of simulation efficiency, since pull moves do not enable

adequate sampling of the loop region between the two helices. Nevertheless,480

we have shown that MBAR-enhanced Monte Carlo is a promising approach for

the study of complex, multiscale processes like protein aggregation. Our work

also serves to motivate more computational research in TatA aggregation, or

the Tat process in general, that calls for computer simulations in addition to

experiments to elucidate its mechanism.485
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Appendix

The following list of notations are introduced:

1. nk: the number of beads in polymer k.

2. xi: the coordinate of bead i in a polymer. It defines a point in 3-D space.495

3. ci: the color of bead i in a polymer. When there is no interface, it is either

hydrophobic (H) or hydrophilic (P); when there is interface, it is one of

H, P or H2.

4. dij : the Euclidean distance between beads i and j.

5. εij : the strength of interaction between beads i and j, as a linear function

of dij ,

εij =


εmax(dij−dcut)

1−dcut , 1 ≤ dij < dcut

0, dij ≥ dcut

where dcut is the cut-off distance and εmax defines the maximum interac-500

tion when dij = 1.

6. M : the membrane region, M = {(x, y, z) ∈ Z3 : 0 < z < hmemb}, where

Z3 denotes set of all 3-D integer point and hmemb defines the height of

membrane.

7. C: the lower (cytoplasmic) side of the interface.505

C = {(x, y, z) ∈ Z3 : −hinter ≤ z ≤ 0}, where hinter is the height of

interface.

8. P : the upper (periplasmic) side of the interface.

P = {(x, y, z) ∈ Z3 : hmemb ≤ z ≤ hmemb + hinter}

9. W : the water region. When there is no interface, it is everywhere else of510

M , i.e. W = M c, the complement of set M ; when there is interface, it is

everywhere else of M , C and P , i.e. W = (M ∪ C ∪ P )c.

10. δ: delta function. We define the following for membrane region and hy-

drophobic beads, the sets of notations {δWW, δW, δpp, δp}, {δCC, δPP, δC, δP, δh2-h2, δh2}

are defined similarly for water region and hydrophilic beads, and for in-
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terface region and H2 beads, respectively.

δMM(i, j) =

1, if xi, xj ∈M

0, otherwise

δM(i) =

1, if xi ∈M

0, otherwise

δhh(i, j) =

1, if ci = cj = H

0, otherwise

δh(i) =

1, if ci = H

0, otherwise

It is understood and should be clear in the context that the delta functions

also depends on polymer index k, s, t.

11. Hb: set which defines hydrogen bond condition.

Hb = {(i, j) : j − i = 5, j%4 6= 0 or i%4 = 0, (j + 1)%4 = 0, j − i = 3}

where percent sign is the modulo operator. This requires the starting515

index of a sequence of beads comprising helix being a multiple of 4. The

associated delta function for this set is denoted δhbond.

Now, each individual terms in the potential are given by

Ekintra = −
∑
j−i≥3

δMM (δhh δhbond (f1 εhbond) + δpp εij) + (δCC + δPP) δh2-h2 δhbond(f0 εhbond)

+ δWW(δhh + δh-h2 + δh2-h2)εij ,

Ekim = −
nk∑
i=1

δM δh εhm + δW δp εpw + (δC + δP)δh2 εh2inf,

and

Es,tinter = −
ns∑
i=1

nt∑
j=1

δMM δpp εij + δWW (δhh + δh-h2 + δh2-h2)εij .

The summation in Ekintra is taken over all pairs of beads in polymer k that

are separated by at least 3 beads apart, which is the smallest number of beads520

required to form a contact in a rectangular lattice. In Ekintra, εhbond sets the

strength of helical contact and f1, f0 are factors that control the strength of

the transmembrane- and the amphipathic-helix, respectively. The εhm, εpw and

εh2inf in Ekim reflect, respectively, the tendency of (1) a hydrophobic bead to stay
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Parameter Value

case 1 case 2 case 3 case 4

εhbond 0 4 4 4

f1 0 1 0 1

f0 0 0 1 1

εhm 4 4 4 4

εh2inf 4 4 4 4

εpw 1.2 1.2 1.2 1.2

εmax 1 1 1 1

dcut 1.7 1.7 1.7 1.7

hmemb 5 5 5 5

hinter 1 1 1 1

Table 4: Parameters used in the lattice polymer model.

in membrane, (2) a hydrophilic bead to stay in water, and (3) an amphipathic525

bead to stay in either side of the interface.

Table 4 lists the parameter values used in the lattice polymer model.
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case temperature ladder box size PT iters (per tem-

perature)

MUCA iters pull move accep-

tance in MUCA

approx CPU time

per 107 iters

(PT/MUCA)

Two-chain

1 0.8 1 1.2 1.5

90

3× 107 7× 107 0.31

7h/1h
2 0.8 1 1.2 1.4 3× 107 1.9× 108 0.20

3 0.9 1.1 1.35 1.6 3× 107 1.9× 108 0.21

4 1.1 1.25 1.4 1.6 5× 107 3.7× 108 0.09

Four-chain

1 1 1.15 1.3 1.5

114

3× 107 1.9× 108 0.28

9h/2h2 1 1.1 1.25 1.4 5× 107 2.5× 108 0.18

3 1.15 1.3 1.55 1.8 5× 107 2.5× 108 0.20

Table 5: Additional simulation information: temperature ladder, the size of the cubic simulation box with periodic boundary condition, number of

parallel tempering iterations per temperature, number of multicanonical iterations, pull move acceptance rate in MUCA simulations, and approximate

CPU time for 107 iterations in PT/MUCA. The number of attempted pull moves is 70 per 100 iterations, the remaining 30 is the number of translation

move attempts
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