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Summary

X-ray rocking curve analysis is an example of a changing application domain.
The salient characteristic of such a domain is that situations and facts can change over
time. This means that the domain cannot be modelled by a fixed set of fuzzy rules.
Instead, the rules must change over time and these changes must model actual changes
that occur in the application domain. Three new techniques have been developed for
altering a set of fuzzy rules: altering the credibility weight of an expert and using
connection matrices to shift the focus of attention between different sets of rules; fine-
tuning and changing the membership functions of fuzzy premise variables and thereby
altering the meaning of the rules; and generating new fuzzy rules by inductive
learning ﬁom examples.

A fuzzy system for X-ray rocking curve analysis has been developed and used
to test each of these techniques. This fuzzy system uses frames, logic-based variables,
connection matrices and credibility weights, fuzzy rules and a record of previous
decisions in order to model X-ray rocking curve analysis. Question and answer
sessions with the user are used to describe experimental rocking curves and structural
parameters are deduced from this description. These structural parameters are then
used to simulate a theoretical curve, which is compared with the experimental one.
A performance measure is derived to calculate the degree of matching between the
two curves. This performance measure is used to test each of the three techniques in
turn. Tests have shown that the fuzzy system optimises its performance to suit new

situations and facts.
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CHAPTER 1. Introduction.



1.1 Introduction.

This thesis introduces three new techniques that allow a fuzzy system to make
decisions in a changing application domain. A fuzzy system is an intelligent system
that uses fuzzy if/then rules to model imprecise and uncertain concepts (Zadeh 1992b).
Deductions are made about these concepts and these deductions are used to solve
problems in an application domain. For example, fuzzy systems have been used to
control a plant (Mamdani 1975, Berenji 1992), to make a diagnosis of a patient’s
symptoms (Sanchez 1992) and to interpret and model uncertainty in computer vision
(Keller and Krishnapuram 1992). In each of these cases, the fuzzy systems were
applied in static application domains.

A static application domain is one that does not change over time. In these
types of domains, the relationships between inputs and outputs to a fuzzy system can
be modelled using a fixed set of fuzzy rules. A changing application domain is one
where the relationships between inputs and outputs to a fuzzy system can change over
time. Deductions that are correct for the current inputs and outputs can be incorrect
for later ones. A fixed set of fuzzy rules cannot model this type of behaviour. Instead,
the fuzzy system needs to adapt and change its rules in order to follow the changes
that occur in the application domain.

Fuzzy rules use vague concepts in the premises and a single vague concept in
the consequences of the rules. Input data is presented to the fuzzy system and a set
of outputs is inferred. Fuzzy rules are derived using two methods: elicitation of
heuristics from human experts; and directly from data using statistical means (Kosko
1992a). In a static application domain, once the rules are derived they remain fixed

and do not change over time. In a changing application domain, the rules must change.



Three methods can be identified for adapting and changing rules in a fuzzy
system. The first method is to shift the focus of attention between different sets of
rules. The second is to alter the meaning of individual rules. The third method is to
generate new fuzzy rules. In this thesis, three new techniques are introduced for
implementing each of these methods. In the first technique, a set of experts’
credibility weights are evaluated and incrementally altered to suit the most recent
decisions made by the fuzzy system. These credibility weights are used to choose the
most appropriate fuzzy rules to use in a decision. In the second technique, individual
fuzzy rules are fine-tuned and changed in order to optimise the performance of the
rules. In the third technique, inductive learning from examples is used to generate new
fuzzy rules from an example set of recent inputs and outputs taken from good
decisions made by the fuzzy system. These techniques are demonstrated using a fuzzy
system for X-ray rocking curve analysis. This is an example of a changing application
domain.

An X-ray rocking curve is the spectrum obtained when a single crystal is
rotated in an X-ray beam through an angle at which it diffracts strongly (Halliwell,
Lyons and Hill 1987). It is highly sensitive to the details of the structure of the outer
layers of the material. The measurement and analysis of double X-ray rocking curves
are widely used in research and in industrial production as a means for investigating
the perfection of a wide variety of natural and synthetic crystals (Bowen, Hill and
Tanner 1987). The number of different structures that can be analysed, and the
different relationships between experimental rocking curves and their underlying
structures, is computationally infinite. It is impossible to prescribe for all these

possibilities in a fixed set of rules.



A fuzzy system for X-ray rocking curve analysis has been developed. This
fuzzy system uses the three new techniques to adapt a set of fuzzy rules to a changing
application domain. The purpose of this thesis has been to introduce these three new
techniques, to demonstrate their use in a particular changing application domain and

to test each of the techniques using sample data taken from the domain.

1.2  Organisation of the thesis.

Chapter 2 is a review of the techniques of the calculus of fuzzy if/then rules
as applied in fuzzy systems. The techniques of fuzzification and defuzzification are
reviewed and then the review is extended to deal with the situation where fuzzy
systems are applied in changing application domains. Three methods for adapting and
changing fuzzy rules are identified and existing techniques are reviewed that attempt
to implement these methods. In each case, arguments are given to justify the
development of new techniques.

Chapter 3 is a review of X-ray rocking curve analysis, an example of a
changing application domain, taken from the literature. The review includes a
description of the problem, the usual method of solution, the problems associated with
this method and a justification for the development of a fuzzy system for this
application.

Chapter 4 presents a new technique for changing the focus of attention in a
fuzzy system. This technique incrementally alters experts’ credibility weights on the
basis of recent decisions involving the rules of these experts. A mathematical equation
is defined to calculate the size of changes and the technique is tested using a fuzzy

system for X-ray rocking curve analysis. A particular limitation of this technique is



discussed and one solution to the problem is presented at the end of the chapter.

In Chapter 5, two techniques for fine-tuning and changing fuzzy rules are
presented. The first technique uses a simplified version of fuzzy rules. These rules use
discrete values in the premises of the rules. However, because this technique restricts
the deductive power of the underlying fuzzy logic, a second technique is presented.
The latter technique uses vague linguistic labels in the premises. Both techniques are
tested using a fuzzy system for X-ray rocking curve analysis.

Chapter 6 presents a new algorithm for generating new fuzzy rules using
inductive learning from examples. Six fitness functions based on well-established
evaluation criteria are derived and used to test new rules. This algorithm is tested
using examples taken from a fuzzy system for X-ray rocking curve analysis.

A fuzzy system for X-ray rocking curve analysis is presented in Chapter 7.
Object-oriented programming and a number of knowledge representation techniques
are used to implement the fuzzy system. A performance measure for X-ray rocking
curve analysis is also derived. The fuzzy system is tested using 100 sample decisions.

Chapter 8 presents a number of benefits and limitations of the three new

techniques. A number of areas for possible future work are also presented.



CHAPTER 2. Review of fuzzy systems in changing application domains.



2.1 Introduction.

Fuzzy logic deals with imprecise, uncertain and unreliable knowledge. It
relates vague linguistic descriptions of a concept to a partial membership that takes
values ranging from 0 to 1. These values are the degree to which a particular input
matches a vague concept. A strict mathematical framework has been derived to model
this (Zadeh 1992a, Yager 1992, Kosko 1992a), but for most practical applications a
relatively restricted part of fuzzy logic called the calculus of fuzzy if/then rules is used
(Zadeh 1992b). In this calculus, a set of fuzzy rules is created so that these rules
estimate the relationships between inputs and outputs to the system. Deductions are
made by firing rules concurrently. An intelligent system that uses this calculus is
called a fuzzy system.

In the case where a fuzzy system is operating in a changing application
domain, changing or time-related knowledge will be presented to the fuzzy system.
These types of knowledge will alter the relationships between inputs and outputs to
the fuzzy system. As new relationships occur, a fixed set of fuzzy rules will become
ineffective. This is because the fixed set of rules describes the original relationships
between inputs and outputs. These rules fail to describe the new relationships.
Therefore, when application domains change, the fuzzy rules that model these
domains will also need to change.

There are three ways in which a fuzzy rulebase can be changed. Firstly, the
focus of attention can be shifted from one set of fuzzy rules to another. In this way,
the performance of the fuzzy system is optimised by choosing those rules that have
been successful in the recent past. The second way in which a fuzzy rulebase is

changed is to fine-tune and alter the meaning of the fuzzy rules. This customises the



existing rules to suit the most recent relationships between inputs and outputs. The
third way is to generate new fuzzy rules from an example set of inputs and outputs
to the fuzzy system. Inductive learning from examples is the most effective method
for generating new fuzzy rules in a changing application domain. This is because it
focuses on the most recent examples and uses these to create relevant rules. But new
rules must also be tested before they are incorporated into the fuzzy rulebase. Fitness
functions based on evaluation criteria for intelligent systems are used to test new rules.
These fitness functions are mathematical formalisations of these evaluation criteria.
They give a rigorous and objective measure of the degree to which a new rule satisfies

the evaluation criteria.

2.2  Fuzzy systems.

Fuzzy systems use the calculus of fuzzy if/then rules to represent knowledge
and make deductions (Zadeh 1992b). This calculus is a fairly self-contained collection
of concepts and methods for handling knowledge that is imprecise, uncertain or
unreliable. The general form of a fuzzy rule is as follows:

IF X, = A, ANDX, = A,... AND X, = A,

2.1)

THEN Y =B
where X, ..., X, are fuzzy premise variables, A, ..., A, are linguistic labels, Y is
a fuzzy consequent variable and B is a linguistic label. The logical OR connective can
be substituted for the AND connective in this rule. Figure 2.1 shows a simple

example of a fuzzy rule for boiling an egg.



IF temperature of the water = VERY HOT
AND time of cooking = VERY LONG
THEN egg = HARD

Figure 2.1  Example of a fuzzy rule for boiling an egg.

A fuzzy rule is defined in terms of vague linguistic labels, such as VERY HOT and
VERY LONG. Fuzzy rules are fired concurrently and these deductions are then used
to solve particular problems in an application domain (Kosko 1992a). What is
important in practical applications is that the fuzziness of the antecedents eliminates
the need for a precise match with the input. As a consequence, in a fuzzy system,
each rule is fired to a degree that is a function of the degree of match between its
antecedent and the input. Fuzzy systems have been used in a number of application
areas, e.g. controlling a plant (Mamdani 1975, Berenji 1992), diagnosing of a
patient’s symptoms (Sanchez 1992) and interpreting and modelling of uncertainty in

computer vision (Keller and Krishnapuram 1992).

2.2.1 Fuzzification.

The inputs to a fuzzy System are sets of discrete values. These discrete values
are passed to fuzzy variables in the premises of fuzzy rules. Each fuzzy variable has
a set of membership functions which corresponds to a set of linguistic labels. In
practice fuzzy engineers have found triangular and trapezoidal shapes help capture the
modeler’s sense of fuzzy numbers and simplify computation (Kosko 1992a). But
monotonic and bell-shaped functions have also been used (Berenji 1992). Each time
a value is passed to a fuzzy premise variable, that value is fuzzified. This means the

value is tested against the membership functions of the fuzzy variable and the level



of truth for each triangular function is calculated. There is one triangular function
associated with each linguistic label and the calculated value, or the level of truth, for
this triangular function is considered the support for this linguistic variable. The set
of linguistic labels for a fuzzy variable is called its term set (Zimmermann 1991).
For a fuzzy premise variable A, a fuzzy membership function m, : Z - [0, 1]
assigns a real number between 0 and 1 to every element z in the universe of discourse
Z. This number m,(z) indicates the degree to which the data z belongs to the fuzzy set
A. m,(2) is also called the test score for the variable A (Zadeh 1987). As an example,
assume the membership functions m(z) for the fuzzy premise variable 4 as shown in

Figure 2.2.

m(z}

J 1

0.8 1
0.6 1
0.4 1

0.3

0.2 1

0o y
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Figure 2.2. Triangular membership functions for a fuzzy premise variable A. Each

triangle is associated with a linguistic label L1, L2, L3, L4, L5.

When the input value for this variable is 0.65, this produces the following levels of
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membership: {L1 = 0.0, L2 = 0.0, L3 = 0.0, L4 = 0.3, L5 = 0.3}. {L1, L2, L3,
L4, L5} is the term set for A. For each fuzzy variable A, the fuzzy measure m,(2) is
defined. This measure is the degree to which the variable is compatible with its
intended meaning. For example, the fuzzy variable remperature of the water with the
term set {EXTREMELY HOT, VERY HOT, FAIRLY HOT, TEPID, COLD}, will
be a fuzzy measure defined by a relation that constrains the input variable for
temperature of the water and produces a test SCOre Mypuperiure(2). The values that
temperature_of the water can take are defined by a fuzzy definition of
TEMPERATURE. This definition signifies a possibility distribution of the variable
temperature of the water. How TEMPERATURE achievesthis possibility distribution
is programmed into the fuzzy system, either after consultation with experts in the field
of application or after using some kind of learning from examples (Kosko 1992a). The
values of temperature of the water are used to define the test SCOT€ Mypyperirirs(2).
This test score is in the interval [0,1] and its value describes the level of water
temperature. It is a fuzzy interpretation of the input value for this variable. Triangular
or trapezoidal membership functions map the input value into intervals in [0,1].
Trapezoidal membership functions are shown in Figure 2.3. Trapezoidal membership

functions are used in exactly the same way as triangular memberships.

2.2.2 Firing a fuzzy rule.

In order to fire a fuzzy rule, the membership values for each fuzzy premise
variable and linguistic label are calculated. These are the test scores for each premise
in the antecedent of the rule. Next, the min or max functions are used to calculate the

overall value of the antecedent. The min function is used when the fuzzy premises are
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Figure 2.3  Example of trapezoidal membership functions.

linked together by the AND-connective. The max function is used for the OR-
connective. In situations where estimates can vary drastically, robust fuzzy logic
connectives are the least sensitive to variations in interpretation and belief. It was
recently shown that min(a,b) is the most robust AND-operation and max(a,b) is the
most robust OR-operation. These results were proven as a pair of theorems (Nguyen,

Kreinovich and Tolbert 1993).

2.2.3 Defuzzification.

The consequent of a fuzzy rule is not evaluated until all the rules in the fuzzy
ruleset are fired. Single numerical values are calculated from the membership
functions as outputs of the fuzzy system. This process is called defuzzification and a
number of defuzzification strategies have been developed. These include the mean of
maximum-membership defuzzification method, Tsukamoto’s defuzzification method,

12



a defuzzification method for when the output of the fuzzy rules are functions of their
inputs and the centroid defuzzification method (Berenji 1992).

The mean of maximum-membership defuzzification method generates a discrete
output value by averaging the support values at which the membership values reach
their maximum. In the discrete case, this is calculated by:

k

<
Z‘ =

=
where k is the number of quantized z values which reach their maximum
memberships. Tsukamoto’s defuzzification method calculates a discrete output value
by:

A = 2_:} W X;

Yw,

i=I
where n is the number of rules with firing strength (w,) greater than 0 and x, is the
amount of control action recommended by rule i. This method is used for monotonic

membership functions. Fuzzy rules can also be written so that the outputs are

functions of their inputs. In this case, a rule i is written as:

IF Xl = Al, AND Xz = A2] AND ... xn = AIL

THEN Z = ﬁ(X,, Xz, e X,)
Assuming that o is the firing strength of i, the discrete output value is calculated by:

VA = E o fixl, x2, ... xn)
i=1
E oG
i=1
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where n is the number of firing rules.

The centroid defuzzification method is the most commonly used because it
gives a unique value and it uses all the information in the output distribution (Kosko
1992a, 1993b). The method works by combining all the fuzzy rules in the knowledge
base that have the same fuzzy variable as consequent. Each time a fuzzy rule is fired,
the support for the fuzzy premise is calculated and the area of the triangular function
of the consequent up to this level of support is used to calculate the output value.
Equation (2.2) is then used to derive the defuzzified value B:

B = E y; ms(y;)
i- 2.2)

E mx(y;)
j=1

where my(y;) is the level of membership at the value y; for the fuzzy variable, and y,
partitions the range of values of the consequent variable into n equal sections (Kosko
1992a). The value of B is a discrete real value in the interval [0,1]. This value is the
centre of gravity of the distribution of the output set. When more than one rule is
fired, a number of areas can be included in this calculation. These areas will overlap.
A simple outline of the areas results in the same output value being calculated
whenever the number of overlapping areas is large. Adding the overlapping areas
produces an additive output set that avoids this problem (Kosko 1993a).

As an example, take a consequent variable B and assume this variable has the
following support for its term set: {L1 = 0.0, L2 = 0.0, L3 = 0.0, L4 = 0.35, L5
= (.25}. The additive output set for this fuzzy variable is shown in Figure 2.4. The
range of values for the variable B are split into a number of equal sections, say, 0.0,
0.1, 0.2, ..., 1.0. The maximum vertical value in the output set at each of these
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The additive output set for the fuzzy consequent variable B is the area
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Values taken from the additive output set are used to calculate the
defuzzified value of the fuzzy consequent B.
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sections is taken. These values are illustrated in Figure 2.5. Equation (2.2) is then

used to produce the following calculation:

B = 0.5 %x0,35+0.6x0,35+0.7x0.25+0.8x0.35+0.9x0,25 0.679

0.0+0,0+00+00+0,0+0.35+0.35+0.25+0.254+0.25

Therefore, the result of centroid defuzzification is 0.679, a discrete value.

2.3 Fuzzy systems in changing application domains.

Kosko’s Fuzzy Approximation Theorem proves that fuzzy systems adaptively
estimate continuous functions from data without specifying mathematically how
outputs depend on the inputs (Kosko 1992b). This theorem indicates that a set of
fuzzy rules can be created so that these rules estimate the relationships between inputs
and outputs to the system. There are two major constraints on these kinds of fuzzy
systems. The first is that the functions estimating the relationships between inputs and
outputs must be continuous. The second constraint is that the application must be non-
changing or static. When the application domain is changing, the continuous function
that maps inputs to outputs also changes. This means that a set of fuzzy rules that
estimates one continuous function will become ineffective as new relationships
between inputs and outputs occur. In fact, for the system to be effective in the context
of these new inputs and outputs, the fuzzy rules that estimate the continuous function
will need to change in order to adaptively estimate the new continuous function. Thus,
when application domains continually change, the fuzzy rules that model these
domains will also need to continually change (Partridge and Tjahjadi 1994b).

There are three ways in which a fuzzy rulebase can be changed. Firstly, the
focus of attention can be shifted from one set of fuzzy rules to another. Secondly, the

meaning of fuzzy rules can be fine-tuned and changed. Thirdly, new fuzzy rules can
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be generated to deal with new situations and facts.

2.3.1 Shifting the focus of attention from one set of fuzzy rules to another.

By shifting the focus of attention from one set of fuzzy rules to another,
attention is focused on those rules that produce the best decisions given the current
inputs and outputs. The performance of the fuzzy system is optimised by choosing
those rules that have been successful in the recent past.

This can be implemented by weighting each of the rules relative to each other
and then altering these weights over time. The weight assigned to a particular rule
depends on the past performance of that rule (Rada 1985, 1991). A training phase is
used to adjust the rule weights until equilibrium is reached. In supervised training,
inputs to the system are tested using perfect outputs produced after consultation with
a human expert. In unsupervised training, statistical methods are used that compare
the performance of each rule with the error rate of the fuzzy system. Rules which
contribute to low error rates have their weights slightly amplified. Rules that
contribute to high error rates have their weights reduced (Cox 1993). The main
problem with these kinds of systems is that whenever the ruleset is incomplete then
the determination of the correct rule weights is an NP-hard problem (Valtorta 1988).
This is shown to be the case independent of the size of the rulebase.

Another method is to use connection matrices and experts’ credibility weights
in order to shift the focus of attention between different sets of rules (Kosko 1987).
A connection matrix for an individual expert is built from the heuristics used by that
expert. The different sets of fuzzy rules used by different experts need not be
equivalent, but each expert is given a credibility weight. This is a measure of the
experience of the expert. The individual expert’s connection matrix is scalar multiplied
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by his/her credibility weighting, and all the connection matrices are added together.
The fuzzy system makes deductions on the basis of those fuzzy rules with the highest
weightings in the combined matrix (Partridge and Tjahjadi 1991). The result of each
decision made by the fuzzy system is fed back and used to adapt the credibility
weights and hence shift the focus of attention between different sets of rules. A

detailed presentation of this method is to be found in Chapter 4.

2.3.2 Fine-tuning and changing the meaning of fuzzy rules.

At a finer grain, the meanings of specific fuzzy rules can be fine-tuned and
changed. In this way, the fuzzy rules are customised to particular types of input and
output data.

One way to fine-tune fuzzy rules is to use a linguistic hedge or modifier to
change the meaning of a fuzzy set. A number of modifiers have been defined,
including very, more or less, plus and slightly (Zadeh 1987, Zimmermann 1991).
Each of these modifiers changes the test score m,(z). For example,

very A = (m,(2))*

more or less A = (m,(2))*

These modifiers alter the shapes of membership functions and in this way they change
the meanings of the linguistic labels used in fuzzy rules.

A second way is to select alternative models of defuzzification (Cox 1993,
Kosko 1992a). In Section 2.2.3, four methods are described. Although the centroid
method uses all the information in the output distribution and gives a unique value,
it may be the case that particular input/output relationships are better modelled by an

alternative method. When the relationships are modelled by monotonic membership

18



functions, Tsukamoto’s defuzzification method will be the most appropriate. When the
output values are functions of the inputs to the fuzzy system, then the defuzzification
method will need to incorporate this information in its calculations. A meta-rule can
be incorporated into the fuzzy system that makes decisions between different methods
of defuzzification when this is appropriate.

A third way is to structurally modify the membership functions of the fuzzy
premise variables. A set of meta-rules can be used to implement this. These meta-
rules use performance measures defined in terms of the application domain. A scaling
factor is applied to all inputs to the fuzzy system and these weights are altered on the
basis of the performance measures. Thus, the scaling factor is incrementally changed
until the desired output values are achieved (Daugherity et al 1992). The membership
function relating to a particular linguistic label is narrowed or widened depending on
whether the performance measure is above or below an expected value.

An alternative method is to use a simplified version of a fuzzy rule that uses
discrete values in its premises. Each time a good decision occurs using this rule, the
input value that fires the rule is recorded. These values can be used to change the
premise value in order to adapt the rule more precisely to the input data (Partridge
and Tjahjadi 1994a). This method is presented in detail in Chapter 5. The trouble with
this method is that it fails to utilize the effectiveness of fuzzy rules that use linguistic
values in their premises and consequents. These linguistic values interpret knowledge
as a collection of elastic constraints on a collection of variables. This is effected by
mapping these values to a set of membership functions, usually a set of triangles.
Inference is then viewed as a process of propgigation of elastic constraints (Zadeh
1992a). A more effective method for changing ihe meaning of fuzzy rules is to adapt
and fine-tune the triangular membership functions attached to the term set of linguistic
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values. An algorithm that alters the membership functions of fuzzy premise variables
is presented in Chapter 5. This algorithm fine-tunes and changes the meanings of
fuzzy rules so that the performance of the fuzzy rulebase is optimised (Partridge and
Tjahjadi 1994b). The method is more fine-grained and sensitive than the method using
performance measures and scaling factors. Whereas the first method simply narrows
or expands the membership functions, this new method uses both the negative and
positive decisions to both alter the width and move the triangles until they reach a new
equilibrium. By continually applying this method, the meaning of fuzzy rules can be

altered to suit current input - output data.

2.3.3 Generation of new fuzzy rules.

The third way in which a fuzzy rulebase can be changed is to create new fuzzy
rules. There are three main methods used to do this: neural networks; genetic
algorithms; and inductive learning. Neural networks have been used to adaptively
infer new fuzzy rules from training data (Lee 1991, Kosko 1992a). An unsupervised
adaptive clustering scheme will "blindly" generate and refine a bank of rules. A
supervised learning technique can be used when there is additional information to
accurately generate error estimates. Genetic algorithms (GAs) have also been used.
This method takes an existing fuzzy ruleset and maps each rule into a set of numbers
or characters, each element of which is a representation of a rule element (Johnson
and Feycock 1991). Operators then act on the representation of the rule in order to
incrementally create new rules. The simplest GAs use three operators: reproduction,
crossover and mutation. Each new rule is checked against instances from the real
world and a fitness measure is used to decide whether the rule is to be integrated into
the rulebase. An important difficulty with GAs is to define an adequate fitness
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function. New fuzzy rules have been created using a GA in the field of fuzzy control
(Karr and Gentry 1993). The third method is inductive learning (Arunkumar and
Yagneshwar 1990). Inductive learning schemes automatically generate new
information by abstracting generalities from a set of instances of some phenomenon
(D. Partridge 1992). In the case of a fuzzy system, the set of instances are examples
of inputs and outputs to the system and the generalities abstracted are a set of new
fuzzy rules. These three methods are important paradigms in the field of machine
learning (Forsyth 1989, Kocabas 1991).

For completeness, mention should also be made of two other important
machine learning paradigms, explanation-based learning (EBL) and case-based
learning (CBL). EBL is a deductive scheme that uses a single training example in
conjunction with domain knowledge to generate an operational version of an already
known concept (Bergdano, Giordana and Saitta 1991). The proof is viewed as an
"explanation”. In the CBL paradigm, a previous case is used to solve a new problem.
Cases similar to the current case are retrieved from the case memory and the most
appropriate case is selected and modified to fit the current case (Nakatani, Tsukiyama
and Fukuda 1991, Maher 1991). This paradigm is similar to EBL in that the strategy
is stored for a particular problem. It differs from EBL in that the strategy is not
simply re-used, but is actually modified. Other machine learning paradigms include
conceptual clustering, learning from analogy, rote learning, advice taking, learning
from examples, apprentice learning, etc., but these are usually variations of the five
paradigms just described (D. Partridge 1992).

The most suitable paradigm for learning new fuzzy rules in a changing
application domain is inductive learning. Neural networks are a good technique for
generating and fine-tuning banks of fuzzy rules. But a changing application domain
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will often need to generate just a few new rules in order to adapt to new situations and
facts. By focusing in a directed manner on the most recent set of instances, and
creating new rules from this small example set, inductive learning is more efficient
at generating small sets of relevant rules. Genetic algorithms generate rules by
mechanically changing existing rules. Then these rules are filtered through a set of
fitness functions. These functions guide the search for new rules by using statistical
measures. In the case of a changing application domain, it is computationally more
efficient to focus on recent instances and use these to generate relevant rules rather
than to syntactically alter existing rules in order to create new ones. By filtering
inductively learned rules through a set of fitness functions, the statistical methods of
genetic algorithms are combined with the more intentional and directed clustering
techniques of inductive learning. EBL and CBL depend on stereotyped problem
domains and are not really applicable in a domain that is steadily and ineluctably

changed.

2.4 Inductive learning and fuzzy systems in changing application domains.

Inductive learning uses an example set of specific instances in order to infer
concepts or principles. A large number of inductive learning systems have now been
implemented, including INDUCE, EXTRAN7 and GLAUBER (Forsyth 1989). Most
of these systems classify a training set of examples according to a predefined set of
concepts or classes. For example, the ID3 algorithm of J. R. Quinlan creates a
classification tree from an example set of features of domain objects. These features
could be diet, size, colour and habitat and the classification could be for species of
animals. The ID3 algorithm induces the optimal decision tree for classifying the
example set of instances (Luger and Stubblefield 1989).
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At an epistemological level, the concepts inferred by inductive learning cannot
be proved correct. However, at a pragmatic level a statistical dimension cannot be
ignored. According to Forsyth, the most useful hypotheses in real life are fuzzy rules
of thumb already contradicted by a small number of counter examples (Forsyth 1989).
These rules of thumb are not logically correct, but they have a very practical use.
Such rules form what is termed commonsense knowledge. To illustrate this, take the
example of the fuzzy rule for boiling an egg (see Figure 2.1). If the temperature of
the water is very hot and the time of cooking is very long, then the egg will be hard.
That is, except when the egg is badly cracked or when there is not enough water in
the saucepan. The above rule is still very useful even though it is contradicted by the

two cases cited. Most of the fuzzy rules used in fuzzy systems have this characteristic.

Another problem with inductive learning is that knowledge is not divided
neatly into clearcut instances of concepts. The demarcation between concepts is often
imprecise, uncertain and unreliable. To use a different term, instances can often be
fuzzy. This kind of relationship between instances and concepts is very similar to the
matching between inputs and premises in fuzzy rules (see Section 2.2). Therefore, it
is natural to extend inductive learning to the generation of fuzzy rules. Rules can be
generated from an example set of inputs and outputs to the fuzzy system. These
examples will be derived from good decisions made by the fuzzy system. The new

concepts that are inductively learned will be new fuzzy rules.

2.4.1 A five-step algorithm for generating fuzzy rules.
A five-step algorithm for generating fuzzy rules was developed (by Wang and
Mendel 1992). This is a one-pass build-up procedure that uses an example set of
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inputs and outputs to generate a set of new fuzzy rules. Fuzzy rules are generated as
follows:

1. Divide the input and output spaces into fuzzy regions and assign each region
a fuzzy membership function;

2. Generate fuzzy rules from given data pairs by assigning given inputs or
outputs to the region with the maximum degree of membership. Obtain one
rule from one pair of desired input-output data;

3. Assign a degree to each rule and accept only the rule from a conflicting
group of rules that has the highest degree;

4. Create a combined fuzzy rulebase that covers all the possibilities in the
control space, given linguistic values for each variable;

5. Determine a mapping based on the combined fuzzy rulebase by using the

centroid defuzzification method.

The algorithm is applied to control systems, but is typically used in non-changing
application domains. To this extent, the algorithm learns a fuzzy ruleset and then the
control system uses this ruleset to calculate output values from input values in the
control environment. In the case of a changing application domain, new fuzzy rules

will need to be created throughout the life of the fuzzy system.

2.4.2 Generating new fuzzy rules in a changing application domain.

An inductive learning algorithm that generates new fuzzy rules in a changing
application domain must focus in a directed manner on recent instances and use these
to generate the new rules. This algorithm is not a one-pass build-up procedure. A new
inductive learning algorithm that gathers examples from recent instances of inputs and
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outputs to the fuzzy system and uses these to generate new rules is presented in

Chapter 6.

2.4.3 Fitness functions for evaluating new rules.

New fuzzy rules must be tested before they are incorporated into the fuzzy
system. These tests must be both rigorous and based on the correct evaluation criteria.
Fitness functions are mathematical formalisations of evaluation criteria for intelligent
systems. A number of fitness functions have already been implemented. The J
measure (by Smyth and Goodman 1992) is a fitness function that uses a preference
measure to rank new rules and choose the K best ones from the set. This preference
measure is based on conditional probability and uses the simplicity of the hypothesis
and the goodness-of-fit between the hypothesis and the data as its main criteria. The
probability of the rule premise occurring is used as the measure of simplicity. Then,
given this, a calculation is made of the probability of the implication. Once the new
rules are induced, the preference measure is calculated for each rule and the K most
informative rules are accepted into the rulebase. In another system (by Gaines and
Shaw 1986), subjective repertory grid numbers are input by a human expert and these
are transformed into fuzzy logic parameters which, in turn, are used to obtain a
measure of the information content of the associated rules. A fitness measure is used
which is based on "surprise minimisation,” defined as minus the log of the probability
ascribed to that event before it occurred.

But these systems have concentrated on just one or two criteria. Six fitness
functions based on six well-established evaluation criteria for knowledge-based

systems are presented in Chapter 6.
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CHAPTER 3. Review of X-ray rocking curve analysis.
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3.1 Introduction.

X-ray rocking curve analysis is an example of a changing application domain.
An X-ray rocking curve is the angular reflectivity plot obtained when a crystal is
rotated in an X-ray beam through an angle at which it diffracts strongly (Halliwell,
Lyons and Hill 1984). This curve is highly sensitive to the details of the structure of
the outer layers of the crystal. X-ray rocking curve analysis is widely used in industry
and research to investigate the quality of natural and synthetic crystals (Bowen, Hill
and Tanner 1987).

Analysing a rocking curve means inferring a structural description of the
crystal from particular features of the curve. But it is difficult to perform such an
analysis. The intensity of the X-ray beam is measurable, but the phase is not. The
latter is needed for a direct reconstruction of the structure from the curve. Therefore,
the usual method of analysis is to infer a trial structural description and use this to
calculate a theoretical curve. The theoretical curve is compared with the experimental
one and the structural description is fine-tuned. New theoretical curves are calculated
and this process continues until the theoretical curve closely matches the experimental
one. At this point, an adequate structural description of the crystal has been
formulated.

Eight basic types of structures are analysed: a substrate only; a single layer;
a single graded layer; multiple layers; multiple graded layers; Multiple Quantum
Wells (MQWs); superlattices; and superlattices with additional layers top and bottom.
Each of these structures has a characteristic rocking curve. The shape of a particular

curve can deviate from the characteristic curve because of specific structural factors.
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For example, the shape of a layer peak can be altered because of grading or a peak
can be broadened because of curvature of the specimen.

A human expert usually begins analysis by describing the major features of the
curve. Following this, the expert deduces relationships between these descriptive
parameters and the structural parameters. This is the difficult part of X-ray rocking
curve analysis. Sometimes these inferences are straightforward, but often the
inferences involve making vague deductions about imprecise and uncertain concepts.
But more importantly, deductions made about one type of structure may be incorrect
and useless for another type. The number of possible structures and crystals in X-ray
rocking curve analysis is infinite and it is impossible to prescribe for all these
possibilities in a fixed set of rules.

There are two reasons for formalising the analysis of X-ray rocking curves.
Firstly, there are few experts who can perform this type of analysis and it would be
an advantage to develop an intelligent system for this task. Secondly, the novice takes
up to 50 iterations (as against 5 - 10 for the expert) to produce good theoretical
curves. An intelligent system that makes good initial deductions about structural
parameters will greatly increase the speed of analysis by the novice user. For these
two reasons, an intelligent system has been developed for this application (Partridge
and Tjahjadi 1994a 1994b).

When the heuristics of experienced experts are translated into rules, it is found
that these rules often relate imprecise and uncertain concepts. Therefore, fuzzy rules
are used to model the relationships between descriptive parameters and structural
parameters in X-ray rocking curve analysis. But the relationships between these

parameters can change over time. Self-adaptation and rule generation are used to
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model these changes.

3.2 X-ray rocking curves.

To generate an X-ray rocking curve, a fixed crystal called the reference crystal
is set up to reflect monochromatic (K«) radiation in the direction of the crystal to be
examined. The latter crystal is then rotated through the Bragg angle 0, while the beam
reflected by it is measured in a fixed counter with a wide slit. The curve of intensity
of the beam versus angle 0 is called a rocking curve, and the instrument itself is
called a double-crystal diffractometer (Cullity 1978, Hart 1980). This experimental

arrangement is shown in Figure 3.1.

reference crystal

counter

%\/@

source

crystal to be examined

Figure 3.1 A double-crystal diffractometer for generating X-ray rocking curves.

As the crystal is rotated, the diffracted intensity changes. The relative strength of the
direct and diffracted beams emerging from the crystal will depend on how much the
angle between the incident beam and the diffracting planes deviates away from the
Bragg angle 0. The widths of rocking curves are a function of the material, the
reflection and the wavelength band selected by the reference crystal. They are

typically 5 - 10 arc seconds wide for strong reflections. The important point about
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Bragg reflection is that a condition must be satisfied for maxima of diffracted intensity
to occur. This condition is called Bragg’s Law and is written:

nA = 2d sin 6
where n is a constant, A is the wavelength, d the spacing of the diffracting planes and
0 the angle of incidence of the X-ray beam on the diffracting planes (Cullity 1978,
Bede 1992). Examples of rocking curves are shown in Figure 3.2 and Figures 3.4 to

3.10.

3.3 Deducing structural parameters from an X-ray rocking curve.

When semiconductor crystals are grown, they are built up of a substrate of one
material and layers of other materials. It is important for the crystal grower to be able
to identify the composition of these layers. But it is also important to identify a
number of other parameters: the thickness of the layers; the lattice mismatch; grading;
tilt; roughness between layers or between layers and substrate; relaxation; curvature;
period of the superlattice; period dispersion etc. These parameters are called structural
parameters and they provide a mechanism for describing the structure of the crystal,
which affects the electronic properties (Bowen, Hill and Tanner 1987, Fewster and
Curling 1987)).

It is not easy to derive the structural parameters from the rocking curve. This
is because, in producing a rocking curve for a grown crystal, the intensity of the X-
ray beam is measurable but the phase is not. The phase is needed for a direct
reconstruction of the structure from the rocking curve. However, if the structure of

a crystal is known then the rocking curve for that crystal can be simulated.
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3.4 Simulating an X-ray rocking curve.

Simulating an X-ray rocking curve involves solving the Takagi-Taupin
equations, a coupled pair of linear first-order differential equations, while making
allowances for the structural parameters. These equations give the rate of change of
the ratio of diffracted to incident beam amplitudes as a function of depth below the

surface (Halliwell, Lyons and Hill 1984). The basic Takagi-Taupin equations are:

dAryy dDy = ¥ Dy + ¢ ¥y Dy - a(®) Dy
T dZ
@3.1)
_i_AL_'lo —d—Do = Yo D, + cyy D,
T dZ

where
D, is the incident beam amplitude;
D, is the diffracted beam amplitude;
Z is the depth into the crystal;
Yu = nky where n is the surface normal; and
k is the diffracted beam vector;
A is the wavelength;
¢ is the polarisation factor (= 1 or |cos 20|);
Py is related to the structure factor Fy by
P = (A*r,/ av) Fy
where v is the unit cell volume; and

r. is the electron radius (Fewster and Curling 1987).

Simulation programs like RADS (RADS 1992) use equations (3.1) to simulate

theoretical rocking curves.

31



3.5 X-ray rocking curve analysis.

The method of X-ray rocking curve analysis is to describe the structure of the
crystal in reasonably precise terms, simulate a rocking curve for that crystal, and
compare it with the experimental rocking curve. The first description of the structure
will be redefined on the basis of this comparison. This will be used to simulate
another curve. This process is repeated until the simulated rocking curves gradually
approach the shape of the experimental curve. When the matches are close, then it can
be said that an adequate structural description of the crystal has been formulated.

In general, the curves will have a peak for the substrate, one or more peaks
for the layers, and a number of satellite peaks. Although a peak can be formed by an
individual layer and in principle a layer will give rise to a peak, peaks can also be due
to interference between layers. These interferences can be either positive or negative.
Positive interference will result in additional peaks, while negative interference can
cancel out a peak. For this reason, formalising the analysis of X-ray rocking curves
is more difficult than might at first be expected.

X-ray rocking curve analysis is also a changing application domain. The types
of structures analysed change over time and the relationships between rocking curves
and structural parameters will be different for these different structures. The number
of possible structures and crystals in X-ray rocking curve analysis is computationally
infinite and it is impossible to prescribe for all these possibilities in a fixed set of
rules. However, there are eight types of structures that have been identified. These
are structures that produce characteristic rocking curves that have some generic

features.
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3.6 Structures analysed in X-ray rocking curve analysis.

The structures analysed in X-ray rocking curve analysis can be split into eight
basic types: a substrate only; a single layer; a graded single layer; multiple layers;
graded multiple layers; Multiple Quantum Wells; superlattices; and superlattices with
a number of additional layers top and bottom. From the interviews conducted with the
domain experts Prof. B. K. Tanner (Henson 1993), Prof. D. K. Bowen, Dr. N.
Loxley (Henson 1993) and Dr. C. R. Thomas, the characteristic rocking curves

produced by these structures were noted.

3.6.1 A substrate only structure.

A substrate only structure is characterised by one peak only. An intrinsically
narrow curve is expected when the crystal is effectively perfect. The full width at half
maximum (FWHM) depends on the material. The height of the peak depends on the
X-ray source. The longer the wavelength of the X-ray source then the wider the peak.
E.g. the FWHM for Si is 3.5 arc seconds for the 004 symmetric reflection with CuKa
radiation (1.541 A) (RADS 1992). This curve is shown in Figure 3.2.

In a substrate only structure, defects will lead to a broadening of the curve.
Therefore, the width of the curve is used as a measure of lattice perfection. In most
cases, the total integrated intensity under the curve remains the same.

In the case where the experiment is set up with a reference crystal that is a
different type to the substrate, then there can be two peaks. These two peaks have the
characteristic feature that they are usually in the ratio of 1 : 2 and the separation of

the two peaks can be calculated using Bragg’s Law.
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Figure 3.2  Example of a rocking curve for a Silicon substrate only structure. The
peak is lower on the high angle side because peak reflectivity is not 100% due to

absorption (RADS 1992).

3.6.2 A single layer structure.

A single layer structure is characterised by two peaks if the thickness of the
layer is between 0.5 pm and 5 pum and the layer has a different lattice parameter to
the substrate. The lower limit for layer thickness is given by interference effects and
the upper limit by extinction distance, but the exact limits depend on the particular
structure being measured. If there is no layer peak, this indicates that the layer is
either very thin or it is mismatched by a larger amount than expected, and the peak
is therefore outside the scan range.

Generally, the substrate and layer peaks can be labelled and their separation
determined (Fewster and Curling 1987). The distance between these peaks depends

on what is grown. The angular separation of the peaks A w can be related to the lattice
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mismatch through the differential form of Bragg’s Law:

(Ag) = -66Cot6 (3.2)
a /L

where 60 is the peak splitting and 0 is the Bragg angle. The experimental mismatch

(Aa / a)L is related to the relaxed mismatch by:

(e, = ) e

where v is the Poisson ratio of the material. For a thin layer (less than 1 - 2 um
thick) on a closely matched substrate, the angular separation may not give the true
mismatch. This is due to the influence of the beam entering the substrate. Only
through simulation can the true value be derived (Fewster and Curling 1987).

If there are two peaks, but the intensity is very much lower than expected then
this indicates that the rocking curve of the layer is broadened and the epitaxy is not
good, i.e. there are lots of defects on the interface and possibly defects in the layer.
If a mismatched layer is grown on a substrate, the substrate assumes an overall
curvature which increases as layer thickness and layer mismatch increase. This also
results in broadening of a peak (Halliwell, Lyons and Hill 1984). This broadening is
normally symmetrical, unlike the asymmetrical broadening associated with grading
(see Section 3.6.3). In a symmetric geometry, the substrate peak can be expected to
be symmetric and asymmetry in this peak can indicate that there is a layer present in
the peak.

Interference fringes can appear on the sides of the layer and substrate peaks.
If there is no grading the separation of these fringes may be used to determine the
thickness of the layer. The layer thickness is calculated using the equation:

thickness of layer = _A v, 34
06, Sin 26
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where 86, is the spacing of the interference fringes, 6 is the Bragg angle and v, =
Cos (6+90°). Fringe spacing is inversely proportional to layer thickness and as the
layer becomes thinner, the thickness fringe oscillation period increases, the height of
the peak is reduced and the FWHM of the peak increases in width (RADS 1992). The
peak corresponding to the layer moves closer to the substrate peak as the layer gets
thinner. The physical reason for this is not fully understood. Thus, the separation
between the layer and substrate peaks is a function of the thickness of the layer. For
very thin layers, peak separation cannot be used to determine mismatch and simulation
must be used instead. If the layer and substrate peaks do not overlap, values can be
derived for the FWHM and the ratio of layer to substrate peak areas (the integrated
intensity ratio) as a function of layer thickness. The integrated intensity ratio can also
be used to measure layer thicknesses for good quality layers. The method is to graph
the integrated intensity ratio against the layer thickness for a particular substrate and
layer. The graph is linear up to approximately a micron thickness. For larger
thicknesses a piece-wise linear model is used. This method is especially useful if there
is poor visibility of interference fringes. An example graph is shown in Figure 3.3.
If the layer is tilted relative to the substrate, this produces a shift in the
position of the layer peak relative to the substrate peak. This shift is unconnected with
composition and in order to distinguish the tilt from the true mismatch, the specimen
should be rotated about its normal and at least three further measurements taken.
The layer peak is generally wider than the substrate peak, though this is not
always the case. If there is large mismatch, the tilts and defects will give rise to a
broadening of the layer peak. There will be large separation between the layer peak

and the substrate peak as well. Broadening of the substrate peak will indicate bending
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integrated intensity ratio

1 micron 3 microns thickness of layer

Figure 3.3  Graph of integrated intensity ratio against layer thickness. The values

must be measured for particular substrates and layers.

of the substrate. Relaxation can also be expected in a layer with large mismatch.

Relaxation is the extent to which the interface is less than perfectly coherent
with the substrate. The equation (3.3) for relaxed mismatch assumes that the interface |
is fully coherent. If there are interface distortions it is important to measure the misfit
parallel as well as perpendicular to the interface. To derive this measurement, an
asymmetric reflection which is at as high an angle to the surface as possible is needed,
e.g. 224 and 511 (where these values are the Miller indices of the diffracting planes
multiplied by the order of diffraction) (Bede 1992).

An example of a rocking curve for a single layer structure is shown in Figure

3.4.
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Figure 3.4  Example of a rocking curve for a single layer structure. The curve
shows a 1.45 um thick layer of Aly3,GayenAs grown on a GaAs substrate (RADS

1992).

3.6.3 A single graded layer structure.

Grading means micro-changes in the lengths and angles of the unit cell of the
lattice. If the lattice parameter is varying with depth, the layer peak is asymmetric in
shape. It is also wedge shaped. Grading occurs only on nearly matched layers, i.e. the
lattice parameters are close. Near matching is indicated by the closeness of the peaks.

Small changes in the unit cell of the lattice produces a layer peak that is
asymmetrical. As the mismatch gradient increases, the layer peak will develop
shoulders and two distinct maxima will appear. With further increase in the mismatch
gradient, a distinctive wedge shape appears that has several maxima (Halliwell, Lyons
and Hill 1984). The direction of the wedging depends on the composition, but there

are exceptions to this. In some cases, the mismatch where the grading starts and ends
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can be calculated from the end points of the wedge structure. But this is not always
the case. Visibility of interference fringes is reduced when there is grading. This
affects the calculation of the layer thickness. An example of a rocking curve for a

graded single layer is shown in Figure 3.5.
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Figure 3.5 Example of a rocking curve for a graded single layer structure. The
curve shows a 3 um thick layer of InGaAs that varies from Ings:Ga, «sAs at the InP

substrate interface to In,,sGa, ,As at the surface (RADS 1992).

3.6.4 Multiple layers structure.

For a multiple layers structure, sometimes one peak can be identified for each
layer. This occurs if the layers are thick and are of different composition. For three
or more layers the number of peaks in the rocking curve may or may not correspond
to the number of layers, but most usually it does not.

A pair of mismatched layers will produce a rocking curve with one peak for

the substrate and one for each mismatched layer (Halliwell, Lyons and Hill 1984).
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With each additional layer, first the number of peaks increases and then it decreases.
If there is a large number of layers, a single peak is observed for the layers. The
position of this peak corresponds to the average mismatch of the stack of layers.

There are a number of interference fringe systems in a multiple layers
structure. These can be difficult to separate from each other. For thin layers, the
interference fringes start interfering with themselves and these interferences can get
quite complicated. If the layers are very thin, then the interference effects result in a
shifting of the peaks away from the expected positions. The interferences can also
result in splitting of the main peaks, and it can be difficult to determine the exact
number of layers and the mismatch. A lot of simulation may be necessary before these
parameters can be determined.

Fourier transform can be used to derive the layer thickness from the periodicity
of fringes. These fringe periods are independent of the mismatch of the layers. Fringe
periods can therefore be used to measure layer thickness even when the layer and
substrate peaks cannot be separated in the curve.

If there are two layers of equal composition sandwiching a fairly thin layer,
this structure is called an interferometer (Tanner 1993). The interference effects in an
interferometer can result in a single peak split in two. A number of strong and
characteristic interference systems appear. Each layer in the structure produces a
specific periodicity within the interference system.

There is no abrupt transition between a multiple layers structure and a
multilayer structure or superlattice. An example of a rocking curve for a multiple
layers structure is shown in Figure 3.6. On a linear scale this example appears to

contain only the substrate peak. However, when the curve is plotted on a logarithmic
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Figure 3.6  Example of a rocking curve for a multiple layers structure. The curve
shows a very thin layer of 17 nm In,,;Ga, »As on GaAs capped with a 0.1 um layer

of GaAs (RADS 1992).
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Figure 3.7  Logarithmic plot of the example rocking curve for a multiple layers

structure (RADS 1992).
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scale then the low intensity peak for the InGaAs layer is seen clearly. This logarithmic

plot is shown in Figure 3.7.

3.6.5 Graded multiple layers structure.

Graded multiple layers show characteristic wedge-shaped rocking curves. In
some cases it is possible to recognise the peak due to a uniform layer within the
graded system. However, there are lots of examples where there appear to be extra
layers, but the confusing oscillations are really a result of grading. For example, if
part of the graded layer has the same mismatch as another layer or the substrate, then
the interference effects can be very pronounced. That part of the graded layer can then
behave like another very thin layer. Considerable skill is needed in proposing the first

trial structure for simulation.
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Figure 3.8  Example of a rocking curve for a graded multiple layer structure. This
is a logarithmic plot of a 3 pm graded layer of InGaAs on a substrate of InP. There

is also a 0.1 pm cap of InP.
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The position of interference fringes depends on the mismatch and graded layers
result in poor visibility of interference patterns. Thus, it is difficult to calculate the
layer thicknesses for graded multiple layers. An example of a rocking curve for

graded multiple layers is shown in Figure 3.8.

3.6.6 A Multiple Quantum Well (MQW) structure.

A Multiple Quantum Well (MQW) structure consists of alternating layers of
different compositions. These are called the well and the barrier. The structure is
composed of a substrate material A and a MQW with a stack of AB layers, where B
is an alloy. This results in a rocking curve that is characterised by little satellite peaks
which are equally spaced about a zero-order peak. The zero-order peak corresponds
to the average composition of the AB sequence. This peak is usually displaced about
the substrate peak. An MQW is effectively an artificial crystal of a sequence of AB
layers built in a block. This block type structure is also called a superlattice (see
Section 3.6.7).

MQWs typically repeat for 10 - 30 periods. The period of the superlattice A
is calculated by:

A= __(L-L)A 3.5)
2(Sin 6, - Sin 6)

where L, and L, are two diffraction orders (5 and 7, say) and 6, and 6; are the angles
at which these orders diffract. These values are measured from any two satellite peak
positions. The average of several satellites can give a more accurate result.

The spatial period of the structure changes the separation of the satellite peaks.
The relative spacing of the two layers changes the relative intensity of the successive
satellites. The lattice parameters affect the intensity of satellites. If there is significant
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broadening of the higher order satellites, then there can be dispersion in the layer
thickness or grading. This is called the period dispersion and is calculated by:

period dispersion = _(L, - L) A 6A6 (3.6)
Cos 6 A®’

where 5A0 is the satellite FWHM and A8 = |6, - 6,].

Very poor satellite visibility indicates that there is grading through the layers.
Asymmetry in the intensity of plus and minus satellites also indicates layer grading.
But it is impossible to tell from the rocking curve the difference between roughness
and grading.

The same method is used to calculate mismatch as for the single layer structure
(see Section 3.6.2). In this case, however, the zero-order, or average mismatch, peak
is used instead of the layer peak. Equations (3.2) and (3.3) are valid only if the total
thickness of the alloy (B) is greater than 0.5 um thick (approximately). If the layers
are thinner, the average layer peak is moved towards the substrate peak due to
interference effects. This results in incorrect calculations from these equations.
Repeated simulations must be used to derive the correct results.

An example of a rocking curve for a MQW structure is shown in Figure 3.9.
This curve shows a zero-order peak associated with the layer. This peak corresponds
to the average composition of the layers. When plotted on a logarithmic scale the

weak satellite peaks appear, as shown in Figure 3.10.

3.6.7 A superlattice.

The MQW structure is a superlattice, but there can be superlattices with more
than two layers in the sequence, i.e. ABC... These structures are also characterised
by two peaks and the satellites are evenly spaced about the zero-order peak. The main
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Figure 3.9  An Example of a rocking curve for an MQW structure of a 10 repeat

of 10 nm AlAs and 10 nm GaAs on a GaAs substrate (RADS 1992).
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Figure 3.10 Logarithmic plot of the example of a rocking curve for an MQW

structure (RADS 1992).
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characteristic of a superlattice structure is a stack of layers of alternating
compositions.

Most of the features described for the MQW structure (see Section 3.6.6) will
hold for other types of superlattice. However, it should be noted that specific effects
can be seen in a 500 period superlattice that do not hold for a low order period of

about 20 layers.

3.6.8 A superlattice with additional layers top and bottom.
A superlattice with additional layers top and bottom of the block can be
characterised by additional peaks associated with each of the layers. If the layers are

very thin, there can be interference fringes associated with them.

3.7 How a human expert performs X-ray rocking curve analysis.

The next step in formalising the analysis of rocking curves is to investigate
how a human expert performs the task. Typically, an expert tries to determine a
number of descriptive parameters about the experiment and about the experimental
rocking curve.

There are a number of important parameters concerning the experiment that
should be noted by the human expert. These values will determine the type of
structure that is being analysed as well as the characteristic shape of the rocking curve
(From interview with Prof. B. K. Tanner (BKT)). These parameters include: the
wavelength of the X-ray beam, which is used in a number of calculations (see
Equations (3.4), (3.5) and (3.6)); the reflection indices; the substrate material; the

reflection orientation (symmetric or asymmetric); the surface normal indices; the scan
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range; the layer material(s); the estimated thickness of the layer(s); the lattice
parameters; and the Poisson ratio, which is used in the calculation of relaxed
mismatch (see Equation (3.3)).

Analysing a rocking curve is a difficult task that relies more on skill and
experience than principles (From interview with Prof. D. K. Bowen (DKB)). It is
important to deduce all the important structural parameters because structural features
well below 10 nm in size can have a significant influence on the rocking curve. There
is a large number of variables that can contribute to the definition of a curve. The first
descriptive parameter a human expert will seek to identify is the number of peaks
(From interviews with BKT and DKB). It is important to interpret which peaks are
significant and identify the positions of these peaks. Significant peaks are those
associated with the substrate, with a layer or with a stack of layers. The positions of
the peaks will be used to determine the separation between peaks and hence to
calculate the lattice mismatch (see Equations (3.2) and (3.3)). In fact, for a 004
reflection, 1 arc second will roughly correspond to 4 ppm and the mismatch can be
estimated from this (From interview with BKT).

The heights of the peaks in relation to one another is the next important
parameter. However, the heights of peaks depends on a number of factors including
the intensity of the X-ray beam. Therefore, a more useful parameter is the integrated
intensity beneath the peaks (From interview with DKB). This value remains constant
even as the peak is broadened due to curvature or grading (see¢ Sections 3.6.2 and
3.6.3). The integrated intensity ratio is useful in estimating the thickness of a layer.

It is important to determine the shape of the peaks in order to check for

asymmetry and wedging. Asymmetry can give an indication of grading or that there
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is a layer present in the substrate peak. Wedging will also indicate grading. A further
parameter to identify is the existence of interference fringes. Interference effects can
be related to layer thickness and low visibility of fringes may indicate that there is
grading of a layer. Layer thickness can be calculated from the spacing between fringes
(see Equation (3.4)). For a superlattice structure, it is important to identify the
satellite peaks. These peaks should be evenly spaced about the zero-order peak (From
interview with BKT).The relative spacing between satellites is used to calculate the
period of the superlattice (see Equation (3.5)) and satellite FWHMs are also used to
calculate the period dispersion (see Equation 3.6)).

It is also important to determine the background levels between peaks. One
method is to average the intensities of the first or last few points on the rocking curve
(From interview with DKB). A high background between peaks is usually a good
indication that the structure is not simple.

From these descriptive parameters evidence is gathered for the structural
parameters. Some structural parameters can be deduced directly from the rocking
curve; some are calculated using equations, e.g. see Equations (3.3) and (3.4) for
mismatch; some are deduced using vague and imprecise interpretations of the
descriptive parameters; and some can only be deduced after further simulations or
experiments. The structural parameters are used to simulate a theoretical rocking curve
that is then compared with the experimental curve.

Some typical structural parameters for the single layer structure are as follows:
mismatch, this can be deduced using the peak separation and Equations (3.3) and
(3.4); crystal quality, this can be deduced from a number of factors including the

number of peaks and the broadness and asymmetry in the peaks; bending of the
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substrate, this can be deduced from broadening of the substrate peak; the layer
thickness, this can be deduced from the spacing of the interference fringes and
Equation (3.4) or using the integrated intensity ratio; grading of a layer, this can be
deduced from the amount or asymmetry or wedging in the layer peak; and a layer is
present in the substrate peak, this can be deduced from asymmetry in the substrate
peak. These relationships, between structural parameters and descriptive parameters
derived from the experimental curve, can be formulated as a set of rules. In this way,
the reasoning processes of the human experts can be translated into a set of deductions

in a machine-usable form.

3.8 A fuzzy system for X-ray rocking curve analysis.

There are few experienced experts in the interpretation of X-ray rocking curves
and so it would be an advantage to develop an intelligent system for this application.
Such an intelligent system would describe the experimental curve in reasonably precise
terms, deduce the structural parameters from this curve and then propose a structure
for simulation. After simulation, the theoretical curve will also be described by the
system and the two curves will be compared. By doing this, an objective measure of
the success rate of the intelligent system can be calculated for each decision.

Many of the descriptive parameters used to describe experimental curves are
imprecise and uncertain. These are parameters like broadening of the peak, asymmetry
in the peak and visibility of interference fringes. Vague concepts like these are
typically modelled by fuzzy variables. However, there are descriptive parameters that
are precise. These include the number of peaks and splitting of the peak. These

concepts are best modelled by Boolean variables. The structural parameters have a
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degree of uncertainty attached to them. They are vague to the extent that they are
inferred from the rocking curve and these inferences are not always exact. Therefore,
fuzzy variables can also be used to model these parameters.

The relationships between descriptive and structural parameters can be
modelled as a collection of fuzzy rules. The descriptive parameters will be the inputs
to the fuzzy system, the structural parameters will be the outputs. A fuzzy system for
this application has been implemented and this system is presented in detail in Chapter
7. X-ray rocking curve analysis is a changing application domain, and therefore the
system also includes self-adaptation and rule generation. Two methods of self-
adaptation are presented in Chapters 4 and 5 and an inductive learning algorithm for
generating new fuzzy rules is presented in Chapter 6. The fuzzy system for X-ray

rocking curve analysis is used to test each of these techniques.



CHAPTER 4. Changing the focus of attention in a fuzzy system using

connection matrices, credibility weights and Unassert/ Assert functions.
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4.1 Introduction.

In this chapter, a technique for changing the focus of attention between
different sets of fuzzy rules is presented. The technique evaluates a set of experts’
credibility weights and incrementally alters these weights to suit the most recent
decisions made by the fuzzy system (Partridge and Tjahjadi 1994a). The purpose of
this technique is to choose those rules that produce the best decisions given the most
recent inputs and outputs.

Connection matrices and credibility weights are used to combine the heuristics
of several experts in a fuzzy system (Kosko 1987). The knowledge from different
experts need not be equivalent and rules from different experts can contradict each
other. A graphical representation of the flow of implication in the heuristics of an
individual expert is used to create a connection matrix for that expert.

Each expert is given a credibility weight and these weights are used to
influence the decision processes of the fuzzy system. The initial weight for an expert
is a measure of the experience of that expert. All weights are evaluated over time and
the basis for evaluation is the success or failure of decisions made by the fuzzy
system.

When an expert’s rules are consistently successful, then that expert’s credibility
weight is increased by a small increment. On the other hand, when the expert’s rules
are consistently unsuccessful, then the expert’s weighting is reduced. The size of the
change to the credibility weight depends on two factors: the current credibility weight
and whether the previous changes to this weighting were positive or negative. There
is in-built resistance to changes in the credibility weights of experts who are very

experienced and expert’s with very little experience. The largest changes occur to
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weightings between these two extremes.

In the case where a very experienced expert uses an ineffective or incorrect
rule, this rule can be hidden or masked. Then, if this rule becomes effective or useful
again, the rule is reintroduced to the reasoning processes of the fuzzy system. These
techniques are tested using a fuzzy system for X-ray rocking curve analysis. This

fuzzy system is presented in detail in Chapter 7.

4.2 Connection matrices and credibility weights.

For a particular application domain, the heuristics of an individual expert can
be described using fuzzy knowledge networks (Kosko 1987). A fuzzy knowledge
network is the graphical representation of the flow of implication in a set of heuristics
derived from an individual expert through knowledge elicitation. Each premise and
consequence is given a unique name and the heuristics of the individual expert are
matched against the uniquely named rule components. Matching occurs through the
use of a connection matrix. Connection matrices are described in terms of weights for
and weights against inferences. These weights are in {-1, 0, 1}, where 1 is a positive
implication; -1 is a negative implication; and O is assigned where no implication

occurs.

4.2.1 Connection matrices.

A connection matrix for an individual expert is built from the heuristics used
by that expert. The axes of the matrix are the unique names given to the premises and
the consequences of all the rules used in the fuzzy system. Whenever the individual

uses a particular rule, the premise and the consequence are linked in the matrix by the
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value 1. When the individual disagrees with a particular rule, the premise and
consequence are linked by the value -1. The value 0 means there is no connection
between the premise and consequence for this expert. To illustrate this, five rules are
taken from a fuzzy system for X-ray rocking curve analysis (Partridge and Tjahjadi

1994a). These rules are shown in Figure 4.1.

[A] IF type of structure is single layer = TRUE
AND  peak splitting is zero = FALSE

THEN can calculate experimental mismatch = EXTREME

[B] IF type of structure is single layer = TRUE
AND  substrate peak broadening = VERY
THEN bending of substrate = VERY
[C] IF type of structure is single layer = TRUE
AND peak separation is low = TRUE
AND layer asymmetry in peak = VERY
AND  layer wedge shaped peak = VERY
THEN grading of the layer = VERY
[D] IF type of structure is single layer = TRUE
AND peak separation is low = TRUE
AND layer asymmetry in peak = EXTREME
AND layer wedge shaped peak = NONE
THEN grading of the layer = FAIRLY
[E] IF type of structure is single layer = TRUE

AND intensity of layer peak = EXTREME
THEN layer is thick = VERY

Figure 4.1  Five fuzzy rules for X-ray rocking curve analysis.
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These rules use fuzzy variables and Boolean variables in the premises. The
consequences use a single fuzzy variable. The five rules describe deductions based on
values obtained for substrate and layer peaks. Four of the rules [A, B, C, E] are used
by expert BKT (Professor B. K. Tanner of Durham University). Another expert DKB
(Professor D. K. Bowen of Warwick University) uses just three of the rules, [A, C,
D]. The experts NL (Dr. N. Loxley of Bede Scientific Instruments 1.td.) and CRT
(Dr. C. R. Thomas of Warwick University) both use rules [A, E]. The connection

matrices for each of the four experts is shown in Figure 4.2.

BKT DKB

AP AC BP BC CP CC DP DC EP EC AP AC BP BC CP CC DP DC EP EC
AP 01 00O0O0O0OO0OTU OO AP 01 00 00 O0OOTPWO
AC 0 000 0O0OOTU OTPW AC 0 0 00O OOOTU OO
BP 0 001 00 0 O0O0TUDO BP 0 0 0 0 00 0 0 0O
BC 0 000 000 0O0°UWDO BC 0 00 00O OOOUOTOW
cp 000 001 0O0O0TPO cb 000O0OT1>1 O0O0O0TPO
CC 0000 O0O0O0OOTOTD cC 000O0OOUOUOOO
DP 0 600O0O0O0OO0OTO0OTO pp 0 0 0 0 0 0 0 1 0 O
DC 0 00 00O0OOTUOTD DC 0 0 0 0 0 0 0 0 0 O
EP 0 000 00O OO 1 EP 0 00O 0O OO OO0 OO
EC 0 00 0O0O0OOTOU OO EC 0 0 0 000 O0O0OTUW

NL CRT

AP AC BP BC CP CC DP DC EP EC AP AC BP BC CP CC DP DC EP EC
AP 01 00O0O0OOOOOWD AP 01 00 000O0O0TO
AC 0 00 0 0O0OOOU O AC 0 0 00 00O 0 O0OTO
BP 0 00 00O0OOTO0OO BP 0 0 0 000 0O OO
BC 0 00 00 OOOU OO BC 0 00 0OOOOUOTO OO
cp 0 00 00 0 O0O0OOTD ck 000 O0O0OUOCTOOU OO
cC 0 00 0O0O0OOTU OO cC 0 00 O0OOU OO OO OO
DP 0 00 00O OOT OOWO bop 0 0 0 0 0 0 0 0 0 O
DC 0 00 00 O0OOOTPWO Dc 0 0 0 0 0 0 0 0 0 O
EP 0 00 000 OOTU O11 EP 0000 0O0O0 OO 1
EC 0 00 0O0OOUOTU OO®O EC 0 0 0 0 000 O0 OO

Figure 4.2  Connection matrices for experts BKT, DKB, NL and CRT, where the

leftmost column of the matrix is the premises and the horizontal row the consequence.
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Each rule is split into its component premise and consequence, €.g. Rule [B} (in
Figure 4.1) has the premise BP and consequence BC. The premises of all rules appear
among the consequences, and vice versa, so that the consequence of one rule can
appear as the premise of another. This feature is useful in many applications.

C; implies C; if the intersection of the row 1 and the column j of the connection
matrix C is greater than 0. C; does not imply C; if the intersection is less than 0. C,
does not affect C; if the intersection is equal to 0. In each of these cases, C; is a
premise and C,; is a consequence. The matrix isomorphism with the individual expert’s
heuristics creates a graphical representation that is easily combined with the heuristics
of other experts. Different sets of knowledge used by different experts need not be

equivalent.

4.2.2 Credibility weights and the combined connection matrix.

Each expert is given a credibility weight in the range [0, 1]. This is a measure
of the experience of the expert. The individual expert’s connection matrix is scalar
multiplied by this credibility weight and all the connection matrices are added together
using pointwise matrix addition. The resulting matrix describes the combined weighted
heuristics of all the experts (Kosko 1987).

By assigning a weighting of 0.9, say, to BKT and 0.7 to DKB, and 0.6 to both

NL and CRT, a combined matrix for these four experts is constructed using

0.9 X BKT + 0.7 x DKB + 0.6 Xx NL + 0.6 X CRT

Figure 4.3 shows the combined matrix for these four experts.
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AP AC BP BC CP CC DP DC EP EC
AP 0280 0 0 000 000
AC 0 00 0 0 O0O0OTUOUWO
BP 0 0 0090 0 0 0 O0 O
BC 0 000 0 O0OOUOT OO
cP 0 00 0 01.60 0 0 O
cC 0 000 O0OOTUOU OO
DpP 0 00 0 0 0 00.70 0
DC 0 00 00O O0O0TUOOTOWO
EP 0 0000 0O O 02.1
EC 0 000 O0OTOUOT OO

Figure 4.3  Combined connection matrix for experts BKT, DKB, NL, and CRT.

The generalised equation for n experts is

EWiXAi

i=1

where w; is the weighting and A, the connection matrix for expert i.

Using this technique, a fuzzy system makes deductions on the basis of those
rules with the highest weightings in the combined connection matrix. The rows of the
matrix are read and whenever a value greater than zero occurs in a row, the premise
for that row is stored. Next, the consequence with the highest weighting in the row
is stored. When a row contains only zero values, and/or values less than zero, no
premise or consequence is stored for that row. Once all the rows in the matrix are
read, then the stored set of fuzzy rules are fired concurrently.

In the case where the conclusion of one rule acts as the premise of another,
then all the rules cannot be fired concurrently. In this case, rules are represented in
a series of layers. Rules with the highest precedence are at Layer 1. Layers of lesser
precedence are at higher numbered layers. Thus, each rule has a layer number
associated with it and rules are fired layer by layer. The rules in a single layer are all
fired concurrently. The problem of inhomogeneity of rules belonging to a single

expert can be dealt with in two ways: by masking ineffective rules (see Section 4.4);
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and by fine-tuning and changing rules to deal with new facts (see Chapter 5).

4.2.3 Main advantages and disadvantages of this technique.

This technique can be used to combine the knowledge of numerous experts in
a fuzzy system. The method avoids the problem of dealing with different levels of
belief by incorporating a credibility measure based on experience. When the number
of experts is large, then deviant heuristics become marginalised by the sheer weight
of opinion towards the norm.

The obvious problem with this is that the prejudices of a community of experts
will become embedded in the inference structures of the fuzzy system. A further
problem is that this method will focus attention on those rules which are effective in
dealing with the widest range of inputs and outputs. That is, the fuzzy system will use
a set of rules that is the most effective in general. In a changing application domain,
the method needs to be more specific than this. It must instead focus attention on
those rules that deal most effectively with the latest, or most recent, inputs and
outputs. To solve both these problems, the credibility weights of experts are evaluated
and incrementally changed over time. The basis for evaluation is successful or

unsuccessful decisions made by the fuzzy system.

4.3 Continuous evaluation of credibility weights.

The credibility weight of an expert is altered when an expert has consistently
successful rules. In this instance, the credibility weight can be raised by a small
increment. Conversely, if the rule set of a given expert is consistently unsuccessful,

the fuzzy system may reduce the weighting of that expert. Success is defined in terms
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of the performance of a fuzzy system in actual decisions. The performance measure
used is derived to suit the application (a performance measure for X-ray rocking curve
analysis is presented in Chapter 7). Hence, the fuzzy system is not a static structure.
It is data driven, in the sense that real-life data can change the connections within the

fuzzy system (Partridge and Tjahjadi 1994a).

4.3.1 Monitoring the behaviour of each expert’s ruleset.

Each time a successful decision is fed back into the fuzzy system, the control
structures monitor those rules that produced this correct decision. If any of an expert’s
rules is contained among this successful set of rules, then binary true (successful) is
recorded for this expert. When an unsuccessful decision is fed back, a false value is
recorded for all those experts whose rules were used in the unsuccessful decision. By

this method, a history of the behaviour of each expert’s ruleset is recorded.

4.3.2 Increasing or decreasing the credibility weight of an expert.

A percentage confidence limit is set for the effectiveness of an expert’s ruleset.
This confidence limit is suc%. Whenever an expert’s ruleset is more than suc%
effective in a sample of N decisions, then the credibility weight of that expert is
increased by a small increment. The sample size N is defined to suit the application
area. Conversely, a lower confidence limit is set for the ineffectiveness of an expert’s
ruleset. This confidence limit is uns%. An expert whose ruleset is more than uns%
ineffective in N decisions will have his/her credibility weight reduced. These values
of suc% effective and uns% ineffective decisions are decided after repeated

simulations for different values.
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These conditions for changing credibility weights can be stated as:

() IF T(E) = suc% in N decisions
THEN cred, = cred; + inc

2) IF F(E) = uns% in N decisions
THEN cred, = cred, - dec;

where T(E) is the percentage of successful decisions recorded for expert i, F(E) is the
percentage of unsuccessful decisions recorded for expert i, cred, is the current

credibility weight, inc, is the increment and dec; is the decrement.

4.3.3 Calculating the size of the increment/decrement to a credibility weight.

The size of the increment (or decrement) depends on two things: the current

actual credibility weight and whether the previous increments to this weight were
positive or negative. These constraints are defined by the following:
inc, = (0.5-10.5-W) *fip.q) * 1/x

@.1)
0.5-[0.5- W) * fip'.q") * 1/x

dec,
where
fi,g = min(p+ 1.g+ 1)
max(p + 1I,q + 1)
In equation (4.1), inc, is an increment to the current credibility weight W, of the expert
i. dec, is a decrement. Both values are defined by using the modulus operator to
calculate the distance of the current weighting from the average (0.5). The closer the
weighting is to the average, the greater the value of each increment. Hence, there is

an in-built resistance to change when the expert is either very experienced or very

inexperienced. It is difficult to decrease the credibility weight of an experienced expert



and to increase the weighting of an inexperienced one. p is the ratio of positive
increments to negative decrements for this expert. These are actual increments and
decrements implemented on the expert’s credibility weight.

Each time an expert’s heuristics produce suc% or more correct decisions in a
sample a value is stored. When uns % incorrect decisions occur in a sample a value
is also stored. Correct decisions are recorded as positive and incorrect decisions are
recorded as negative. All these values are stored in a stack. g is calculated by
removing the values one by one from the stack; each time a value is removed, a
constant p is decremented by a small amount ¢; then the value is multiplied by p;
positive values are added to one variable, negative values are recorded in a second
variable; ¢ is the modulus of the ratio of these two values. In calculating g, greater
weight is given to the values from the most recent samples. This is because the most
recent decisions are also the most relevant to a changing application domain.

The function f(p,q) is a correction factor that monitors any discrepancy
between the proportion of correct (and incorrect) decisions and the number of
increments actually implemented. The value of f(p,q) should normally be very close
to 1. When the changes made to an expert’s credibility weight are erratic, and change
quickly from increments to decrements and back again, then the size of the changes
is reduced. Thus, those experts whose rules are consistently good will have larger
increments implemented on their credibility weights. Experts with consistently bad
decisions will have larger decrements on their weights. After testing for sensitivity
(see Section 4.3.5), it was found that p and g closely follow each other. Sometimes
one value is greater than the other and sometimes vice versa. Therefore, the max and

min functions are used in order to force the value of f to be always in the interval
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|0, 1}. « is a constant defined by experts in the field of application and defines the rate

at which a credibility weight is allowed to increase or decrease.

4.3.4 Discussion of the behaviour of this technique.

If an expert has a low weighting and this expert has never had a positive
increment, then there will be resistance by the fuzzy system to increasing that expert’s
weighting. But if the expert has had previous positive increments, then there will be
less resistance to increasing the credibility weight for this expert. The more increments
this expert receives, the larger those increments will be. That is, until the expert
achieves a credibility weight greater than 0.5. This is because any increment (or
decrement) to an expert’s credibility weight depends on the actual value of that
weighting. Thus, a positive increment added to an expert with a very high weighting
will be asymptotic to the value 1. The same occurs for experts with very low
weightings. Their weightings approach, but never reach, zero. It follows from this
that experts with credibility weights around 0.5 have the heaviest increments and
decrements to their weights. Hence, there is resistance to change at both the bottom
and the top of the spectrum. An expert who is inexperienced will have difficulty
increasing his/her weighting, and experts who are very experienced will encounter

resistance to any reductions in their weightings.

4.3.5 Testing the behaviour of this technique.
This technique has been implemented in the fuzzy system for X-ray rocking
curve analysis. In the case of X-ray rocking curve analysis, suc% is set at 75%

effective and uns% is set at 20% ineffective. These figures were decided upon after
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repeated simulations for different values using 100 sample decisions. When analysis
is changed from batches of one type of structure to another, then the behaviour of the
fuzzy system can change significantly. A small sample size allows suitably swift
changes to be made to credibility weights. For this reason, experts agreed that the
sample size N = 20. In calculating ¢, p = 1 and € = p/x. x = 20.

A batch of 100 single-layer experimental rocking curves, of substrate GaAs
and layer AlGaAs, were run through the fuzzy system and the behaviour of credibility
weights and rules was monitored. These were used to test the sensitivity of the p and
g values in Equation (4.1). In the case of changes made to the credibility weight of

DKB, these values are graphed in Figure 4.4.

Values of p and q
35

30 -
25

20 1

30 40 50 60 70 80
Number of change made to the credibility weight

Figure 4.4  Comparison of p and g values for DKB in 80 changes to the credibility
weight. One hundred sample decisions were used to test the sensitivity of the p and

g values used in the f function.
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It is found that the p and ¢ values closely follow each other, with sometimes one
value greater than the other and sometimes vice versa. Hence, the max and min
functions are used in order to force the value of fto be always in the interval [0, 1].
It is also found that when the changes made to the credibility weight are consistently
positive or consistently negative, then the value of p closely matches that of q. But
when the changes shift from positive to negative increments, or vice versa, then these
values diverge from each other. In this latter case, the effect on the function fis that
its value is reduced from 1 and the size of the increment or decrement to the

credibility weight is also reduced. This effect is illustrated in Figure 4.5.

Value of the f function

0.8
0.6
0.4
0.2
0 T T T T T T T -
0 10 20 30 40 50 60 70 80

Number of change made to the credibility weight

Figure 4.5  Changes in the value of function f for DKB in 80 changes to the
credibility weight. The f function is used to calculate the size of the

increment/decrement made to the credibility weight of the expert.



In order for an increment to occur in a credibility weight, 19 out of 20
decisions must be positive. Each new decision is added to the sample and the 20th
previous decision is removed. If there are still 19 positive decisions, then a further
increment is implemented. This will occur for as long as the 20 sample decisions
contain 19 or more positive ones. In this manner, the changes in a credibility weight
are accelerated so that the system quickly converges on its optimal set of credibility
weights. A graph of the credibility weights for DKB, in 100 sample decisions, is

shown in Figure 4.6.

Value of credibility weight
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Number of change made to the credibility weight
Figure 4.6  The values of DKB’s credibility weight over 100 sample decisions.

Eighty changes were made to the credibility weight in the 100 sample decisions. The

lowest value of the credibility weight was 0.38 and the highest was 0.79.

Two sets of unsuccessful decisions adversely effect the credibility weight of DKB.

These occur at decisions 15-19 and decisions 47-50. A number of ’difficult’ rocking
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curves were artificially included in the sample data at these points and affected the
credibility weight by first reducing it to 0.43 and later reducing it to 0.38. In
between, the credibility weight rose to 0.66 before later rising to a weighting of 0.8.
These increments were incurred after rules used by DKB produced a series of

successful decisions. The test data for these experiments is in Appendix A.

4.4 The masking of ineffective rules.

Sometimes a single rule produces incorrect decisions in a fuzzy system. This
can occur even when the expert is very experienced and has a high credibility weight.
In fact, the rules used by a highly weighted expert have a high probability of being
used as long as the expert continues to have a high weight. The expert has a high
weighting for as long as the majority of his/her rules produce successful decisions.
The problem therefore occurs that it is impossible in the current model to get rid of
ineffective or incorrect rules when these rules are used by an experienced expert.

One solution is to change the meaning of the fuzzy rules so that these rules
will better suit the current situation and facts. In Chapter 5, two methods for fine-
tuning and changing the meanings of fuzzy rules are presented. Another solution is
to hide, or mask, the offending rules. This second solution is useful when a rule is
so inappropriate that no fine-tuning will change the rule into an appropriate one. This
solution uses two functions, called Unassert and Assert. These functions are derived

from similar functions used in CYC (Guha and Lenat 1991).

4.4.1 The Unassert/Assert functions.

The masking functions work as follows: Unassert causes the fuzzy system to
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mask or hide a rule; Assert causes the fuzzy system to reintroduce a rule already
masked or hidden. A threshold is set in the fuzzy system which defines a certain
proportion of unsuccessful decisions that are allowed for any rule. When a rule
exceeds this threshold, this rule is masked by the Unassert function and it is removed
from the reasoning processes of the fuzzy system. The rule is not "forgotten”. In fact,
a second threshold is set by the fuzzy system and all Unasserted rules are tested
against this second threshold. A hidden rule is unmasked by the Assert function when
that rule concurs with a certain proportion of successful decisions made by the fuzzy
system. A hidden rule that is reasserted functions in exactly the same manner as

before it was masked by the Unassert function.
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CHAPTER)S. Fine-tuning and changing fuzzy rules to optimise the performance

of the fuzzy system
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5.1 Introduction.

In this chapter, two methods for fine-tuning fuzzy rules are presented. The
purpose of this fine-tuning is to alter the meaning of fuzzy rules and thereby to
customise the fuzzy system to deal with new situations and facts. The altered rules
will describe new relationships between input and output data. These new relationships
will be more accurate in dealing with the current situation presented to the fuzzy
system. In a changing application domain, it is impossible to prescribe for all
situations and facts in a fixed set of rules. Instead, the fuzzy system must track the
alterations in the application domain and incrementally alter the meaning of rules so
that these rules reflect the most recent situations and facts. The effectiveness of this
fine-tuning is measured in terms of the performance of the fuzzy system.

The first method of fine-tuning uses a simplified version of fuzzy rules
(Partridge and Tjahjadi 1994a). These rules have discrete values in their premises and
these discrete values are incrementally changed. A sample of recent input values that
produced good decisions by the fuzzy system is used to alter a rule. This information
is also used to calculate the size of the change to the discrete value in the premise of
the rule. This method is tested using a fuzzy system for X-ray rocking curve analysis
(this system is presented in Chapter 7).

Simplified fuzzy rules restrict the effectiveness of the fuzzy system by
restricting the deductive power of the underlying fuzzy logic. This deductive power
is characterised by the use of linguistic values rather than discrete values in the
premises of fuzzy rules. These linguistic values are matched against a set of
overlapping triangles. Therefore, a second method is presented that fine-tunes and

changes the triangular membership functions of fuzzy premise variables (Partridge and
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Tjahjadi 1994b). A sample of recent inputs and outputs to the fuzzy system are used
to alter the triangles. Values for successful decisions are compared with values for
unsuccessful ones, and this comparison is used to both alter the width and move the
triangles. Thus, the performance of the fuzzy system is optimised by changing the
meaning of the fuzzy rules. Meaning here is defined as the relationship between the
linguistic labels and the overlapping triangles. Optimisation is relative to the most
recent situations and facts presented to the fuzzy system. This method is also tested

using the fuzzy system for X-ray rocking curve analysis.

5.2 Fine-tuning and changing simplified fuzzy rules to deal with new facts.
This section presents a method for fine-tuning and changing simplified fuzzy
rules. An example of a simplified rule is shown in Figure 5.1. This is a fuzzy rule for

X-ray rocking curve analysis (Partridge and Tjahjadi 1994b).

IF amount of interference fringes > 0.5
AND visibility of interference fringes > 0.4
THEN layer is thick = FAIRLY
Figure 5.1  Rule 13: Simplified fuzzy rule for a single layer structure in X-ray

rocking curve analysis.

In this example, two premises form the antecedent of the rule: amount of
interference fringes > 0.5; and visibility of interference fringes >
0.4. These premises use discrete values and simple inequalities. The consequence of
the rule, layer is thick = FAIRLY, uses a single fuzzy variable and a linguistic

label taken from a term set. The term set is matched against a series of triangular
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membership functions.

In order to fire this rule, input values are fuzzified and compared to the rule
premises. Both premises must be satisfied completely before the rule is fired. In this
case, the truth value of both premises is equal to 1. When a premise is not completely
satisfied, then the truth value is zero. The simplified fuzzy rules are fired concurrently
and the output value is calculated by defuzzification. For simplified fuzzy rules the

additive output sets will not contain partial memberships.

5.2.1 Incremental changes to the premises of rules.

The method for fine-tuning and changing simplified fuzzy rules is: to present
input data to the fuzzy ruleset; record the transactions for each rule; and incrementally
adapt the existing rules to optimise their effects. Equation (5.1) is used to define

incremental changes in the fuzzy measures of a rule. It is written in the form of two

meta-rules:
@® IF pa > pr + 0.1 in 90% of successful decisions
THEN inc(ug) = (0.5-10.5 - pa|) * g0, ©
é.1)
(i) IF pa < pr - 0.1 in 90% of successful decisions
THEN dec(ps) = (0.5 - 10.5 - we]) * g(0”, )

WHERE g, x) = p+1

In equation (5.1) -
R is a rule stored in the fuzzy system;
A is a successful application of the rule R;
p is a fuzzy measure in the interval [0, 1];
pe is the fuzzy measure used in the rule R;
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pa is the actual fuzzy measure that produced a successful application of R;
p is the ratio of positive increments to negative decrements.
(These are actual increments and decrements implemented on the fuzzy
measure of this rule); and
k is a constant defined by experts in the application area. It defines the size

of the increments and decrements.

A record of transactions is kept for each rule in a fuzzy system. This occurs even
when the rule itself has not been applied. This seeming contradiction happens when,
for example, layer is thick = FAIRLY but this was not indicated by the rule in
Figure 5.1.

In the case where visibility of interference fringes = 0.35 and layer
is thick = FAIRLY the fuzzy system searches the rule-consequences and finds all
those consequences that are satisfied in the current decision. In this instance, it is
found that the layer is fairly thick even though visibility of interference
fringes < 0.4. The value 0.35 is now recorded for the transactions of this rule and,
if this feature occurs in 90% of decisions where the layer is fairly thick, then part (ii)

of Equation (5.1) implements a decrement to the fuzzy measure (0.4) of the rule.

5.2.2 Testing the behaviour of this technique.

A batch of 100 single-layer experimental rocking curves, of substrate GaAs
and layer AlGaAs, was run through a fuzzy system for X-ray rocking curve analysis.
This fuzzy system used 83 simplified fuzzy rules. A change was implemented on one

fuzzy variable in the fuzzy system. This variable occurs in Rule 13, shown in Figure
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5.1. The change was implemented using part (i) of Equation (5.1).

In the case of a layer of AlGaAs on a GaAs substrate, the visibility of
interference fringes is very high, so that each time Rule 13 is fired, the actual value
of the fuzzy variable visibility of interference fringes is significantly higher
than the value stored in the rule. The history of values for the fuzzy variable,

visibility of interference fringes, used in Rule 13 is shown in Figure 5.2.

Value of fuzzy variable

0.818

0.8 |-

0.4

0.2

0 1 1 1 1 1 1 1 1 1 L 1 ]

0 S5 10 15 20 295 30 35 40 45 50 55 60
Number of times Rule 13 is fired

Figure 5.2  History of the values for the fuzzy variable visibility of
interference fringes, used in Rule 13. This rule was fired 60 times in 100 sample

decisions made by the fuzzy system.

After 28 of the 100 decisions, Rule 13 was fired 20 times. In 19 cases, the value of
visibility of interference fringes was significantly higher than 0.4 and, so,
the value in the rule was raised to 0.44. The experimental value continued to remain

higher than that of the rule and by decision 40, the rule value had increased to 0.818.
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At this point the rule reached equilibrium and the experimental value was no longer
higher than that of the rule. The rule stabilized at this point. This behaviour
demonstrates that a fuzzy rule may change its parameters in a meaningful way in as

little as 40 decisions.

5.2.3 Limitations of simplified fuzzy rules.

Simplified fuzzy rules restrict the effectiveness of the fuzzy system because
they restrict the deductive power of the underlying fuzzy logic. When inputs are
presented to the system, these inputs are fuzzified using linguistic labels and triangular
membership functions. The premises of the fuzzy rules are then tested. In the case of
these simplified rules, all tests are conducted in terms of binary logic. This means that
a fuzzy rule is never partially fired. Either the premise conditions hold or they do not
hold.

The underlying power of fuzzy logic (and the calculus of fuzzy if/then rules)
is that not only can vague concepts be described in terms of elastic constraints, but
that these elastic constraints can be prop«fgated using vague premises and vague
consequences in fuzzy rules. This means that the premises of the fuzzy rules can be
partially fired and more than one rule involving a consequence can be fired in any
single decision made by the fuzzy system.

Kosko’s Fuzzy Approximation Theorem (Kosko 1992b) proves that fuzzy
concepts and fuzzy rules can be used to estimate the relationships between the inputs
and outputs to the fuzzy system. These inputs and outputs are discrete and the fuzzy
system that models these relationships does so precisely. Hence, an effective fuzzy

system models not just the vague concepts, but also models vague relationships
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defined as fuzzy rules. In this case, vague premises can be partially fired in order to
infer vague consequences. These consequences are then defuzzified to calculate
discrete output values.

For these reasons, the above technique is extended to deal with vague premises
that can be partially fired. These fuzzy variables use triangular membership functions
that are attached to a term set of linguistic labels (see Section 2.2). In order to fine-
tune these fuzzy premise variables, the triangular membership functions must be
incrementally changed. This alters the meaning of the linguistic label attached to the

membership function. This technique is presented in detail in the next section.

5.3 Fine-tuning the membership functions of fuzzy premises.

Fine-tuning and changing the triangular membership functions of fuzzy
premises alters the meaning of these premises (Partridge and Tjahjadi 1994b). The
purpose of these changes is to customise the fuzzy rule to suit the most recent inputs
and outputs to the fuzzy system. Inputs and outputs that produce incorrect or
inaccurate decisions are used to alter the shape and size of particular triangles. These
negative values are compared with positive values, and the clustering of the negative

values determines the amount of change made to the triangle.

5.3.1 Tally of negative decisions involving a fuzzy rule.

A tally of negative decisions is kept for every rule stored in the fuzzy rulebase.
There are as many tallies as there are rules and each tally is a sample of the most
recent decisions involving a fuzzy rule. The definition of success and the size of the

sample depend on the application. Whenever the tally of negative decisions for a
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particular fuzzy rule rises above a threshold, then the fine-tuning algorithm is

invoked.

5.3.2 Choosing which fuzzy premise to fine-tune.

The algorithm first identifies which fuzzy premise in the rule has the lowest
membership value for the current decision. This lowest value is the support that the
premises of the rule gave to the consequent of that rule. It is the particular value that
fired the rule and hence produced the most recent negative decision. The fuzzy

variable that produced this lowest value is the one that is fine-tuned.

5.3.3 Checking the distribution of negative values against positive ones.

Two sets of histories are used to fine-tune this fuzzy variable. These histories
record a sample of recent values taken by the fuzzy variable and used in the premise
of the rule. When a value was used in a positive decision, this value is stored in the
positive history. A value used in a negative decision is stored in the negative history.
These histories are used to decide the amounts of fine-tuning of the triangular
function. Whenever the values in the negative history are clustered near the top of the
triangular function, then the upper boundary of this triangle is reduced. When the
values in the negative history are clustered near the bottom of the triangle, then the
lower boundary of the triangle is increased. In order to quantify this level of
clustering, the dispersion of the negative values is compared with the dispersion of the
positive values.

A change is made to the triangular function only when the clustering of values

in the negative history is significantly different to the clustering of values in the
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positive history. In order to quantify this dispersion, the maximum value, the
minimum value and the median value are taken from the positive history. Then, two

tests are performed on each value in the negative history:

TEST 1: IF Neg-His; > pos-max; - ( pos-max, - median, )
5

TEST 2 : IF Neg-His;, < pos-min; - ( median; - pos-min, )
5

where Neg-His; is a value in the negative history, pos-max; is the maximum value in
the positive history, pos-min; is the minimum value in the positive history and median,
is the median value.

In TEST 1, a threshold is set just below the maximum value in the positive
history. The level below this maximum is set at 20% of the dispersal of the top 50%
of positive values. This allows for a small overlap between positive and negative
values. Each value in the negative history is tested against this threshold. In TEST 2,
a similar threshold is set just above the minimum value in the positive history. All

negative values are then tested against this second threshold.

5.3.4 Incremental changes to the primary and secondary triangles.
When TEST 1 is satisfied to a significant degree, then the upper boundary of

the triangular function is reduced by the following amount:

Dec, = (0.5 - |0.5 - upper-bound|) * _range-neg,
10

where Dec; is the size of the decrement to the upper boundary, upper-bound is the
current upper bound of the triangular function, and range-neg, is the range of values

in the negative history. The size of the decrement depends on two factors: the distance
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of the triangle from 0 and 1; and the range of values in the negative history. Triangles
in the centre of the interval [0, 1] and with a large range of negative values will incur
the largest changes to their bounds. The lower boundary of the triangle above the
primary one is reduced by ‘4 XDec,. The degree of significance to which the test is
satisfied is a percentage confidence limit decided after repeated simulations for
different values using test data from the application domain.

When TEST 2 is satisfied, then the lower boundary of the triangular function
is increased. The size of the increase is:

Inc, = (0.5 - |0.5 - lower-bound|) * _range-neg,
10

where Ing, is the size of the increment and lower-bound is the current lower bound of
the triangular function. The upper bound of the triangle below the current one is
increased by ‘4 XlInc;.

It can be seen that the triangles that surround the altered triangle are also fine-
tuned. But the changes to these triangles are less than to the primary one. When a
secondary triangle changes too much, then it will produce negative decisions. It will
then become a primary triangle and will itself become altered by the algorithm until
it reaches equilibrium. Three constraints are placed on changes that can be made to
triangular functions: the amount of overlap between triangular functions is kept to
between 10% and 50% of the neighbouring space; the lowest triangle is not allowed
to move away from 0 and the top triangle is not allowed to move down from 1; and
the sum of the vertical points of the overlap is always less than one. The first two
constraints avoid empty spaces appearing in the coverage of the interval [0, 1], while

the third constraint avoids problems with calculating the added output.
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5.3.5 Algorithm for fine-tuning the membership functions of fuzzy premises.
This algorithm can be stated more formally as:
Definitions:-
Let r; be a fuzzy rule, x; the fuzzy premise with the lowest membership function

in the current decision and zally, is the tally of negative decisions for r,.

Let T, be the triangular function that is currently being fine-tuned and changed, T,
and T, are the triangular functions above and below 7,, respectively. Let the

widths of these triangular functions be w(T,), w(T,,) and w(T ,).

Algorithm:-
CASE: tally, > threshold
CASE 1:
Neg-His; > pos-max, - ( Mﬂmg——”&dmﬁ is true 80% of the time
AND upper-bound(Ty) = 1.0
AND max(membership(7,) + membership(7,,)) < 1.0
THEN Reduce upper-bound(T,) by
Dec; = (0.5 - |0.5 - upper-bound(T,)|) * lanf(g)—_p;gg,
AND reduce lower-bound(T,,) by "2 X Dec;.
CASE 2:

Neg-His; < pos-min, - ( median, S;Mno is true 80% of the time

AND lower-bound(T,) = 0.0

AND max(membership(7,) + membership(7,;)) < 1.0
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THEN Increase lower-bound(T,) by

Inc, = (0.5 - |0.5 - lower-bound(T,)|) * _range-neg,
10

AND increase upper-bound(T,) by '~ X Inc,.

AND
CASE A:
upper-bound(T,) < lower-bound(T,,) + w(T,,)
10
THEN Reset the upper bound to 10% overlap, i.e.
upper-bound(T,) = lower-bound(T,,) + wW(T,,)
10
CASE B:
upper-bound(T,) > lower-bound(T,,) + w(T.,)
2
THEN Reset the upper bound to 50% overlap, i.e.
upper-bound(T,) = lower-bound(T,,) - w(T,,)
2
CASE C:
lower-bound(T,) > upper-bound(T,) - w(T,)
10
THEN Reset the lower bound to 10% overlap, i.e.
lower-bound(T,) = upper-bound(T,) - w(T,)
10
CASE D:
lower-bound(T,) < upper-bound(T,) - w(T,).
2
THEN Reset the lower bound to 50% overlap, i.e.

lower-bound(T,) = upper-bound(T,) - w(T,)_
2
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5.3.6 Justification of the fine-tuning algorithm.

By changing the membership functions of fuzzy premises, the relationship
between triangular functions and the set of linguistic labels is changed. The values that
can be taken by a linguistic variable are incrementally altered so that the performance
of the fuzzy rule is optimized. That is, the values that produce negative decisions are
identified and then the meanings of the linguistic variables are shifted away from these
negative values towards those values that produced positive decisions. In this way, the
performance of a fuzzy rule is optimized. Optimization is relative to the most recent

situations and facts presented to the fuzzy system.

~ 5.3.7 Testing the behaviour of this technique.

This algorithm has been implemented in a fuzzy system for X-ray rocking
curve analysis. To test the algorithm, 100 single-layer experimental rocking curves,
of substrate GaAs and layer AlGaAs, were run through the system. A sample size of
20 decisions was used to record the previous decisions for each fuzzy rule. Decisions
were recorded as either positive or negative. 20 decisions were used because it was
found that this sample size produced fine-tuning in a convenient period of time for
this application. The samples of previous decisions were updated after each decision
was made by the fuzzy system. Then, after each update, the lists of decisions were
read. When the tally of negative decisions was greater than 80%, then the fine-tuning
algorithm was used. In these tests, the membership functions of three fuzzy premises
were changed during 100 decisions involving these rules. The changed rules were
Rules 11, 21 and 30 out of 117 rules for single layer structures. Rule 30 is used to

illustrate this fine-tuning. This rule is shown in Figure 5.3.
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IF type of structure is single layer = TRUE
AND  Tlayer asymmetry in peak = NONE
AND  layer wedge shaped peak = SOME
AND peak splitting less than 150 = TRUE

THEN grading of the layer = NONE

Figure 5.3  Rule 30 for single layer structures in fuzzy system for X-ray rocking

curve analysis.

The membership functions for the fuzzy variable Tayer asymmetry in peak is shown
in Figure 5.4. The term set for this variable is {NONE, SOME, FAIRLY, VERY,

EXTREME}.

m(z)

jl

1 1
0.8
0.6

0.4 -

0.2

0
0 0.1 0.28 510350042085 0.6 .07 08 09 1

NONE SOME FAIRLY VERY EXTREME

Figure 5.4  The triangular membership functions for the fuzzy premise variable

layer asymmetry in peak.

The boundaries of the triangular function for layer asymmetry in peak = NONE

were 0.0 and 0.15. The boundaries for the next triangular function, layer asymmetry
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in peak = SOME were 0.1 and 0.2. In 100 decisions involving this rule, the inputs
to the fuzzy premise layer asymmetry in peak = NONE were always either 0.05 or
0.1. This was because question and answer sessions with the user were used to
provide the inputs to the fuzzy system. For Rule 30, all positive decisions were fired
by the 0.05 value. In no cases did a value of 0.1 provide a positive decision. In 2
cases (i.e. 223%) the value 0.05 produced negative decisions. After 65 decisions, the
upper boundary of the first triangular function changed from 0.15 to 0.086. The lower
boundary of the second triangle changed from 0.1 to 0.06. This change isolated the
value 0.1 from the range of values that fired the rule and thereby optimised the

performance of Rule 30. These changes are shown in Figure 5.5.

A
021
Upper bound of first triangle
0.15
Lower bound of second triangle
0.1 0.086
0.06
0.05
1 I
- 65 100

Number of decision

Figure 5.5  Changes made to the boundaries of the triangular functions for the

fuzzy premises layer asymmetry in peak = NONE and layer asymmetry in peak

= SOME.
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The changes made to other fuzzy premises also changed the lowest triangular
functions. The size of the changes were very similar to the changes made to Rule 30.
This was because the user entered the amount of asymmetry in a peak using menus
in question and answer sessions.

In the case where inputs are measured directly from the graph, a more accurate
measure of asymmetry will produce a wider variation in input values. To investigate
this, a set of simulated values was inputed to the fuzzy system. These values are

shown in Table 5.1.

Number of Decision Value of layer asymmetry Value of Decision
1: 0.05 positive
2 0.076 negative
3: 0.014 positive
4: 0.0s6 positive
5: 0.045 positive
6: 0.089 negative
7: 0.1 negative
8: 0.058 positive
9: 0.065 positive
10 0.06 positive
11: 0.098 negative
12 0.099 negative
13: 0.012 positive
14; 0.045 positive
15: 0.11 negative
16: 0.035 positive
17: 0.045 positive
18: 0.087 positive
19: 0.1 negative
20: 0.07 negative
21: 0.06 positive
22: 0.078 positive
23: 0.88 negative
24 0.09 negative
25 0.033 positive
26: 0.044 positive
27 0.05 positive
28: 0.045 positive
30: 0.066 positive
3 0.89 acgative
32 0.12 negative
33: 0.1 m
M 0.098 ncgative
35: 0.1 ncgative
36: 0.09 negative
37: 0.05 positive
38: 0.063 positive
39: 0.07 positive
40: 0.056 positive

Table 5.1. Set of simulated values for the fuzzy premise layer asymmetry in peak

= NONE.



These simulated values produced a change to the boundaries of the triangular functions

of Rule 30 after 36 decisions. These changes are shown in Figure 5.6.

V4
A
02f
Upper bound of first triangle
0.15 -
Lower bound of second triangle
0'1 s s :
0.05
0.023
0 | '
36 40

Number of decision

Figure 5.6  Changes made to the boundaries of the triangular functions for the
fuzzy premises layer asymmetry in peak = NONE and Tayer asymmetry in peak

= SOME using simulated input values.

In this case, the upper boundary of Tayer asymmetry in peak = NONE changed from
0.15 to 0.064, while the lower boundary of layer asymmetry in peak = SOME
changed from 0.1 to 0.023. These changes isolated all the negative input values, but
they also isolated 20% of the positive values too. So, the relative performance of Rule
30 was optimised but at a cost. The four positive values that were lost to Rule 30
move into the area of the triangular function for the fuzzy premise layer asymmetry

in peak = SOME. Only when these values adversely affect a rule using this premise
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will the boundary of layer asymmetry in peak = NONE change again to include

these values.

5.3.8 Limitations of the fine-tuning algorithm.

New fuzzy rules must also be created in order to adapt a fuzzy system to a
changing application domain. Even when the membership functions of fuzzy variables
are fine-tuned and changed, the fuzzy rules using these variables will still be
composed of the same combinations of variables. The premises and the consequences
will be the same, although the meaning of these will be slightly different. Because of
the nature of changing application domains, new situations will be presented to the
system in which the existing ruleset, even with fine-tuning, will be unable to adapt
to decision-making in this new environment. Circumstances will occur in which new
combinations of variables will be needed in order to make correct decisions.
Therefore, it is important to include mechanisms that will allow the fuzzy system to
generate new fuzzy rules. These rules will describe new relationships between inputs
and outputs to the fuzzy system, relationships that describe new situations and facts
in the changing application domain. An inductive learning algorithm that creates new

fuzzy rules is presented in Chapter 6.



CHAPTER 6. Rule generation by inductive learning from examples
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6.1 Introduction.

This chapter presents an algorithm for generating and testing new fuzzy rules.
The algorithm uses inductive learning from examples (Forsyth 1989, Arunkumar and
Yagneshwar 1990). This algorithm is particularly useful when a fuzzy system is being
applied in a changing application domain.

In changing application domains, new relationships can occur between inputs
and outputs that have not been prescribed for in the fuzzy rulebase. Fine-tuning of
existing rules will deal with many of these new relationships (see Chapter 5), but
circumstances can occur where new combinations of input and output variables are
necessary. By tracking recent input values and output values these new combinations
can be detected. Inductive learning can be used to infer new rules that relate these
input and output values. In inductive learning, the evidence for a new fuzzy rule is
statistical in nature. It does not have a basis in formal logic.

An inductive learning algorithm creates an example set from a series of recent
good decisions made by a fuzzy system. In a changing application domain, recent
decisions are more typical of the current state of the domain and rules created from
these values will be more effective in making new decisions. The example set is
recorded cumulatively in two induction test matrices and then a set of potential fuzzy
rules is generated using simple statistical tests. Each of these potential rules is then
tested using fitness functions. These fitness functions are derived from six evaluation
criteria for knowledge-based systems (Guida and Mauri 1993). These well-established
criteria are: correctness; coverage; robustness; effectiveness; simplicity; and
naturalness. Only those potential rules that satisfy these fitness functions are added to

the fuzzy rulebase. This technique is tested using an example set of input and output
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values from a fuzzy system for X-ray rocking curve analysis (this system is presented

in detail in Chapter 7).

6.2 Inductive learning of new fuzzy rules.

Inductive learning from examples derives general rules or laws from a set of
particular examples. In a changing application domain, the example set is a series of
recent inputs and outputs to the fuzzy system. These inputs and outputs are taken from
good decisions, that is decisions with a high success rate or low error rate in the
application domain. This section presents an inductive learning algorithm that creates

new fuzzy rules in a changing application domain.

6.2.1 The induction test matrices.

The inductive learning algorithm uses two matrices to create new fuzzy rules.
These are called Positive Induction Test (PIT) matrix and Negative Induction Test
(NIT) matrix. The first matrix records cumulative values for positive examples. These
are values for the inputs and outputs of the fuzzy system when the system produces
very good decisions. The quality of a decision is defined in terms of a success rate or
an error rate for the particular application domain. The empty generalised PIT matrix
is shown in Figure 6.1.

The PIT matrix has a column for each linguistic label (Pm,) taken by each
fuzzy variable used in the premises of rules. There is a row for each linguistic label
(Cn,) taken by each fuzzy consequent. There are two extra columns: one column (C)
for the cumulative consequent values and one (CT) for a tally of the number of

occurrences of this consequent in the example set. Thus, the dimensions of the PIT
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P1, P1, P1, P1, P1. P2, P2, P2, P2, P2 ..... Pn, Pm, Pm, Pu, Pn, C CT
L 0 ! 0 : 0 ! 0 ! O5 01 02 03 04 05 01 02 03 04 05 00
(1, 6 0 06 0o 0 o0 0 0 0 O 6 0 0 0 0 00
Cl, o 0 0 0 o0 0 o0 0 0 O 0 0 0 0 0 00
a 4 6o 0 0 O o0 O O O 0 O 6 0 0 0 0 00
Clg 0o o 0 0 o0 o0 O 0 o0 O 0 0 o0 0 0 OO
€2 o 0 0 0 0 o0 0 0 0 0 ..... 0o 0 0 0 o0 00O
Cz, 60 0 0 0 O 0 0 o0 o0 O 6 0 0 0 0 00
C2, 6 0 0 0 O O O0 0 o0 O 06 0 0o 0 0 00O
2, 06 0 0 0 O 0 O o0 o0 O 0 0 0 0 0 00
€2, 0O 0 0 0 0 0 0 0 0 O 0 0 0 0 0 00O
ny 0 0 0 0 0 0 0 0 0 O 0 0 o o0 0 00O
(n, 0 0 0 0 0 0 o0 o0 o0 0 0 0 0o o0 0 00
Cn, 0 0 0 0 o0 0 0 o0 0 O 0 0 0 0 0 00O
Cn, 06 o 0 0 0 O O o0 o0 O 6 0 0 ¢ 0 00O
Cng o 0 0 0 0 0 0 0 0 O 6 0 0 0 0 00

Figure 6.1  The generalised PIT matrix where each fuzzy variable has 5 triangular

membership functions. The matrix is empty.

matrix are: (m X i) + 2 X (n X j), where m is the number of fuzzy premise
variables, n is the number of fuzzy consequences, i is the number of linguistic labels
in the term set for fuzzy premise variables and j is the number of linguistic labels for
fuzzy consequent variables. In fact, the values of i and j can be the same or they can
differ for individual fuzzy variables.

For example, if there are 2 fuzzy premises taking 5 linguistic values each and
there is 1 consequent also taking 5 linguistic values, then the dimensions of the PIT
matrix is 2 X 5) +2 X (1 X 5). The empty PIT matrix for these premises and
consequent is shown in Figure 6.2. In this example, columns A1, ..., AS will contain
the cumulative totals for each of the premise values of fuzzy variable A, columns B1,
..., B5 will contain the totals for fuzzy variable B, column C will contain the

cumulative total for the fuzzy consequent and column CT the tally of occurrences for



Al A2 A3 A4 A5 Bl B2 B3 B4 B5 C CT
Cl 0O o o o 0 0O O 0O O O O O
c2 0o 0 0 o 0 OO O 0 0 0 O
C3 0O 0o 0 0 0 0O 0O 0 0 0 0 O
C4 0 o 0 o o 0 0 0 0O 0 o0 O
C5 0 o o 0o 0o 0O O O O O O o

Figure 6.2. An empty PIT matrix for 2 fuzzy premises A and B and 1 fuzzy

consequent C. Each fuzzy variable has 5 triangular membership functions.

each consequent value. The rows Cl1, ..., C5 correspond to each consequent value of
fuzzy variable C. The NIT matrix has exactly the same dimensions as the PIT matrix

and records cumulative values for negative examples.

6.2.2 The example set used for the inductive learning.

The inductive learning algorithm uses an example set of recent instances of
very good decisions in order to fill these matrices. These are decisions with a high
success rate or a low error rate. Each example is taken in turn and a set of values are
calculated and stored in the induction test matrices. First the output values for each
of the consequents are used. The membership value for each triangular membership
function is calculated for each fuzzy consequent. That is, each defuzzified output
value is again fuzzified. The input values for each of the fuzzy premises are also
fuzzified and a membership value is calculated for each membership function of each

fuzzy premise. These sets of values are the basic data used to fill the PIT and NIT

matrices.

6.2.3 Constructing the induction test matrices from the example set.

A positive threshold for consequent values is set very high (say, 0.95) and a
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negative threshold is set very low (say, 0.125). Whenever the membership value for
a consequent is above the positive threshold, the consequent value is added
cumulatively to the PIT matrix at the appropriate position. All the premise values are
added to the PIT matrix at the same row. Finally, the tally of instances of this
consequent is incremented by 1. When the consequent value is below the negative
threshold, these values are added to the NIT matrix. Values between the thresholds
are ignored by the algorithm. Each example in the example set is used in turn, and
the PIT and NIT matrices are gradually filled. The values in these matrices are then

used to create new fuzzy rules.

6.2.4 Creating potential rules from the Positive Induction Test matrix.

In order to create these rules, each value taken by a fuzzy premise or
consequent is uniquely indexed by a number or character. This indexing is similar to
the indexing of rule elements used in genetic algorithms (Johnson and Feycock 1991).
A minimum sample size is set (this depends on the application) and a number of
potential rules are created from the PIT matrix. Each row in the PIT matrix is tested
in turn for potential rules. The tally of occurrences of a consequent is tested to see if
its value is above the minimum sample size:

TEST 1: Ic; > min,,
where 1¢, is the tally of occurrences of the consequent j and min,, is the minimum
sample size. Next, each cumulative premise value is tested to see if its value is above
a minimum threshold defined in terms of the cumulative value of the consequent:

TEST 2: Joy > pos * fc;

where fp, is the ith cumulative fuzzy premise value for the jth consequent, pos is the
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positive threshold and fc; is the cumulative value for the consequent j. Each premise
that satisfies TEST 2 becomes the premise of a potential rule and the representation
of its rule elements are stored. These elements are combined with other premises
using the AND-connective. The representation of the fuzzy consequent is stored with
these to form the complete rule. Rules created by this method use only the AND-
connective. This is because each premise is cumulatively combined with other
premises in forming the rule. Each potential rule is also checked against the existing

ruleset and removed if it already exists.

6.3 Testing new rules using six fitness functions.

New fuzzy rules must be tested before they are incorporated into the fuzzy
system. These tests must be both rigorous and based on the correct evaluation criteria.
Fitness functions are mathematical formalisations of evaluation criteria for intelligent
systems. A number of fitness functions have been implemented (see Section 2.4.3),
but these systems have concentrated on just one or two criteria. A survey of 66
evaluation criteria for knowledge-based systems that were published between 1982 and
1990 was recently performed (by Guida and Maura 1993). Based on this survey, a
precise definition of performance and quality was proposed and then a set of criteria
was developed to support the practical implementation of this definition. Of these
criteria, only six are applicable to individual fuzzy rules, the others (e.g. user-
friendliness, hardware system etc.) are related to the overall intelligent system. These
six criteria are: correctness; coverage; robustness; simplicity; effectiveness; and

naturalness. Six new fitness functions are derived for each of these criteria and

presented in this section.
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6.3.1 Fitness function for correctness.

The correctness of a potential fuzzy rule is defined in terms of the evidence
against that rule. This evidence is stored in the Negative Induction Test (NIT) matrix.
If the negative evidence is below a threshold, then the potential rule satisfies the
condition for correctness. Negative evidence is defined as a large amount of evidence
for the premises of a rule given that there is no evidence for the rule consequent. The

fitness function for correctness is given by:

cor = —(Nfp, ~ Nic) when Nec; > 0
(Pfe; ~ Prcy

= 1 otherwise

where Nfp, is the cumulative value of fuzzy premise i for consequent j in the NIT
matrix, Nic, is the tally of negative occurrences of consequent j, Pfc, is the cumulative
value of consequent j in the PIT matrix and Ptc, is the tally of positive occurrences
of this consequent.

If the positive evidence for the premise i is high, then the value Nfp, is high.
If the tally of occurrences of the consequent j is low, then the value of Nrc, is low.
In this case the calculated value of (Nfp, + Nrc)) is high. Alternatively, if there is no
evidence against the rule i — j, then the value of (Nfp, = Nic) is very low. The
higher the value of (Pfc; + Prc)) the more inductive evidence there is for the rule i »
j in the PIT matrix. Therefore, if the negative evidence for a rule is high, then the cor
function produces a high value. If there is little evidence for the rule, then the cor
function produces a low value. The more positive evidence there is for the rule, the
lower the value of the cor function. A threshold is set, and only when cor is less than

this threshold does a potential rule satisfy the fitness function for correctness. The
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value of this threshold depends on the application.

6.3.2 Fitness function for coverage.

The coverage of a potential rule is the number of rules that adequately covers
a particular consequent. The fitness function for coverage tests the number of existing
rules that contain a particular consequent against a predefined quota. This quota
ensures that the fuzzy system is not filled up with a large quantity of rules that cover
only a small number of consequents. If the number of rules is greater than the quota,
then the potential rule is tested for robustness. This fitness function is given by:

cov = number(fc,)

where number calculates the number of existing rules with consequent fc;.

6.3.3 Fitness function for robustness.

The robustness of a potential rule is defined in terms of the average value of
the consequent in the PIT matrix. The higher the average value of the consequent, the
stronger the evidence is for the rule. If the average value is very high, then the
evidence for the rule is very high and the rule itself is robust in terms of this statistical

evidence. The fitness function for robustness is:

rob = Pfc,
Prc;

where Pfc, is the cumulative value of the consequent j in the PIT matrix and Prc, is
the tally of positive occurrences of this consequent.
If the value of this fitness function is very high, i.e. 0.975, then the potential

rule satisfies the test for robustness. This fitness function is used only when a potential
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rule fails the test for coverage. This means that when there are lots of rules covering
a particular consequent, a new rule is created only when the amount of evidence for

this rule is very high.

6.3.4 Fitness function for effectiveness.

Effectiveness is defined in terms of low coverage for a fuzzy consequent. The
basis for this is that, if a low number of rules cover a particular consequent then the
fuzzy system is not effectively covering the full range of output values. Effectiveness
in this context is defined in terms of overall effectiveness of the fuzzy rulebase. The
fitness function for effectiveness is:

eff = 1 when low(cov)

= 0 otherwise
where low defines low coverage in the current application. If there are very few rules
covering a particular consequence, then the thresholds are artificially changed so that
there is a higher chance of a new rule being created for this consequent than for
others. These artificial changes are made to the thresholds used to define positive and

negative instances for the induction test matrices.

6.3.5 Fitness function for simplicity.

The fuzzy system that uses simpler rules is more efficient, because it performs
a smaller number of tests in firing its rules. If two rules infer the same consequence
and both rules are equally successful in performing this task, the rule that uses a
greater number of premise variables is actually testing for irrelevant information.

Therefore, simplicity is defined in terms of the number of premises in a rule.
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The fitness function for simplicity is:
sim = 1 when premises(nr,) < premises(er;)
= 0 otherwise

where nr, is a new rule and er; is an existing rule, with premises i and consequent j,
and premises is an index of the set of premises of a rule. When the consequent of a
potential rule is the same as an existing rule in the fuzzy rulebase, the premises of the
rules are compared. Whenever the premises of one rule is a subset of the premises of
the other rule, then the rule with a lower number of premises is chosen. That is, the
simpler rule satisfies the test for simplicity. When the more complex rule is in the
existing fuzzy ruleset, then this rule is hidden from the reasoning processes of the
fuzzy system. It is not completely removed from the rulebase. This is because this
rule may be relevant to situations that were not included in the example set used for

the inductive learning.

6.3.6 Fitness function for naturalness.

Naturalness is defined in terms of the user, who is used interactively to test
potential rules. The fitness function for naturalness simply displays each potential rule
and the user is asked to decide whether the rule is sensible. This formulation is
derived from (Rada 1991), which argues that an appreciation of the relation between
representation and meaning requires an immersement in the world and therefore the
user should be used interactively to test predicates, rule variables etc. The fitness
function for naturalness is:

nat = 1 when user accepts nry

= 0 otherwise
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6.4 Algorithm for generating and testing new fuzzy rules by inductive
learning from examples.

This inductive learning algorithm creates new fuzzy rules from an example set
of recent good decisions involving the fuzzy system. Only rules with statistical
evidence for their premises and consequents are created. Then these new rules are
tested using six fitness functions based on six evaluation criteria. Only those rules that
test positive for these evaluation criteria are added to the fuzzy rulebase. Thus, new
rules are created that deal with the most recent facts and situations in a changing

application domain.

6.4.1 Formal representation of the algorithm.
This algorithm can be stated more formally as follows:
Definitions:-
E is the example set used to create new rules, e€E is an example taken from this
example set; min(nr,) is the minimum number of new fuzzy rules to be created by the

algorithm; pos is the positive threshold (say, 0.95) and neg is the negative threshold

(say, 0.125).

fc, is the value of fuzzy consequent j and jp, is the value of fuzzy premise i in an
example ecE; Pfc, is the cumulative value for consequent j in the PIT matrix; Nfc, is
the cumulative value in the NIT matrix; Pfp, and Nfp, are the cumulative values for
fuzzy premises in the PIT and NIT matrices, respectively; Prc; and Nt are the tallies

of occurrences of fuzzy consequents in the PIT and NIT matrices, respectively.

nr, is a new fuzzy rule and er, is an existing fuzzy rule already in the fuzzy system.

98



Algorithm:-
CASE: number of new rules < min(nr;)
CASE 1: f¢; > pos
THEN Add fc; to the cumulative value Pfc,
AND increment Prc; by 1
AND add each jp, to Pfp,
CASE 2: f¢; < neg
THEN Increment Nec; by 1

AND add each fp; to Nfp,

CASE 3: Pic; = min; AND Pfp, > pos X Pf
THEN Use AND-connective to join premises { and consequent j to
form new rule nry
CASE 4: nr, = er,

THEN remove nr, from the list of potential rules

CASE 5: cor > threshold of negative evidence

THEN remove nr, from list of potential rules

CASE 6: cov < quota of existing rules
AND rob > very high threshold

THEN remove nr, from list of potential rules

CASE 7: eff < 1
THEN Reset pos very low and neg very high and repeat the algorithm

for just consequent j
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CASE 8: sim = 1

THEN switch rule nr; for rule er, in the fuzzy rulebase

CASE 9: sim =0

THEN remove nr, from the list of potential rules

CASE 10: nat = 0

THEN remove nr; from the list of potential rules
Decrement pos and increment neg by a small amount 6

Add all nr;; to the fuzzy rulebase

6.4.2 Adapting the algorithm to include Boolean premises.

This algorithm can be adapted to also include Boolean premises. These are
variables that take values 1 or 0 corresponding to TRUE and FALSE. In order to
adapt the algorithm, two extra columns will be added to the PIT matrix and the NIT
matrix for each Boolean premise. Each time a consequent occurs in the example set
the value +1 is added cumulatively to the PIT matrix that corresponds to the value
of the Boolean variable. A Boolean premise is added to the premises of a potential
rule only when the cumulative total for positive occurrences of the Boolean premise
is exactly equal to the number of occurrences of the consequent. The cumulative value
of the negative occurrences must also be equal to zero. If Php, is the cumulative value
for a Boolean premise in the PIT matrix and Nbp, is the cumulative value for the

same variable in the NIT matrix, then this test can be stated more formally as follows:
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CASE: Pbp, = Pic; AND Nbp, = 0

THEN Use AND-connective to join Boolean premise i to new rule nr;

6.5 Testing the behaviour of this technique.

This algorithm was tested using a fuzzy system for X-ray rocking curve
analysis (see Chapter 7 for a detailed presentation of this sytem). A set of 59
examples was used to create new fuzzy rules by inductive learning. These examples
were taken from good decisions involving single-layer experimental rocking curves
of substrate GaAs and layer AlGaAs. This example set is shown in Appendix B. 7
fuzzy variables were used as premise values, each taking 5 linguistic values. 16
Boolean variables were also used as premises, each taking 2 linguistic values. 18
fuzzy consequents were used, each taking 5 linguistic values. The dimensions of the
induction test matrices were therefore (7X5) + (16X2) + 2 = 69 columns and
(18%x5) = 90 rows. The positive threshold was initialised to 0.95 and the negative

threshold was set to 0.125.

11 new rules were created by the basic inductive learning algorithm using no
fitness functions. These rules are illustrated in Figure 6.3. This figure also illustrates
the point at which rules were removed by the algorithm from the list of new rules.
The fitness function for correctness removed 2 rules leaving a total of 8 new rules.
For example, in Rule 8 the premises substrate peak broadening = SOME,
substrate asymmetry in peak = SOME, layer wedge shaped peak = NONE and
interference fringes = SOME occurred in the example set when the fuzzy
consequent !ayer is thick = VERY also occurred. However, when this rule was

processed by the cor fitness function it was found that the same premises occurred in
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IF type_of structure is_single_layer = TRUE
AND number of peats_is_two = TRUE

M relaxed nismatch_is high = FALSE

AD substrate_peak_broadening = MONE

MD substrate_asymetry_in_peak = NONE
A interference fringes = NONE

THEN crystal_quality = FAIRLY good.

RULE 1: Removed by sim function.

IF type_of structure is_single layer = TRUE
MD nusber of peaks_is_two = TRUE

MO relaxed_aismatch_is_high = FALSE

MO substrate_peak_broadening = SOHE

AN substrate_asymaetry in_peak = SO
AND Tayer wedge_shaped peak = SME

N interference fringes = SOKE

M intensity of layer peak = EXTREME
THEN misorientation of substrate = SO

RULE 4: Resoved by sim function

IF visibility_of interference_fringes = EXTREME

THEN Tayer_is_thick = FAIRLY high

IF type_of structure_is_single_layer = TRUE
AND rumber of peaks_is_two = TRUE

AXD relaxed miswateh is high = FALSE

AND substrate_peak _broadening = NONE

M substrate_asymetry_in_peak = NONE
M) interference_fringes = NONE

THEN characteristic_curve = EXTREME

RULE 2: Removed by sim function

IF type_of structure is_single Tayer = TRUE
AND number of peaks_is_two = TRUE

AND relaved_mismatch_is_high = FALSE

AND substrate_peak broadening = NONE

AND substrate_asymetry in_peak = NONE
MND Tayer wedge_shaped_peak = NOKE

AND interference fringes = NONE

AND intensity of layer peak = EXTREME
THEN bendingof substrate = NONE

RULE 5: Removed by sim function

RULE 7: Removed by cov function, but accepted by'
rob function. This rule is accepted by the algorithe

IF substrate_peat_broadening = NONE
AND substrate_asymetry_in_peak = NNE
MO interference fringes = NKE

THEN Tayer _is_thin = FAIRLY high

RULE 9: Accepted by the algorithe

IF substrate_peak broadening = NONE
D substrate_asymetry_in_peak = NONE
AND Tayer wedge_shaped peak = NONE
AN interference fringes = NONE

THEN evidence of nismatch = SONE

RULE 10: Removed by cor function

IF type of structure_is_single_layer = TRUE
AND nunber of peaks_is_two = TRUE

MND relaxed misatch_is_high = FALSE

MND substrate_pesk_broadening = NOKE

AD substrate_asymetry in_peak = NONE
AND Tayer wedge_shaped_peak = NORE

AND interference fringes = NONE

AND intensity_of Jayer_peak = EXTREME
THEN misorientation_of_substrate = NONE

RULE 3: Removed by sim function

IF type_of structure_is_single_layer = TRUE
MO number of peaks_is_two = TRUE

AND relaxed_mismatch_is_high = FALSE

MD substrate_peak_broadening = SOME

AND substrate_asymetry_in_peak = SOE
AND Tayer wedge_shaped peak = SOME

AND interference fringes = SO

AND intensity of Tayer peak = EXTRENE
THEN bending_of substrate = SNE

RULE 6: Removed by sim function

{F substrate_peak_broadening = SOME
AKD substrate_asymeetry in peak = SOME
M Tayer wedge_shaped_peak = NONE
MO interference fringes = SN

THEN Tayer_is_thick = VERY

RULE 8: Removed by cor function

IF substrate_peak_broadening = NONE
M substrate_asymetry_in_peak = NONE
AN interference fringes = NKE

THEN evidence_of mismatch = FAIRLY high

RULE 11: Accepted by the algoritha

Figure 6.3. 11 rules created by the inductive algorithm, 8 of which are removed by

fitness functions: 3 by cor (correctness) and 5 by sim (simplicity).
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a significant number of cases when the fuzzy consequent NOT(layer is thick =
VERY) occurred. For this reason, Rule 8 was removed by the cor fitness function.
Rule 10 was removed for the same reason.

The quota for coverage was set at 5 rules and Rule 7 failed this fitness test.
This is because 7 existing rules contained the consequent layer is thick = FAIRLY
high. However, this rule was accepted because the value of the rob function was
greater than 0.975.

A low coverage threshold of zero was set for effectiveness and as each
consequent was covered by at least one rule in the existing ruleset, the test for
effectiveness was passed without any changes to the positive and negative thresholds.

In 6 of the remaining 9 rules, existing rules covered the same consequents with
a subset of these premises. Therefore, these five rules were removed by the sim
function from the set of new rules. In the case of Rule 1, an existing rule:

IF type_of_structure_is_single_layer = TRUE
AND number_of_peaks_is_two = TRUE
THEN crystal_quality = FAIRLY good

covers the same consequent using a subset of the premises. This is Rule [1] in
Partition 2 of the fuzzy rulebase (see Appendix C). In the case of Rule 2, the existing
Rule [63] covers the same consequent using a subset of the premises. Rule [115] is
simpler than Rule 3, Rule [114] is simpler than Rule 4, Rule [6] is simpler than Rule
5 and Rule [5] is simpler than Rule [6]. For these reasons, Rules 1, 2, 3, 4, 5 and 6.

The three rules that remained were presented to the expert Professor D. K.

Bowen, who accepted that these rules were sensible. They were therefore added to the

existing fuzzy ruleset.
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X-ray rocking curve analysis is a changing application domain. A fuzzy system
for this application must adapt its rules to deal with new situations and facts. It must
also create new rules to deal with new relationships between inputs and outputs to the
fuzzy system. This is because the existing rules in the fuzzy rulebase cannot describe
all the possible relationships that may be presented to the fuzzy system. The algorithm
presented in this chapter demonstrates a method for the automatic creation of sensible

fuzzy rules for this application.

6.6 Summary of the behaviour of this technique.

This algorithm creates new relationships between inputs and outputs by
inductive learning from examples. These new relationships are presented in the form
of new fuzzy rules. Each new rule is tested rigorously using a set of fitness functions.
These functions are based on six well-established evaluation criteria for knowledge-
based systems. Rules that fail these criteria are removed and only rules that satisfy the
evaluation criteria are added to the fuzzy rulebase. This algorithm, combined with the
techniques presented in Chapters 4 and 5, will adapt a fuzzy system to deal effectively
with a changing application domain. To illustrate this, these techniques and algorithms
have all been implemented in a fuzzy system for X-ray rocking curve analysis. This

fuzzy system is presented in detail in Chapter 7.
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CHAPTER 7. A fuzzy system for X-ray rocking curve analysis.
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7.1 Introduction.

In this chapter, a fuzzy system for X-ray rocking curve analysis is presented
(Partridge and Tjahjadi 1991, 1994a, 1994b). A fuzzy system can be built in five
steps: articulating the problem; developing a strategy for the solution of this problem;
deciding which tools to use; implementing the strategy; and testing the solution.
However, these steps are not always distinct and there is a large amount of overlap
between them. This is typical of Al problem solving, where an initial top-down
approach to the problem gives way very easily to amendments and backtracking (D.
Partridge 1992). By the time the final solution is implemented, there is a final set of
structures and a set of arguments to justify these structures, but these arguments will
only have become apparent during the process of building the fuzzy system. For
example, the simplified fuzzy rules (presented in Section 5.2) were suitable to the
earliest formulation of the problem of X-ray rocking curve analysis. Only when the
full complexity of the problem was understood did it become important to use a more
sophisticated formulation of fuzzy rules. This formulation uses triangular membership
functions (see Section 5.3). For this reason, an alternative format that overlaps many
of the five tasks mentioned above is used to present the fuzzy system. In this
alternative format, five broad headings are used: the design of the fuzzy system; the
description of the fuzzy system; the performance measure for X-ray rocking curve

analysis; the implementation of the fuzzy system; and the testing of the fuzzy system.

7.2 The design of the fuzzy system.
The design of the fuzzy system presents an overall strategy for solving the

problem of X-ray rocking curve analysis. This section assumes the review of the
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problem presented in Chapter 3 and identifies a number of stages in the solution of
this problem. A series of techniques or tools are presented to solve each stage in the
problem. These include: frames, for describing the experimental and theoretical
rocking curves; logic-based variables, which are used to translate these descriptions
into a format more suitable for performing deductions; and self-adaptive and self-
evaluative techniques, which are used to alter the deductive mechanisms of the fuzzy
system to deal with a changing application domain. Arguments are given as to why

each of these tools are the most appropriate for the current problem.

7.2.1 Description of the experimental rocking curve.

An adequate description of the experimental rocking curve must be stored.
This must include all the important features that will be used to deduce the underlying
structure that produced the rocking curve (see Chapter 3). A frame-based
representation is the most expressive knowledge representation technique (Partridge
1989). A frame is a data-structure for representing stereotyped situations (Minsky
1981). Frames consist of slots and each slot has a name and a default value attached
to it. New values will supersede these default values. Collections of related frames are
linked together into what are called frame systems. In a frame system slots and default
values are inherited between one frame and another. Frames are extremely pragmatic
because knowledge is characterised on the basis of its function or use (Partridge
1989).

Rocking curves have a stereotyped format. They incorporate substrate, layer
and satellite peaks and the relationships between each of these (Partridge and Tjahjadi

1991). For this reason, a frame-based representation is the most suitable knowledge
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representation technique for the description of rocking curves.

There are two methods that can be used to fill the frame system: direct input
of the rocking curve to the frame system; and question and answer sessions with the
user. The first method is the most efficient because it automates the data capture.
Suitable procedures can be used to prioritise the important features and slots can be
filled from direct calculations taken from the curve. The second method uses question

and answer sessions with the user to capture the important data from the curve.

7.2.2 Deduction of structural parameters from the experimental rocking curve.

A set of control mechanisms is needed to deduce the structural parameters
from the stored description of the experimental rocking curve. In these deductions
there are a number of parameters which are imprecise and uncertain. These include
such features as asymmetry in the peak and grading of the layer. However, there are
also a number of exact parameters, e.g. the number of main peaks. Imprecise and
uncertain parameters can be modelled using a set of fuzzy variables. Precise
parameters can be modelled using a set of Boolean variables. A fuzzy rulebase that
uses both fuzzy variables and Boolean variables in the premises of the rules and a
single fuzzy variable in the consequence of a rule can be used to model the deduction
of structural parameters from a stored description of an experimental rocking curve.
Fuzzy variables are used in the consequences of these rules because the relationship
between the description of an experimental rocking curve and the underlying structure

is uncertain and imprecise in terms of the deductions that can be made (see Section

3.3).
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7.2.3 Deciding which rules to use in a decision.

It is impossible to prescribe for every structure and experimental rocking curve
in a fixed set of rules (see Section 3.5). X-ray rocking curve analysis is a changing
application domain and self-adaptive and self-evaluative mechanisms must be used in
order to change the reasoning processes of the fuzzy system to suit particular types
of structures. Fortunately, when experts perform this type of analysis they usually
concentrate on one type of structure for a long period of time and then move to a
different structure, which they will again concentrate on for a long period (from
interview with Professor D. K. Bowen).

Fuzzy rules can be derived from human experts and stored in a fuzzy rulebase.
The rules derived in this way can often be contradictory. Some experts can also be
experienced in just one type of structure and when the fuzzy system focuses on a
different type of structure, the ruleset of that expert will be inadequate. Connection
matrices and credibility weights are the most suitable control mechanism for this kind
of situation (see Section 4.2). These structures are designed to deal with contradictory
knowledge stored in a fuzzy rulebase. They are also designed to alter the focus of

attention between different subsets of the rulebase. This is important in a changing

application domain.

7.2.4 Adapting the fuzzy system to a changing application domain.

The range of structures that may be presented to the fuzzy system is
computationally infinite (see Section 3.5). Therefore, the fuzzy system must shift the
focus of attention between different sets of rules. By incrementally altering the

credibility weights used in the connection matrices, the focus of attention can be
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altered between different sets of rules (see Section 4.3). The meaning of the fuzzy
rules can be incrementally altered so that the fuzzy system becomes gradually more
effective in dealing with new types of structures (see Chapter 5). Fuzzy rules that are
extremely unsuccessful can be hidden using the Unassert function and returned to use
by the Assert function (see Section 4.4). In situations where new combinations of
input and output variables occur, then new rules will need to be created. The most
suitable method for creating new fuzzy rules in a changing application domain is
inductive learning from examples (see Chapter 6). To implement this method, each
rule element must be encoded as a set of characters or numbers. This encryption also

stores the rulebase more efficiently.

7.2.5 Presentation of deductions to the user.

Once the structural parameters are inferred, then these deductions must be used
to simulate a theoretical rocking curve. One method is to transfer the structural
parameters directly into a simulation program and calculate the theoretical curve
immediately from this. However, this method assumes that there are dynamic data
links between the fuzzy system and the simulation package. When these data links do
not exist, then the output from the fuzzy system must be presented to the user in such

a way as to enable the user to enter the structural parameters into the simulation

package.

7.2.6 Description of the theoretical rocking curve.
An adequate description of the theoretical rocking curve must be captured and

stored by the fuzzy system. This description must be compatible with the stored
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description of the experimental rocking curve so that both curves can be compared.
For this reason, the frame-based representation is the most suitable to store the

theoretical curve.

7.2.7 Comparison of the experimental and theoretical rocking curves.

Comparison of the curves must be based on a set of the most important
features. These are the features which are most sensitive to changes in the important
structural parameters. These features can be used to calculate a measure of the
closeness of matching between the curves.

By measuring the closeness of matching between the two curves, the
performance of the fuzzy system in deducing an initial trial structure for simulation
is also measured. This measure can be used to update the self-adaptive and
self-evaluative control mechanisms and hence to optimise the performance of the fuzzy
system over time. The performance measure for X-ray rocking curve analysis is

presented in detail in Section 7.4.

7.3 The description of the fuzzy system.

The fuzzy system for X-ray rocking curve analysis uses a set of control
structures based on the initial design (see Section 7.2). The control structures and the
flow of information between these structures are shown in Figure 7.1. In this figure,
the frame system is used to describe the rocking curves and the structural parameters.
The logic-based variables are used to transform the knowledge in the frame system
into a format more suitable for inferencing using fuzzy rules. The fuzzy rulebase

deduces structural parameters from the experimental rocking curve. Connection
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matrices and credibility weights decide which fuzzy rules to use in each decision made
by the fuzzy system. A record of values for previous decisions is stored and used to
update credibility weights and the membership functions of fuzzy premises. This
record is also used to inductively learn new fuzzy rules and to Assert/Unassert
existing rules. The record of values is derived from a comparison of the experimental

and theoretical rocking curves. Each of these control structures is now presented in

detail.
COMBINED CONNECTION MATRIX
CONNECTION
+ | WwWRIGETS < > RULES
MATRIX
Description 1‘ Structural Fine-tuning ﬂ
of Parameters
Rocking Curves J of Crystal of Weights
FRAME ]
RECORD OF ASSERT, o CTIVE
SYSTEM unmnlfr FINE-TUNE mumc
PREVIOUS > RULES RULBS OF RULES
‘ DECISIONS
l LOGIC—-BASED vmuuauch I
SIMULATE THEORETICAL CURVE &
COMPARE IT WITH EXPBRIMENTAL CURVE

Figure 7.1 The control structures and flow of information in the fuzzy system for

X-ray rocking curve analysis.

7.3.1 Frame system.
A frame system is used to describe the experimental rocking curve. This frame

system is shown in Figure 7.2.
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Figure 7.2 Frame system used to describe experimental rocking curves.

The Leading Frame questions the user about which basic type of structure is currently
being investigated (see Section 3.6). The fuzzy system then fills a subset of the frame
system that corresponds to this type of structure. For example, a superlattice structure
will fill the following frames: Leading Frame; Superlattice structure Frame;
Experiment Frame; Block-of-layers Frame; a number of Layer Frames, the number
appropriate to the number of layers in the block (see Sections 3.6.6 and 3.6.7);
Satellite-peaks Frame; two Single-satellite-peak Frames; Substrate-peak Frame;
Zero-order-peak Frame; and Interference-fringes Frame. An example of a
Substrate-peak Frame is shown in Figure 7.3.

This frame system is built in a tree structure, but the flow of control can move
between the branches when this is appropriate. For example, an MQW structure is a
less general type of superlattice structure. When an MQW experimental curve is being
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described, the particular frame that distinguishes it from a general superlattice
structure is filled. Then, the superlattice frames are filled and a number of values
typical of MQWs is inherited along this branch of the frame system.

At present, the fuzzy system for X-ray rocking curve analysis is written on a
SUN4 under UNIX, while the RADS simulation program (RADS 1992) is written on
a PC under MSDOS. Dynamic data links between these two systems do not at present
exist. For this reason, it has been decided to use question and answer sessions with

the user to fill the frame system.

7.3.2 Logic-based variables.

The knowledge contained in the frame system is transformed into a
logic-based format. This is a straightforward process, as frames can be naturally
formulated in terms of Zadeh’s fuzzy logic notation (Zadeh 1987). For example, the

logic-based formulation of the frame in Figure 7.3 is shown in Figure 7.4.

SUBSTRATE_PEAK_FRAME

Peak_broadening => Peak_Full_Width_Half_Maximum =>
Integrated_intensity_of _peak => Asymmetry_in_peak =>

(=> indicates a slot, which may be a subframe)

Figure 7.3 Example of a Substrate-peak Frame.

EDF = Peak_broadening [Proportion; u] +
Peak_Full_Width_Half_Maximum [Number; Width] +
Integrated_intensity_of_peak [Number; Intensity] +
Asymmetry_in_peak [Proportion; u]
Figure 7.4 Logic-based format of Substrate-peak Frame.
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This formulation is used to describe the ’explanatory database frame’ (EDF) for a
substrate peak. The frame incorporates a fuzzy measure g, which is the degree to
which a fuzzy variable is compatible with its intended meaning (see Section 2.2.1).
For example, asymmetry in the peak is a fuzzy measure p in the interval [0,1] and
the value of p will describe the level of asymmetry in the peak. It is a fuzzy
interpretation of the initial value assigned to the asymmetry_in_the_peak slot.

The Boolean and fuzzy logic-based variables can be given values derived from
the values stored in the EDFs. The Boolean variables take values in {0,1} while the
fuzzy variables take discrete values in [0,1]. These logic-based variables are the inputs

to the fuzzy rulebase.

7.3.3 Fuzzy rules.

A partitioned set of fuzzy rules is stored in the rulebase. There are four
partitions: the first partition contains 19 rules for substrate only structures; the second
partition contains 117 rules for single layer structures and graded single layer
structures; the third partition contains 31 rules for multiple layers and graded multiple
layers structures; and the final partition contains 76 rules for MQW structures,
superlattice structures and superlattices with additional layers top and bottom. The
rulebase is partitioned for two reasons: firstly because the fuzzy system runs faster and
more efficiently with partitions; and secondly because the rules in the fuzzy rulebase
can be naturally split into four heterogeneous partitions.

The fuzzy rules have Boolean variables and fuzzy variables in the antecedent
of the rule. The premises are connected using the AND-connective. The consequence

of the rule is a single fuzzy variable that describes a structural parameter. In X-ray
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rocking curve analysis, inferences made about an experimental rocking curve are used
to gather evidence for structural parameters. The structural parameters are imprecise
and uncertain, and are therefore best modelled using fuzzy variables. An example of
a fuzzy rule for a single layer structure is shown in Figure 7.5. This rule has two
Boolean variables and two fuzzy variables in the antecedent. The Boolean variables
type_of _structure_is_single_layer and peak_separation_is_low both take
value 1. The fuzzy variables layer_asymmetry_in_peak and
layer_wedge_shaped_peak are defined using triangular membership functions. Both
variables have the same term set: {EXTREME, VERY, FAIRLY, SOME, NONE},
but the meanings of these linguistic values are defined using different triangular
membership functions. The rule is fired using the method presented in Chapter 2. The
fuzzy variable grading_of_the_layer uses the same term set but uses different

triangular functions. The complete ruleset is shown in Appendix C.

IF type_of structure_is_single layer = TRUE
AND peak separation_is low = TRUE
AND layer asymmetry in peak = EXTREME
AND layer wedge shaped peak = VERY
THEN grading_of the layer = EXTREME

Figure 7.5 Example of a fuzzy rule for a single layer structure.

7.3.4 Connection matrices and credibility weights.
The fuzzy system uses connection matrices and credibility weights to decide

which rules to use in a decision. These mechanisms are presented in detail in Chapter
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4. Connection matrices allow the heuristics of several experts to be combined
together. The rules of four experts are used in the fuzzy system. These experts are:
Professor B. K. Tanner of Durham University; Professor D. K. Bowen of Warwick
University; Dr. N. Loxley of Bede Scientific Instruments Ltd. ; and Dr. C. R. Thomas
of Warwick University.

Each expert is given a credibility weight based on experience. The weighting
is in the range [0,1]. Credibility weights are incrementally altered over time. A record
of values for previous decisions is used to update the credibility weights. Successful
decisions will increase the weighting of an expert, unsuccessful decisions will reduce
the weighting. In calculating the size of the increments/decrements to the credibility
weights the following values were used: the confidence limit for the effectiveness of
an expert’s ruleset was set at suc % =75 % ; the confidence limit for ineffectiveness was
set at uns% =20%; the sample size N=20; and, in calculating q in Equation (4.1),

p=1 and e=p/x; k=20 (see Section 4.3.5).

7.3.5 Record of previous decisions.

The record of previous decisions contains four sets of histories. In the first set,
the recent decisions that involved rules used by a particular expert are stored. That is,
whenever one or more rules contained in an expert’s ruleset are used in a decision,
then a value is stored for that expert. These values are the actual values calculated
using the performance measure for X-ray rocking curve analysis (see Section 7.4).
Each history records the most recent 20 decisions that used a particular expert’s rules.
A threshold is set for successful decisions and, in the case of X-ray rocking curve

analysis, the threshold is 0.8. This set of histories is called the
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history_of_decisions. The history of_decisions and the threshold for a
successful decision are used to calculate the sizes of increments/decrements made to
credibility weights (see Section 4.3).

In the second set of histories, a record is kept of recent positive and negative
decisions for each fuzzy rule. Each time a decision using a rule is above the threshold
for success (i.e. 0.8), the value 1 is recorded. Otherwise, the value 0 is recorded.
This set of histories is called the rule_history and is used to invoke the Assert or
Unassert functions (see Section 4.4).

In the third set, three histories are recorded for each fuzzy variable. The first
history records the actual values that fired a rule when there was a positive decision.
That is, a decision that was above the threshold for success. A sample of the 20 most
recent decisions is recorded. A second history records those values that fired a rule
when there was a negative decision. These are decisions that were below the threshold
for success. These pairs of histories are called the variable_histories. The third
history is a record of recent increments or decrements made to the triangular
membership functions of a fuzzy variable. This history is called the
variable_changes. The three histories are used to fine-tune and change the meaning
of fuzzy rules (see Section 5.3).

Each time the fuzzy system makes a good decision, the values of the Boolean
premise variables, the fuzzy premise variables and the fuzzy consequence variables
are recorded. A good decision is one where the outcome of the decision is very high
(> 0.95). Values are added to an example set that will be used to create new fuzzy
rules using inductive learning from examples (see Chapter 6). A tally of the

occurrence of a fuzzy consequence variable in the example set is also recorded.
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7.3.6 Simulation of theoretical curve.

In the application area of X-ray rocking curve analysis, the fuzzy system uses
its rules to deduce structural parameters. These predict the structure of the
semiconductor crystal. The structural parameters are used to derive a theoretical
rocking curve which is compared with the experimental curve. To facilitate this, the
fuzzy system presents the structural parameters to the user in the form of input screens
for the RADS simulation program (RADS 1992). Question and answer sessions with
the user are used to input the resulting theoretical rocking curve. This curve is stored
in a frame system and then the important descriptive variables are transformed into
a logic-based format. A subset of the frame system for the experimental rocking curve
can be used to describe this theoretical curve. This subset will include those
parameters that describe the shape of the theoretical rocking curve. The experimental
conditions will be the same as for the experimental rocking curve. The filled frames

can be translated into a logic-based format for comparison of the two curves.

7.3.7 Comparison of experimental and theoretical rocking curves.

The experimental and theoretical rocking curves are compared together. The
comparison produces a performance measure in the range [0, 1]. A low value means
there is little matching between the curves, a high value close to 1 means that the
rocking curves are very similar in all their important features. This performance

measure is presented in detail in the next section.
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7.4 The performance measure for X-ray rocking curve analysis.

The performance measure for X-ray rocking curve analysis is called the
Outcome of the Decision O. The performance measure was derived after discussion
with an expert in X-ray rocking curve analysis (from interview with Professor D. K.
Bowen). This performance measure is used by the self-adaptive and self-evaluative
mechanisms of the fuzzy system. These mechanisms include updating a set of
credibility weights used in connection matrices (see Chapter 4); masking or
Unasserting fuzzy rules (see Chapter 4); fine-tuning and altering the membership
functions used in the antecedents of fuzzy rules (see Chapter 5); and creating new
fuzzy rules using inductive learning from examples (see Chapter 6). The formulation
of each of these mechanisms depends on an adequate performance measure.

The Outcome of the Decision O is a measure of the degree of matching
between the experimental rocking curve and the theoretical curve derived from a set
of structural parameters deduced by the fuzzy system (Partridge and Tjahjadi 1994a).
The basis for the comparison between the two curves is a two-stage process involving

qualitative and quantitative analyses.

7.4.1 Qualitative analysis.

The features of the curves are prioritised on the basis of importance. The
position, height, width and shape of the major peaks are given the highest priority.
A discrepancy between the experimental and theoretical curves on the basis of these
criteria would involve serious re-evaluation of the fuzzy system’s ruleset. The second
most important set of criteria are the minor peaks. Curves are checked to see if the

minor peaks are present and whether these peaks are correct for the same factors as
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the major peaks. The third most important set of criteria are the background levels
between peaks. Finally, the least important set of features are the tails of the curves.

Initially, evaluation is concentrated on the first set of criteria. When the fuzzy
system functions satisfactorily on this basis, the focus of attention is moved to the

other sets of criteria.

7.4.2 Quantitative analysis.

The quantitative analysis measures the degree to which the fuzzy system is
functioning satisfactorily. From the qualitative analysis, two ordered sets of features
are obtained, one for the experimental curve (E) and one for the theoretical curve (7).

In Equation (7.1), O gives a measure for the outcome of the current decision:

Q

i
.
Mo

1 (mm(@._lll ) when NOT(E, = 0 and 7, = 0)
n ' \max(E, T)

7.1

= 1 otherwise
where 7 is the number of features being tested. O is always in the interval [0, 1]. The
higher the value of O, the closer the match between the experimental and theoretical
curves. A threshold is set for successful decisions and, whenever the value of O is
above or equal to this threshold, the level of matching between curves is judged to be

significantly high. This is called a successful decision. The threshold has been set at

the value 0.8.
7.5 The implementation of the fuzzy system.
The fuzzy system for X-ray rocking curve analysis is implemented on a SUN

4, using POP11 Flavours (POPLOG 1991). The POP11 language is used because its
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object-oriented facility, called Flavours, allows the development and testing of
different strategies in a short period of time. Generic objects are defined. The most
important of these are slots, frames, fuzzy variables, rules, connection matrices, the
combined connection matrix and a control object called the fuzzy system. These
objects encapsulate the important variables and procedures associated with each of
these concepts. By sending messages to an instance of the object, methods are invoked
which implement the functions outlined in the strategy for the fuzzy system (see
Sections 7.2 - 7.4, above). The inheritance facility of this object-oriented language
means that the generic objects can be specialised and fine-tuned to suit each new
specification of the problem. This flexibility is the main reason why POP11 was used
in the development of this fuzzy system.

POP11 is part of the POPLOG environment and is available for the SUN
under UNIX. The RADS simulation program is written for use on a PC under DOS.
Although there are object-oriented languages available under DOS, it was decided to
develop the fuzzy system on a SUN4 under UNIX. This is because, the self-adaptive
mechanisms used in the fuzzy system (see Chapters 4 - 6) need a large amount of
memory as well as a fast machine in order to process the records of decisions,
construct connection matrices, invoke the ruleset for numeric representations of rule
components, calculate the outcome of decisions, generate new rules by inductive
learning and test each new potential rule. It was especially important in the
development stages of the fuzzy system to concentrate on testing the various control
mechanisms without undue concern for memory space or the speed of processing. The

SUN4 is a suitably fast machine that has a large RAM.
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7.5.1 The fuzzy system program.

The fuzzy system for X-ray rocking curve analysis is invoked using either of
four commands. These commands correspond to four separate functions: initialisation
of the fuzzy system; running the fuzzy system; generation of new fuzzy rules by
inductive learning; and adding new rules to the fuzzy system. The complete code for
the fuzzy system is stored in 12 files. These files are listed in Table 7.1. The code

contained in these files can be found in Appendix D.

File nase Description of program file

initial.p This progran initialises the main variables in the fuzzy systen.

fuzzy.p The main program that runs the fuzzy system.,

setfuzz.p This program sets up the fuzzy consequent variables,

rulesl.p This program sets up the fuzzy rules in the first partition of the rulebase.
rules.p This program sets up the fuzzy rules for the second partition of the rulebase.
rilesd.p This progran sets up the fuzzy rules for the third partition of the rulebase.
rlest.p This progran sets up the fuzzy rules for the fourth partition of the rulebase.
rules.p This progran sets up the rulebase from the numerical representation,

fuzzout.p This progran is used to calculate defuzzified values for structural parameters
thick.p This progran uses the integrated intensities to calculate an estinate of layer thickness.
induce.p This program performs inductive learning of new fuzzy rules from examples.
editrule.p This progran is a simle rule editor for adding new rules to the fuzzy rulebase.

Table 7.1 List of files used to store the complete code for the fuzzy system

program.

7.5.2 The initialisation of the fuzzy system.
In the initialisation of the fuzzy system, all the important global variables are
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declared and given initial values. This program is run once only, that is when the
fuzzy system is first started. For this reason, this program is kept separate from the
main fuzzy system program. To invoke this function the user types: popl1 +initial,
at the UNIX command line. This command loads the POPLOG environment, loads
the object-oriented facility, loads the program file initial.p, creates an instance of the
object FUZZY_SYSTEM and sends the message initialize_the system variables to this
instance.

The file initial.p contains two objects: the CONNECTION_MATRIX object
and the FUZZY_SYSTEM object. The message initialize the system_variables
invokes a method that creates a numerical representation of the ruleset, sets up the
membership functions, initialises the histories and creates the connection matrices for
each of the experts. To create the connection matrices, the FUZZY SYSTEM object
creates an instance of the CONNECTION MATRIX object. A number of other
variables are also declared and initialised. These include control variables for Equation
(4.1) and for the inductive learning algorithm (sece Chapter 6). Finally, each of these
variables is stored to an external data file for use by the main fuzzy system program

(fuzzy.p). The complete list of external data files is shown in Appendix E.

7.5.3 Running the fuzzy system.

The main fuzzy system program is contained in the program file fuzzy.p. This
program implements the design and description of the fuzzy system presented in
Sections 7.2 - 7.4. However, because the generation of new fuzzy rules by inductive
learning occurs only at irregular intervals, this function has been separated from the

rest of the program (see Section 7.5.4). To invoke the main program the user types:
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popll +fuzzy, at the UNIX command line. This command loads the POPLOG
environment, loads the object-oriented facility, loads the program file fuzzy.p, creates
an instance of the object FUZZY SYSTEM and sends the message run_the system
to this instance.

The object FUZZY SYSTEM stored in the file fuzzy.p is a different and a
much more complex object than the one stored in initial.p. The file fuzzy.p contains
31 generic objects, the most important of which are: SLOT; FRAME;
FRAME SYSTEM; STRUCTURAL PARAMETER FRAME; FUZZY VARIABLE;
RULE; CONNECTION_MATRIX; COMBINED MATRIX;andFUZZY SYSTEM.
The other objects in this file are specialisations of these more generic objects. This
program file also contains a large number of globally declared variables that act as
logic-based variables for the experimental rocking curve, the theoretical rocking curve
and the structural parameters. Eight external program files are loaded by the fuzzy.p
program. These programs are kept external so that they can be easily changed without
affecting the main fuzzy system program. This allows a programmer to easily alter
the numerical representation of rule components or the sets of premise and consequent
variables to the fuzzy system.

The message run_the_system invokes a method that makes an instance of the
object FRAME_SYSTEM and asks the leading question (see Section 7.3.1). This
leading question decides which type of structure is currently being analysed. A subset
of the frame system which corresponds to this structure is filled using question and
answer sessions. Then the frames are translated into a logic-based format using the
set of globally declared variables (see Section 7.3.2). The external program file,

setfuzz.p, is loaded. This program sets up the fuzzy consequent variables, including
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the membership functions and the variables used to calculate the defuzzified output
values.

An instance of the object COMBINED MATRIX is created and the combined
connection matrix is loaded from an external data file. However, if the credibility
weight of an individual expert has changed since the last decision was made by the
fuzzy system, then a new combined matrix is calculated. To do this, instances of
CONNECTION _MATRIX are created for each expert and methods invoked to
calculate the new combined matrix (see Chapter 4).

Depending on the type of structure being analysed, a partition of the fuzzy
rulebase is loaded using the numerical representation of the rule elements. There are
four partitions, stored respectively in the program files rules1.p, rules2.p, rules3.p
and rules4.p. A further program file rules.p is used to construct the ruleset from
these values. Rules are stored in a 3 X n array, where n is the number of rules in the
partition (see Section 7.3.3).

The message make_deductions is sent to the object COMBINED_MATRIX.
This makes a list of those rules with the highest weights in the combined connection
matrix. The objects RULE and FUZZY_ VARIABLE are then used to fire the rules
layer by layer and calculate the defuzzified output values using the centroid
defuzzification method (see Section 2.2). The external program file fuzzout.p is used
to store these consequences of the fuzzy rules.

Aninstance of the STRUCTURAL PARAMETERS_FRAME object is created
and this frame is filled. The calculations are made of values such as experimental and
relaxed mismatch, layer thickness, the period of a superlattice and period dispersion.

Then the structural parameters are displayed in such a way as to allow the user to
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input these values to the RADS (RADS 1992) simulation program (see Section 7.3.6).

Question and answer sessions with the user are used to fill an instance of
FRAME _SYSTEM for the theoretical rocking curve. This description is then
transferred into a logic-based format and the outcome of the decision O is calculated
using Equation (7.1). The record of decisions and other histories for the experts, the
rules and the fuzzy variables (see Section 7.3.5) are updated and these histories are
stored to external data files (see Appendix E). If the value of the outcome of the
decision O is very high (greater than 0.95), then the values taken by each fuzzy
premise variable, each Boolean premise variable and each fuzzy consequence variable
are added to the example set used for inductive learning.

The self-adaptive and self-evaluative mechanisms are checked and if the correct
conditions occur then the credibility weight of an expert can be changed (see Section
4.3), a rule can be ASSERTed/UNASSERTed (see Section 4.4) or the membership
function of a fuzzy premise variable can be fine-tuned (see Section 5.3). Methods in
the FUZZY SYSTEM object are used to calculate the size of these changes.

Finally, the user is asked if they wish to analyse another crystal and the
process is repeated until the answer to this question is NO.

An example session using this program is shown in Appendix F. This session

is for a single layer structure of layer AlGaAs on a GaAs substrate.

7.5.4 Generation of new fuzzy rules by inductive learning.
The generation of new fuzzy rules by inductive learning uses an example set
taken from good decisions made by the fuzzy system. This learning occurs only at

irregular intervals and so this function is separated from the main fuzzy system
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program. To invoke this function the user types: popll +induce, at the UNIX
command line. This command loads the POPLOG environment, loads the object-
oriented facility, loads the program file induce.p, creates an instance of the object
FUZZY SYSTEM and sends the message create new rules by induction to this
instance. Two parameters are also sent with this message, namely the minimum
sample size before induction is allowed to occur and the number of occurrences of a
particular consequence in the example set before a new rule is allowed to be
generated.

The file induce.p contains two objects: the CONNECTION MATRIX object
and the FUZZY SYSTEM object. The message create new rules by induction
invokes a method which loads the example set from the data files (see Appendix E),
builds the PIT and NIT matrices (see Section 6.2), checks for potential rules in the
PIT matrix, tests the fitness function for correctness using the NIT matrix (see Section
6.3.1), then tests each potential rule for effectiveness (see Section 6.3.4), simplicity
(see Section 6.3.5), coverage (see Section 6.3.2), robustness (Section 6.3.3) and
naturalness (see Section 6.3.6). Finally, potential rules that satisfy these fitness tests
are added to the rulebase and the control variables are changed accordingly. An
example session using this program is shown in Appendix G. This is the session used

to test the inductive learning for X-ray rocking curve analysis (see Section 6.5).

7.5.5 Adding new rules to the fuzzy system.
In adding new rules to the fuzzy system, the input variables and output
variables are displayed to the user. The user chooses variables and values for these

variables. In the case of a fuzzy variable, the values are taken from the term set
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{EXTREME, VERY, FAIRLY, SOME, NONE}. In the case of a Boolean variable,
the values are taken from the set {TRUE, FALSE}.

This simple user-interface uses those input variables and structural parameters
that have already been incorporated into the user-interface of the main fuzzy system
program. For the user to define new variables, and construct rules that use these new
variables, a new user-interface would need to be created that captures values for these
variables. Then, if the user defines new output variables, that is new structural
parameters, then the simulation program (RADS 1992) would need to be adapted to
simulate for these new variables. In fact, in the case of new fuzzy variables, the user
would have to define new membership functions for the new variables, define new
questions to capture the appropriate values for these inputs and interpret the new
outputs in terms that can be keyed into the screens of the simulation program.
Therefore, it seems more appropriate that the fuzzy system for X-ray rocking curve
analysis should capture the most appropriate set of variables and fine-tune the system
on the basis of these, rather than to radically recreate the fuzzy rulebase by defining
completely new sets of variables and rules. For this reason, it was decided to write
a very simple rule editor that allowed the user to add new permutations of variables
and values using the existing set of input and output variables.

To invoke this function the user types: popll +editrule, at the UNIX
command line. This command loads the POPLOG environment, loads the object-
oriented facility, loads the program file editrule.p, creates an instance of the object
FUZZY_SYSTEM and sends the message create_new _fuzzy rules to this instance. The
file editrule.p contains two objects: the CONNECTION_ MATRIX object and the

FUZZY_SYSTEM object. The message create_new_fuzzy rules invokes a method that
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allows the user to construct new rules from a series of simple menus, checks whether
the rule already exists and adds the rule and changes the important variables

accordingly. An example session using this program is shown in Appendix H.

7.6  The testing of the fuzzy system.

The fuzzy system is tested using 100 sample decisions for a single layer
structure with layer AlGaAs and substrate GaAs. Each of the self-adaptive
mechanisms are tested and the sensitivity of these changes is also monitored. A set of
59 example instances are generated from the 100 sample decisions and this example
set is used to generate new fuzzy rules by inductive learning.

Initially, tests were performed on a cross section of typical crystal structures,
but it was found that, in jumping randomly from one type of structure to another, the
fuzzy system did not converge in a manner suitable for analysing batches of similar
structures. Also, the behaviour simulated in this manner was untypical of normal
rocking curve analysis and therefore produced irrelevant results. Hence, a batch of
single-layer experimental rocking curves, of substrate GaAs and layer AlGaAs, was
run through the fuzzy system. The experimental curves were generated using the
RADS (RADS 1992) simulation program and compared with the theoretical curves
derived from the structural parameters inferred by the fuzzy system. The behaviour
of credibility weights, rules, and fuzzy variables was monitored. An example set for
inductive learning was also created (see Appendix B). The fuzzy system was tested
on the basis of the most important set of curve features (see Section 7.4), that is, that
the major peaks were modelled correctly in position, height, width and shape. A

threshold of 0.8 was set for a successful decision. This threshold was reached after
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discussion with the domain experts. A graph of the performance of the fuzzy system
in 100 sample decisions is shown in Figure 7.6. In 76% of cases, the fuzzy system

produced correct decisions. In the other 24 %, the experimental curves were derived
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Figure 7.6  Performance of the fuzzy system in 100 sample decisions on single

layer experimental rocking curves, of substrate GaAs and layer AlGaAs.

from structures that human experts would find extremely difficult. These were curves
with extremely thin or thick layers, with extreme grading or relaxation etc. The
majority of such decisions were just below the 0.8 threshold. In fact, in these cases
the fuzzy system proposed simulations that would actually be acceptable by experts
even though they were below the 0.8 threshold. For example, a layer which is less
than 0.5 microns thick will result in a layer peak of very low intensity. In fact, there
may be no layer peak whatsoever. Deductions based on this kind of curve will be less
valid than those based on more straightforward curves.

Tests showed that the fuzzy system changed its focus of attention by altering
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the credibility weights of the experts. These test results are presented in Section 4.3.5.
No rules were Unasserted during the 100 sample decisions, implying that the ruleset
elicited from the experts is of a high standard. The meaning of the fuzzy rules was
changed using two different methods. In the first method a rulebase of simplified
fuzzy rules was used. These test results are presented in Section 5.2.2. In the second
method, the triangular membership functions of fuzzy premise variables are changed.
These test results are presented in Section 5.3.7. Finally, an example set of 59
instances was stored and these examples were used to generate 11 new rules by
inductive learning. These new rules were tested using six fitness functions and 3 new
rules successfully fulfilled the evaluation criteria necessary for acceptance into the

fuzzy rulebase. These test results are presented in Section 6.5.

7.7 In summary.

The fuzzy system presented in this chapter has been shown to infer structural
parameters from descriptions of experimental rocking curves. When these structural
parameters are used to simulate a theoretical curve the resulting curve has been shown
to closely match the original experimental one, except in cases where experts would
have difficulty in making inferences. However, by including the self-adaptive and
self-evaluative mechanisms presented in Chapters 4 - 6, the fuzzy system has been
shown to incrementally improve its performance by focusing on more appropriate
rules, by fine-tuning existing rules so that these rules are more accurate given recent
inputs and outputs to the system and by generating new fuzzy rules by inductive
learning to deal with new situations and facts presented to the fuzzy system. The
implemented fuzzy system for X-ray rocking curve analysis is one that can adapt its
knowledge to a changing application domain.
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CHAPTER 8. Conclusions
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8.1 Introduction.

A fuzzy system that models a changing application domain must alter its set
of fuzzy rules (see Section 2.3). These rules must be changed so that the rulebase will
incrementally follow any changes that occur in the relationships between the inputs
and outputs to the fuzzy system. These relationships are modelled by a continuous
function (Kosko 1993b). Therefore, the task in adapting a fuzzy system for a changing
application domain is reduced to fine-tuning and changing a set of fuzzy rules so that
the behaviour of the rulebase follows the changes made to a continuous function.

In this thesis, three methods are proposed for altering a set of fuzzy rules:
shifting the focus of attention between different sets of rules; fine-tuning and changing
the meaning of individual fuzzy rules; and generating new fuzzy rules from an
example set taken from recent good decisions made by the fuzzy system.

Three new techniques are presented for implementing each of these methods:
altering the credibility weight of an expert and thereby shifting the focus of attention
of a fuzzy system towards those rules that were successful in the recent past (see
Chapter 4); fine-tuning and changing the membership functions of fuzzy variables
used in the premises of rules and thereby altering the meaning of the fuzzy variables
and, hence, the meaning of the rules (see Chapter 5); and, thirdly, generating new
fuzzy rules by inductive learning from examples (see Chapter 6). Arguments are
presented as to why these mew techniques are the most suitable for changing
application domains and each of the techniques is tested using a fuzzy system for X-
ray rocking curve analysis.

X-ray rocking curve analysis is a changing application domain (see¢ Chapter 3).

The continuous function that maps inputs to outputs changes over time and a set of
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fuzzy rules that successfully estimates this relationship for one set of structures will
be unsuccessful for a different set. Therefore, this application is a suitable one for
testing the new techniques presented in Chapters 4 - 6. A fuzzy system has been built
for this application (see Chapter 7).

The fuzzy system for X-ray rocking curve analysis uses the following
knowledge representation techniques: frames; a logic-based format for these frames;
fuzzy rules; a numerical representation of these rules; connection matrices and
credibility weights; Assert/Unassert functions; an algorithm for fine-tuning fuzzy
rules; and rule generation by inductive learning from examples (see Section 7.3). 100
experimental rocking curves were presented to the fuzzy system (see Section 7.6) and
each of the three techniques was tested. These tests showed that the fuzzy rulebase

was incrementally altered and adapted to suit the changes in the application domain.

8.2 Benefits of the techniques presented in this thesis.

In this section, five benefits are discussed for introducing three new self-

adaptive techniques for fuzzy systems.

8.2.1 The range of applications of fuzzy systems is expanded.

The most important benefit of the techniques presented in this thesis is that the
range of application domains for fuzzy systems can be expanded to include
applications that change over time. For example, fuzzy systems can be developed for
applications such as economic forecasting, customised user-interfaces and
epidemiological studies. These applications can change over time and a set of

deductions that solves one problem can be useless for the solution of a quite similar
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problem in the same domain. By regularly feeding the results of decisions back into
a fuzzy system and using the three techniques presented in this thesis, the rules in the

fuzzy system can be adapted to suit the most recent behaviour in the application.

8.2.2 Automate the analysis of X-ray rocking curves.

The techniques presented in this thesis have been used to solve a particular
problem in the area of X-ray rocking curve analysis. Thus, it has been shown that by
adapting the fuzzy rulebase, the performance of the fuzzy system for X-ray rocking
curve analysis has been optimised. Optimisation has been measured in two ways:
excluding negative decisions from the behaviour of the fuzzy system; and generating
new fuzzy rules that will make good decisions given an example set taken from recent
good decisions made by the fuzzy system. Therefore, the obvious benefit has been the
development of a successful fuzzy system for the application of X-ray rocking curve

analysis.

8.2.3 A fuzzy system can be implemented in a changing application domain.

By testing each of the techniques using the fuzzy system for X-ray rocking
curve analysis, it has been shown that each technique can be successfully implemented
in a real-world application that changes over time. It has also been shown that the
program that implements this fuzzy system is, in its final form, efficient in terms of
size and speed. The complete code fits on a single 3'4 inch (1.4 MBytes) floppy disk
and a single session - including the user description of the experimental rocking curve,
the deduction of structural parameters, the description of the theoretical curve, the

calculation of the outcome of the decision, the recording of histories and the
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incremental altering of the control structures - can occur in 5-10 minutes of the user’s

time.

8.2.4 Combination of inductive learning and a number of techniques more
associated with genetic algorithms.

The algorithm for inductive learning from examples combines the intentional
statistical-based methods of inductive learning with the more abstract techniques of
genetic algorithms. These abstract techniques include mapping rule elements to a
numerical representation and using fitness functions to test new rules generated by the
inductive learning. This combination of techniques results in the generation of rules
that are succinct and relevant, in terms of the rule elements used, and that can be
justified explicitly in terms of well-established evaluation criteria for knowledge-based

systems.

8.2.5 Introduction of techniques that can be widely applied.

A number of the techniques introduced in this thesis are applicable to
intelligent systems other than fuzzy systems. In particular, the technique of
incrementally altering the credibility weights of experts (see Chapter 4) can be used
to alter the behaviour of production systems that use Boolean variables in the
antecedents and consequents of rules. It has also been shown (see Section 6.4.2) that
the algorithm for inductive learning from examples (see Chapter 6) can be adapted to
generate new rules that use Boolean variables. Thus, one other benefit has been the
introduction of new techniques that can also be applied outside the area of fuzzy

systems.
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8.3 Limitations of the techniques presented in this thesis.
In this section three limitations of the three self-adaptive techniques for fuzzy

systems are discussed.

8.3.1 No automatic generation of new input and output variables.

One limitation of these techniques is that they do not allow for the automatic
generation of new input and output variables. Thus, when a change occurs in an
application domain and that change is created by the introduction of a new parameter
that has not previously been legislated for by the fuzzy system, then in the current
formulation there is no way to detect the existence of this new parameter. This
problem indicates a gap in the underlying knowledge of the fuzzy system. The same
gaps can occur in the decision-making of a human expert. This does not mean that the
problem goes away, but it means that the solution of the problem is as intractable as

it is in the case of human experts.

8.3.2 Generates large number of data files.

The second limitation is that each of these techniques involves the recording
of a large number of histories that are stored in data files. This is necessary so that
each time the fuzzy system is loaded, the stored histories which affect the self-

adaptive mechanisms will include the previous sessions.

8.3.3 The three techniques operate independently.
In the current formulation, each of the three techniques functions separately.

That is, evidence is gathered incrementally for changes to the credibility weights, to
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the membership functions of fuzzy premises and for the generation of new fuzzy
rules. The underlying assumption in this framework is that the behaviour of each
technique is independent and will approach equilibrium over time. In tests on 100
experimental rocking curves in a fuzzy system for X-ray rocking curve analysis, it has
been shown that equilibrium is reached for each of the three techniques. These
separate equilibriums are reached even though the three techniques are working in
tandem. However, the effects of one self-adaptive technique on a second technique
has not been studied in depth. For example, the membership function of a fuzzy
premise of a rule can be incrementally changed while evidence is still being gathered
for a change to an expert’s credibility weight. The question arises as to whether the
credibility weight of the expert should be altered while the rules used by that expert
are also changing. If the techniques are not independent then the main effect will be
that a false equilibrium, that is above or below the true equilibrium value, is reached.
In time, the effects of the new rules or the new credibility weights will incrementally
alter the erroneous equilibrium. Therefore, by integrating the tests for each technique

and incorporating weightings for dependent effects, the self-adaptive techniques can

be made more efficient.

8.4 Future work.

The three new techniques presented in this thesis have been shown to
incrementally improve the performance of a fuzzy system in a changing application
domain. However, there are a number of areas that could also be investigated in order
to improve the self-adaptive techniques or the fuzzy system for X-ray rocking curve

analysis.
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8.4.1 Statistical analysis of the effects of different thresholds and sample sizes.

The first of these areas is a statistical analysis of the effects of different
thresholds and sample sizes on the values calculated for the outcome of the decision
O. By automating analysis of different values for the confidence limits suc% and
uns %, the sample size N for altering credibility weights and the size of the increment
Kk (in Section 4.3), of the sample size N for fine-tuning rules (in Section 5.3) and the
positive and negative thresholds for consequent values and the minimum sample size
min,, for generating rules (in Section 6.2), values could be derived for each of these

parameters that will optimise the outcome of the decision O for a sample of decisions.

8.4.2 Altering the values of parameters to optimise the outcome of decisions.

As a result of this analysis, a statistical-based algorithm could be introduced
that alters the values of these parameters over time in such a way as to optimise the
outcome of the decision O. This optimisation would be on the basis of the most recent
inputs and outputs to the fuzzy system. The behaviour of this algorithm would be

similar to the behaviour of the fine-tuning algorithms (presented in Chapter 5).

8.4.3 New threshold used to invoke the inductive learning algorithm.

A further area that could be investigated is the introduction of a new threshold.
This threshold would be a sample mean taken from a sample of recent values for the
outcome of the decision O. This value could be used to invoke the inductive learning
algorithm. The rationale behind this investigation would be that when the value of O
is always high, then there would be no need to use the inductive learning algorithm

to generate new rules. However, once the mean value of O in a recent sample of
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decisions dropped below a threshold, then it would be important to alter the fuzzy
rulebase in such a way as to raise the mean value of O again. The statistical methods,

mentioned above, could be used to investigate the level of this new threshold.

8.4.4 Deriving a fitness function for information content.

A further area that could be investigated is the development of a fitness
function that measures the information content of new fuzzy rules. Although this
evaluation criterion was not mentioned in the criteria of (Guida and Maura 1993), a
measure for this criterion was developed (by Gaines and Shaw 1986). The main
problem with deriving a fitness function for information content is that such a measure
must be in terms of the domain theory of the application. For example, a fitness
function that chooses a rule that optimises matching between the broadness and
asymmetry of the experimental and theoretical curves in X-ray rocking curve analysis
will have a high information content. However, the measure that works in this case
will be very unlikely to be satisfactory for applications such as economic forecasting
or customised user-interfaces. Therefore, this investigation should be concentrated on

deriving a fitness function that is suitable for X-ray rocking curve analysis alone.

8.4.5 Integration of tests for the self-adaptive techniques and weight for

dependent effects.

As mentioned above (see Section 8.3.3), a further area that could be
investigated is the integration of the tests used for each of the self-adaptive techniques
and the incorporation of weights for dependent effects. If a methodology for

investigating these effects could be developed, then testing for independence or
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dependence of the techniques could be performed methodically for each application

domain.

8.4.6 Dealing with exceptions to rules.

One area that could also be investigated is how to deal with exceptions to
rules. There is at present no mechanism to deal with a particular set of input/output
relationships that is an exception to the more typical behaviour presented to the fuzzy
system. The default reasoning (of Reiter 1980) could be used to develop techniques

to deal with these types of cases.

8.4.7 Dynamic data links between the fuzzy system and RADS.

One important area that could be investigated is dynamic data links between
the fuzzy system for X-ray rocking curve analysis and the RADS simulation program.
This would allow the automatic capture of experimental and theoretical rocking curves
by the frame system of the fuzzy system and also allow the passing of structural
parameters directly from the fuzzy system into RADS. At present the fuzzy system
is written in POP11 on a SUN4 under UNIX. RADS is written on a PC under
MSDOS. However, given that the development process of the fuzzy system is now
complete, a succinct version of the fuzzy system could be written in an object-oriented

programming language for a PC under MSDOS. In this process, dynamic data links

could be incorporated into the fuzzy system program.

8.4.8 More rigorous testing of the fuzzy system.

The testing of the fuzzy system for X-ray rocking curve analysis could be
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extended in two directions. In the first case, a very large number of one type of
structure (> 1000) could be presented to the fuzzy system. In this way, the long-term
behaviour of the system could be tested in terms of curve features that are of lower
priority (see Section 7.4.1) and mechanisms that deal with exceptions to rules (see
Section 8.4.6) could also be investigated. Thus, a behaviour pattern that is rare but
important could be investigated and accounted for in the fuzzy rulebase. In the second
case, testing could be extended to a wider range of structures so that the different

partitions of the fuzzy rulebase could be more fully tested.

8.4.9 Extending the behaviour of the fuzzy system for X-ray rocking curve
analysis.

Finally, a set of fuzzy rules could be developed for inferring second, third and
higher order theoretical rocking curves. These new rules could be used to compare the
description of the experimental rocking curve with the description of the first
theoretical curve in order to infer new structural parameters. These could then be used
to simulate a second theoretical curve. Later, this behaviour could be extended to infer
structural parameters for higher order theoretical curves. By this means, the range of
application of the fuzzy system could be extended to cover the complete process of

X-ray rocking curve analysis.

8.5 In conclusion.
The development of fuzzy systems in changing application domains is an on-
going process. In dealing with these kinds of applications it is important not to

circumscribe the range of behaviours that are expected of the fuzzy system. For this
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reason, although it is important to introduce new self-adaptive techniques that deal
with these kinds of domains, it is also important to test these techniques, to identify
new problems and to develop new techniques to solve these problems. In all these
efforts, it is particularly important to be pragmatic. This means that instead of
attempting to develop an ideal fuzzy system that solves all problems perfectly, it is
more important to solve all the important problems adequately. Adequacy in this
context must be defined explicitly in terms of the application domain.

To this extent, this thesis introduces three new self-adaptive techniques that
allow fuzzy systems to make deductions in changing application domains. These
techniques have been demonstrated using a fuzzy system for X-ray rocking curve
analysis. Although the techniques presented here are generic, the implementation of
these techniques for the specific application of X-ray rocking curve analysis means
that the solution of this problem is the primary aim of the fuzzy system. The side-
effect is the demonstration of the optimisation of performance that is directly
attributable to the three self-adaptive techniques. In presenting these techniques
applied to a real-world problem, it is therefore important to identify new problems
and complications that have occurred in the development of the fuzzy system for this

application. These problems are presented in the section, Future work (see Section

8.3).
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APPENDIX A

Test data used to monitor the behaviour of Equation (4.1) (see Section 4.3.5).
100 sample decisions are used. 80 changes occur in the credibility weight of expert
Professor D. K. Bowen. The values of p, g, the function f and the actual credibility

weight of the expert are monitored over these 80 changes.

Number of change p valuc q value value of f credibility weight of DKB
1 1.0 1.0 1.0 0.7
2 1.0 0.95 0.975 0.685
k) 20 1.852 0.951 0.67
4 3.0 2.709 0.927 0.654
5 4.0 3.524 0.905 0.638
6 50 4.298 0.883 0.622
7 6.0 5.033 0.862 0.605
8 7.0 5732 0.841 0.588
9 8.0 6.395 0.822 0.57
10 2.0 7.025 0.803 0.553
1 10.0 7.624 0.784 0.535
12 11.0 8.192 0.766 0.517
13 12.0 8.7133 0.749 0.498
14 13.0 9.246 0.732 0.479
15 14.0 9.734 0.716 0.462
16 15.0 10.19 0.7 0.445
17 0.0625 0.094 0.971 0.43
18 0.0625 0.094 0.971 0.451
19 0.125 0.193 0.943 0.473
20 0.1875 0.297 0.915 0.495
21 0.25 0.406 0.889 0.517
22 0.333 0.544 0.863 0.539
23 0.428 0.703 0.839 0.559
24 0.538 0.887 0.815 0.577
25 0.666 1.103 0.792 0.59s
26 0.818 1.36 0.77 0.611
27 1.0 1.67 0.749 0.626
28 1.222 2.05 0.729 0.64
29 1.5 253 0.709 0.653
30 0.538 0.318 0.857 0.665
31 0.538 0.387 0.902 0.651
32 0.538 0.46 0.949 0.635
33 0.538 0.537 0.999 0.618
34 0.538 0.618 0.951 0.598
35 0.538 0.703 0.903 0.579
16 0.538 0.793 0.858 0.56
17 0.538 0.887 0.815 0.542
38 0.666 1.103 0.792 0.523
19 0.818 1.36 0.7 0.504
40 1.0 1.67 0.749 0.485
41 1.22 2.05 0.729 0.467
2 1.5 2.527 0.709 0.45
43 1.857 3.142 0.69 0.434
a“ 2333 3.965 0.671 0.419
45 1.0 5.121 0.653 0.405
46 4.0 6.857 0.636 0.392
47 0.176 0.102 0.937 0.3719
48 0.176 0.1605 0.986 0.397
49 0.176 0.222 0.963 0.416
50 0.176 0.286 0.915 0.436
51 0.25 0.407 0.889 0.456
52 0.333 0.544 0.863 0.477
53 0.428 0.703 0.839 0.497
54 0.538 0.887 0.815 0.518
55 0.666 1.104 0.792 0.538
56 0.818 1.36 on 0.556
57 1.0 1.67 0.749 0.573
58 1.222 2.05 0.729 0.58%9
59 1.5 2.527 0.709 0.604
60 1.857 3142 0.69 0.618
61 2.391 3.965 0.671 0.631
62 3.0 5.121 0.653 0.644
63 4.0 6.857 0.636 0.655
64 5.666 9.757 0.62 0.666
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Number of change p value q value valuc of f credibility weight of DKB

65 9.0 15.56 0.604 0.677
66 19.0 33.0 0.588 0.686
67 20.0 12,18 0.628 0.696
68 200 12.18 0.628 0.705
69 200 12.18 0.628 0.713
70 20.0 12.18 0.628 0.723
71 2.0 12.18 0.628 0.732
72 20.0 12.18 0.628 0.741
73 20.0 12.18 0.628 0.749
74 20.0 12,18 0.628 0.757
15 20.0 12.18 0.628 0.764
76 20.0 12.18 0.628 0.772
m 20.0 12.18 0.628 0.779
78 20.0 12.18 0.628 0.786
9 20.0 12.18 0.628 0.792
80 20.0 12,18 0.628 0.79
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APPENDIX B
Example set for rule generation by inductive learning (see Section 6.5).

Table 1 shows values (1 to 59) for the 7 fuzzy premise variables:

fvarl= substrate peak broadening; fvar2= substrate asymmetry in peak;
fvar3= layer asymmetry in peak; fvar4 = layer wedge shaped peak;
fvar5= interference fringes; fvar5 = visibility of interference fringes;

fvar7= intensity of layer peak.

Table 1:

No fvarl fvarz fvar3 fvard fvars fvaré fvar?
1 0.15 0.05 0.0 0.05 0.05 0.5 0.8
2 0.15 0.0 0.0 0.1 0.05 0.8 0.8
3 0.15 0.05 0.0 0.1 0.05 0.8 0.8
4 0.15 0.0 0.0 0.1 0.0 0.5 0.8
5 0.15 0.05 0.0 0.05 0.25 0.8 0.8
6 0.15 0.05 0.0. 0.05 0.05 0.8 0.8
7 0.15 0.0 0.0 0.05 0.05 08 0.8
8 0.15 0.05 0.0 0.05 0.0 0.5 0.8
9 0.15 0.05 0.0 0.05 0.05 0.8 0.8
10 0.15 0.05 0.0 0.0s 0.05 0.5 0.8
1 0.15 0.05 0.0 0.05 0.05 0.8 0.8
12 0.15 0.08 0.0 0.05 0.05 0.5 0.8
13 0.15 0.05 0.0 0.05 0.05 0.5 0.8
14 0.15 0.05 0.0 0.05 0.05 0.5 0.8
15 0.15 0.05 0.0 0.1 0.05 0.5 08
16 0.15 0.05 0.0 0.1 0.05 [1 ] 0.8
17 0.15 0.05 0.0 01 0.05 0.5 08
18 0.15 0.05 0.0 0.1 0.05 0.5 0.8
19 0.15 0.05 0.0 03 0.05 08 0.8
20 0.15 0.05 0.0 03 0.0 0.5 0.8
21 0.15 0.0 0.0 0.05 0.05 0.5 08
p%) 0.15 0.0 0.0 0.05 0.0s 0.5 0.0
2 0.15 0.05 0.0 0.05 0.05 0.8 0.05
2 0.15 0.05 0.0 0.05 0.05 0.3 0.5
25 0.15 0.05 0.0 0.1 0.05 08 0.8
6 0.15 0.0s 0.0 0.05 0.1 08 0.8
27 0.15 0.05 0.0 0.05 0.05 0.8 08
28 0.15 0.0 0.0 0.05 0.0 0.3 0.8
29 0.15 0.05 0.0 0.05 0.05 0.8 0.8
30 0.15 0.0s 0.0 01 0.05 0.25 0.8
31 0.15 0.05 0.0 0.1 0.05 0.8 0.5
£Y) 0.15 0.0 0.0 0.05 0.0 0.8 08
33 0.15 0.05 0.0 0.05 0.05 0.8 08
34 0.15 0.05 0.0 0.0 0.08 0.8 0.8
33 015 0.05 0.0 0.05 0.05 0.8 0.8
36 0.15 0.0 0.0 0.0s 0.05 08 0.8
37 0.15 0.05 0.0 0.05 0.05 0.8 0.8
38 0.15 0.05 0.0 0.05 0.05 0.1 08
39 0.15 0.05 0.0 01 0.05 0.1 0.8
40 0.15 0.05 0.0 0.0 0.05 0.0 0.8
4 0.15 0.05 0.0 0.05 0.05 0.05 0.05
2 0.15 0.0 0.0 0.05 0.05 0.05 0.05
5 0.15 0.05 0.0 0.0 0.05 0.1 0.05
44 0.15 0.0 0.0 0.0 0.0 0.25 0.5
45 0.15 0.0 0.0 0.05 0.05 0.25 08
46 0.15 0.0 0.0 0.05 0.05 0.5 0.5
a 0.1 0.05 0.0 0.0 0.05 0.5 08
a8 0.15 0.05 0.0 0.0 0.05 0.5 08
9 .15 0.08 0.0 0.05 0.05 0.25 08
50 0.15 0.05 0.0 0.0 0.05 0.25 08
51 0.15 0.08 0.0 0.0 0.05 0.25 0s
52 0.15 0.05 0.0 0.05 0.05 0.25 0.8
53 0.15 0.05 0.0 0.05 0.05 0.5 0.8
54 0.15 0.0 0.0 0.05 0.0 0.5 0.8
55 0.15 0.05 0.0 0.05 0.0 0.5 0.8
56 0.15 0.05 0.0 0.05 0.0 0.5 0.8
57 0.15 0.05 0.0 0.05 0.05 0.5 0.8
58 0.15 0.0 0.0 0.05 0.05 0.5 0.8
59 0.15 0.05 0.0 0.05 0.05 0.5 08



half micron;

peak splitting is zero;
spacing of interference fringes

number of peaks is more than two;
is low.

b6= substrate material equal to layer;

b2= number of peaks is one;
b8= layer split peak;

b10= layer thickness greater than
b14= relaxed mismatch is high;

b4

bl2
b16

iS zero;

b11= layer thickness less than 5 microns;
width of peak;

peak splitting is high;

peak separation is low;
Table 2

b9= layer integrated intensity of peak

b13= peak splitting less than three times

bl= type of structure is single layer;

b3 = number of peaks is two;
b5= number of peaks is none;

b15

Table 2 shows the example set (1 to 59) of values for 16 Boolean premise variables:
b7
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b3 b4 bS b6 b7 b8 b9 bIOD

b2
]
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1]
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

b1
1
1
1
1
I
1
1
1
1
3
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
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Tables 3 and 4 show the example set (1 to 59) of values for the 18 fuzzy consequent

variables:

fcl= crystal quality; fc2= characteristic curve;

fc3= misorientation of substrate; fc4= bending of substrate;

fc5= grading of the layer; fc6= layer is thick;

fc7= change in lattice parameter  fc8 = layer is present in the substrate peak;

with depth;
fc9= layer is thin; fc10= evidence of mismatch;
fc11= peak is outside the fc12= misoriented or mismatched layer;
scan range;

fc13= multiple layers; fc14 = simulation or calibration chart is needed;

fc15= relaxation; fc16= incorrect experiment;

fc17= thickness of layer; fc18= experimental mismatch;
Table 3:
No fel fc2 fc3 fod fc5 fc6 fc? fc8 fc9
1 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.35
2 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
3 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
4 0.3s 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.35
5 0.35 0.85 0.125 0.125 0.35 0.43 0.0 0.1 0.35
6 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
7 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
8 0.35 0.85 0.125 0.128 0.t 0.0 0.0 0.1 0.3s
9 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
10 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.3s
1 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 035
12 0.35 0.85 0.125 0.125 0.23 0.0 0.0 0.1 0.3s
13 0.35 0.85 0.125 0.125 0.23 0.0 0.0 0.1 0.35
14 0.35 0.85 0.125 0.125 0.23 0.0 0.0 0.1 0.35
15 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.35
16 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.35
17 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.t 0.35
18 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.3
19 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
20 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.3s
21 0.35 0.85 0.125 0.125 0.1 0.23 0.6 0.1 0.0

0.35 0.8 0.125 0.125 0.1 0.23 0.6 0.1 0.0

23 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.35
24 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
25 0.35 0.85 0.125 0.125 0.25 0.43 0.0 0.1 0.35
26 0.35 0.85 0.125 0.128 0.24 0.43 0.0 0.1 0.35
27 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
28 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
29 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
30 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.35
31 0.3 0.85 0.125 0.125 0.23 0.43 0.0 0.1 0.35
2 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
33 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
34 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.3s
35 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
36 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
37 0.35 0.85 0.125 0.125 0.1 0.43 0.0 0.1 0.35
38 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.35
39 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.35
40 0.35 0.85 0.125 0.125 0.1 0.15 0.0 0.1 0.35
41 0.35 0.85 0.125 0.125 0.1 0.23 0.6 0.1 0.0
42 0.35 0.85 0.125 0.125 0.1 0.23 0.0 0.1 0.0
3 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.35
a“ 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.35
45 0.35 0.85 0.125 0.125 0.1 0.0 0.0 0.1 0.35
46 0.35 0.85 0.123 0.125 0.1 0.0 0.0 0.1 0.35
4 0.35 0.85 0.125 0.125 0.t 0.0 0.0 0.1 0.35
48 0.35 0.85 0.125 0.125 0.23 00 0.0 0.1 0.35
49 0.35 0.85 0.125 0.128 0.23 0.0 0.0 0.1 0.35
50 0.35 0.8 0.125 0.128 0.23 0.0 0.0 0.1 0.35
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No fcl

51 0.35
52 0.35
53 0.35
54 0.35
55 0.35
56 0.35
57 0.35
58 0.35
59 0.35
Table 4:
No fc10

1 0.275
2 0.35
3 0.35
4 0.35
5 0.0

6 0.275
7 0.275
8 0.275
9 0.275
10 0.275
1 0.275
12 0.0
13 0.0
14 0.0
15 0.35
16 0.35
17 0.35
18 0.35
19 0.6
20 0.6
21 0.275
22 0.275
2 0.275
24 0.275
25 0.0
2% 0.0
27 0.275
28 0.35
29 0.275
30 0.275
31 0.0
2 0.275
33 0.35
V! 0.3s
35 0.275
36 0.275
37 0.275
38 0.275
39 0.275
40 0.275
41 0.275
42 0.3s
43 0.275
44 0.275
45 0278
46 0.275
41 0.275
48 0.0
4 0.0
50 0.0
51 0.0
52 0.275
53 0275
54 0275
55 0273
56 0.275
57 0275
58 0.275
59 0.275

fc2

0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85

fc3

0.125
0.125
0.125
0.125
0.125
0.125
0.125
0.125
0.125

foa

0.125
0.125
0.125
0.125
0.125
0.125
0.125
0.125
0.125

151

fc9

0.35
0.35
0.35
0.35
0.35

0.35
0.35
0.35

fci8
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85

0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85

0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85



APPENDIX C

Complete fuzzy ruleset: split into 4 partitions.

CODES are representations of rule elements that are used to construct the rules.

PARTITION 1: RULES FOR
SUBSTRATE ONLY STRUCTURE

i

2

31

141

151

Y

9

(10]

f11]

[12)

IF type_of structure_is substrate_only = TRUE
AND number_of peaks is one = TRUE
AND substrate_peak _broadening = EXTREME

THEN crystal_quality = NONE

IF type of_structure_is_substrate only = TRUE
AND number_of peaks is_one = TRUE

AND substrate_peak broadenring = VERY
THEN crysal_guality = SOME

IF type_of structure is substrate_only = TRUE
AND number_of peaks is_one = TRUE

AND substratc_peak_brosdening = FAIRLY
THEN crysal_quality = FAIRLY good

IF type_of_structure_is_substrate_only = TRUE
AND number_of peaks is onc = TRUE

AND substrate peak broaderming = SOME
THEN crystal_quality = VERY good

IF type_of structure_is substrate anly = TRUE
AND number_of peaks is one = TRUE

AND substrate_peak _broadening = NONE
THEN crystal_quality = EXTREME

IF type_of sructure_is_substrate oaly = TRUE
AND mbstrste_asymmetry_in peak = EXTREME

QODES

Bl
B3
FS

c1,1
Bl
83
P4
c1,2
Bl
B3
m
c1,3
Bl
B3
F2
Cl,4
Bl
B3
Fl
cLs

Bl
F10

THEN strain_in_surfacc_layer_of sample = EXTREME 2,5

IF type_of structure_is_substrate_oaly = TRUE
AND substrate_asymmetry_in_peak = VERY

THEN strain_in_surfacc_layer of sumple = VERY

IF type_of_sructure_is_substratc_caly = TRUE
AND substrate_ssymmetry_in_peak = FAIRRLY

THEN strain_in_suface_layer_of sample = FAIRLY

i type_d_mm_ix_nm_mly = TRUE
AND mbstratc_ssymmetry_in_peak = SOME

THEN srain_in_surface_iayer_of_smple = SOME

IF type_of_sructurc_is_substrate_oaly = TRUE
AND substrate_asymmetry in_peak = NONE

THEN smain_in_surface_lxyer of sampic = NONE

IF type_of _structure_is_sibstrate_only = TRUE

AND number_of pesks is_more than onc = TRUE

THEN reference_crystal is_different t0_substrme = VERY (3,4

IF type_of_structure_is_substratc_oaly = TRUE

Bl
F9

C2,4

Bl
F8

2,3

Bl

C2,2

Bl

2,1

Bl
BS

Bl

AND number of pesks is more than onc = TRUE BS

THEN crysal_comsists_of subgrains ~ VERY

oy

OODES
§13] IF type_of structure_is_substrate_omly = TRUE Bl
AND number_of peaks is_one = TRUE B3
THEN characteristic_curve = EXTREME Cs.5
{14) IF type_of structure_is_substrate only = TRUR B1
AND number of peaks is one = TRUE B3
AND substrate peak broadening = EXTREME F5
THEN misorientation_of substrate = EXTREME 06,5
151 IF type_of_structure_is_substrate only = TRUE Bl
AND number of peaks is one = TRUE B3
AND substrate peak broadening = VERY F4
THEN misorientation_of substrate = VERY 06,4
116] IF type_of structure_is_substrate_only = TRUE B1
AND number of peaks_is onc = TRUE B3
AND substrate peak brosdening = FAIRLY 3
THEN misorientation_of substrate = FAIRLY 06,3
nn IF type of structure_is_substrate_omly = TRUE B!
AND number_of peaks_is_ooc = TRUE B2
AND substrate peak broadening = SOME F2
THEN misorientation_of_substrate = SOME 06,2
[18) 1F type_of_structure_is_submrate_only = TRUE B1
AND number of peaks is onc = TRUE B3
AND substrate peak_broadening = NONE F1
THEN misoricntation_of substrate = NONE 06,1
1191 TF oumber_of peaks_is_nooe = TRUE B7
THEN incorrect_experiment = EXTREME C1,4

PARTITION 2: RULES FOR
SINGLE LAYER STRUCTURE

[¢0) 1)
it} IF type_of structure_is single layer = TRUE Bl
AND number of peaks is two = TRUE BS
THEN crystal_quality = FAIRLY good c1,3
2] IF type_of structure is_single layer = TRUE Bl
AND substrate_peak_broadening = EXTREME FS
THEN bending of substrate = EXTREME C4,5
3] IF type_of_structure is single layer = TRUE Bl
AND substrate pesk_broadening = VERY 4
THEN bending of substrate = VERY Ca4
“ IF type of structwre is single layer = TRUE Bl
AND substrate_peak_broadening = FAIRLY M
THEN bending of substrate = FAIRLY C4,3
151 IF type_of_structure is_single layer = TRUE Bl
AND substrate peak broadening = SOME |

THEN beading of ssbetrste = SOME C4,2



[6)

n

(8

91

{101

11

12}

13

114}

[15}

16}

nn

IF type_of structure is_single layer = TRUE
AND substrate_peak_broadening = NONE

THEN bending of substrate = NONE

IF type_of_structure_is_single layer = TRUE
AND peak_separation_is_low = TRUE

AND layer asymmetry in_peak = EXTREME
AND layer wedge shaped peak = EXTREME

THEN grading of the layer = EXTREME

IF type_of_structure is_single layer = TRUE
AND peak_separation_is_low ~ TRUE

AND layer asymmetry in_peak = EXTREME
AND layer wedge shaped peak = VERY

THEN grading of the layer = EXTREME

IF type_of structure is_single layer = TRUE
AND peak_separation_is_low = TRUE

AND layer asymmetry in_peak = EXTREME
AND layer_wedge shaped peak = FAIRLY

THEN grading of the layer = VERY

IF type_of_structure is_single layer = TRUE
AND peak scparation_is_low = TRUE

AND layer asymmetry_in_peak = EXTREME
AND layer wedge shaped peak = SOME

THEN grading of the layer = FAIRLY

IF type_of structure_is_single layer = TRUE
AND pesk scparation_is low = TRUE

AND layer_asymmetry_in_pesk = EXTREME
AND lhayer wedge_shaped_pesk = NONE

THEN grading of the layer = FAIRLY

IF type of_structure is_single layer = TRUE
AND pesk_separstion_is low = TRUE

AND layer_ssymmetry in_peak = VERY
AND layer_wedge_shaped_pesk = EXTREME

THEN grading of the layer = EXTREME

IP typc_of_structurc_is_singlc_layer = TRUE
AND peak_separation_is_low = TRUE

AND layer asymmetry in peak = VERY
AND layer wedge shaped_pesk = VERY

THEN grading of the lsyer = VERY

IR type_of_structure_is_single layer = TRUE
AND peak_scparation_is_low = TRUE
AND lhyer_ssymmetry io_pesk = VERY
AND Isyer_wedge shaped peak = FAIRLY
THEN grading of the_layer = VERY

IF type_of wructure_is_single layer = TRUE

THEN grading of the layer = FAIRLY

IF type_of_sructure_is_single layer = TRUE
AND peak_separation_is_low = TRUE

AND layer_ssymmetry_in_pesk = VERY
AND layer_wedge_shaped pesk = NONE

THEN grading of the_layer = SOME

IF type_of_structure_is_single layer = TRUE
AND pesk_separation_is_low = TRUE

AND layer_ssymmetry in_pesk = FAIRLY
AND layer wedge shaped pesk = EXTREME

THEN grading of the layer = VERY
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IF type_of structure is single layer = TRUE
AND peak_scparation is low = TRUE
AND layer asymmetry in_peak = FAIRLY
AND layer_wedge shaped peak = VERY

THEN grading of the layer = VERY

IF type_of structure_is_single_layer = TRUE
AND peak_scparation is low = TRUE

AND layer asymmetry in peak = FAIRLY
AND layer_wedge shaped peak = FAIRLY

THEN grading of the layer = FAIRLY

IF type of structure is_single layer = TRUE
AND pesk separation_is_low = TRUE

AND layer asymmetry in peak = FAIRLY
AND layer wedge shaped peak = SOME

THEN grading of the_layer = SOME

IF type_of structure is single_layer = TRUE
AND peak_scparation_is low = TRUE

AND layer asymmetry in peak = FAIRLY
AND layer_wedge shaped peak = NONE

THEN grading of the layer = SOME

IF type_of_structure_is_single_layer = TRUE
AND peak_separation is low = TRUE

AND layer asymmetry in_peak = SOME
AND layer wedge_shaped_peak = EXTREME

THEN grading of the_layer = FAIRLY

IF type_of structure_is_single layer = TRUE
AND peak_scperstion_is_low = TRUE
AND layer_asymmetry_in_peak = SOME
AND layer_wedge shaped peak = VERY

THEN grading of the_layer = FAIRLY

IF type_of structurc_is_single layer = TRUE
AND peak_scparation_is Jow = TRUE

AND layer asymmetry in peak = SOME
AND Iayer wedge shaped peak = FAIRLY

THEN grading of the layer = SOME

IF type of structure_is_singlc_layer = TRUE
AND peak separation_is_low = TRUE

AND layer asymmetry in_peak = SOME
AND layer wedge shaped peak = SOME

THEN grading of the fayer = SOME

IF type_of sructure_is_single layer = TRUE
AND pesk separation is_low = TRUE

AND layer asymmetry in_peak = SOME
AND layer wedge shaped peak = NONE

THEN gnding of the layer = NONE

IF type_of structure is single_layer = TRUE
AND pesk_scparation_is_low = TRUE

AND layer asymmetry in_peak = NONE
AND layer_wedge shaped peak = EXTREME

THEN grading of the layer = FAIRLY

IF type_of structure is_single_layer = TRUE
AND peak_scperation_is_low = TRUE

AND lzyer asymmetry in_peak = NONE
AND layer wedge shaped pesk = VERY

THEN grading of the_layer = SOME
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[34]
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B7

IF type_of_structure_is_singlc_layer = TRUE
AND peak separation is low = TRUE
AND layer_asymmetry_in_peak — NONE
AND layer wedge shaped peak = FAIRLY

THEN grading of the layer = SOME

IF type_of mructure is_single layer = TRUE
AND peak_separation_is_low = TRUE

AND layer asymmetry in_peak = NONE
AND layer_wedge _shaped peak = SOME

THEN grading of the layer = NONE

IF type_of structure is_single layer = TRUE
AND peak_scparation _is_low = TRUE

AND lyer_asymmetry in_peak = NONE
AND layer_wedge_shaped peak = NONE

THEN grading of the fayer = NONE

IF type_of structure_is single layer = TRUE

AND peak_scparation_is low = TRUE

AND interference_fringes = EXTREME

AND visibility_of_interference_fringes = EXTREME

THEN layer_is_thick = VERY

IF type_of _sructure_is_singlc_layer = TRUE
AND pesk_scperation_is jow = TRUE

AND interference fringes = EXTREME

AND visibility of interference_fringes = VERY

THEN flayer_is_thick = VERY

IF type_of structurc_is_single layer = TRUE
AND pesk_scparation_is low = TRUE

AND imerference fringes = EXTREME

AND visibility of interference fringes = FAIRLY

THEN layer_is_thick = FAIRLY

IF type_of sructurc_is single layer = TRUE
AND peak_scparation_is low = TRUE
AND interference_fringes = EXTREME
AND visibility_of interference_fringes = SOME

THEN layer_is_thick = SOME

IF type_of structure_is_singlc layer = TRUE
AND pesk_scparation_is Jow = TRUE

IF type_of_structure_is_single layer = TRUE

AND peak_scparstion_is_jow = TRUE

AND imterference fringes = VERY

AND visibility of interference_fringes = EXTREME

THEN layer_is_thick = VERY

IF type_of strecturc_is_single layer = TRUE
AND peak_sepsration_is_low = TRUE
AND interfereace_fringes = VERY
AND visibility of intesference fringes = VERY
THEN hyer_is thick = VERY
IF type_of_structure_is_single layer = TRUE
AND peak_scparation_is_low = TRUE
AND inserference_fringes = VERY

AND visibility of interference fringes = FAIRLY

THEN layer is_thick = FAIRLY

BI
B13
F11
F17
Cs,2
Bl
B13
F11
F17
Cs,1
B1
BI3
F11
F16
Cs,1

Bl
B13

F30
C6,4

B
B13

F29
C6,4

Bl
BI3

F28
6,3

Bl
BI13

F27
6,2

B!
BI3

F26

6,1

B13
F30
C6,4

Bl
BI3

C6,4

B!
B13

6,3

154

140

[41]

[42)

[43]

[44]

{451

[47]

[48)

149]

1501

IF type of structure is_single layer = TRUE
AND peak separation is low = TRUE

AND interference fringes = VERY

AND visibility of interference fringes = SOME

THEN layer_is_thick = SOME

IF type_of_structure is_single_layer = TRUE
AND peak_separation is low = TRUE

AND imterference fringes = VERY

AND visibility of interference_fringes = NONE

THEN layer_is_thick = NONE

IF type of structure is_single layer = TRUE

AND peak scparation_is_low = TRUE

AND interference fringes = FAIRLY

AND visibility of_interference_fringes = EXTREME

THEN layer_is_thick = FAIRLY

IF type of structure is_single layer = TRUE
AND peak_separation_is_low = TRUE

AND interference_fringes = FAIRLY

AND visibility of imterference_fringes = VERY

THEN layer_is_thick = FAIRLY

IF type_of structure is_single layer = TRUE
AND peak_scparstion_is_low = TRUE

AND interference fringes = FAIRLY

AND visibility_of _interference_fringes = FAIRLY

THEN layer is thick = SOME

IF type_of structure is_single_layer = TRUE
AND peak_separstion_is_low = TRUE

AND interference_fringes = FAIRLY

AND visibility of interference fringes = SOME

THEN layer is thick = SOME

IF type_of structure_is_single layer = TRUE
AND pesk_separstion_is low = TRUE

AND interference fringes = FAIRLY

AND visibility of interference_fringes = NONE

THEN layer_is thick = NONE

IF type_of structure_is_single_layer = TRUE

AND peak_seperation_is low = TRUE

AND interference_fringes = SOME

AND visibility of interference fringes = EXTREME

THEN tayer_is_thick = SOME

IF type_of structure_is_single layer = TRUE
AND peak_separation_is_low = TRUE

AND interference fringes = SOME

AND visibitity of interference fringes = VERY

THEN layer_is thick = SOME

IF type_of_structurc_is_singlc layer = TRUE
AND peak_scparation_is_low = TRUE

AND interference_fringes = SOME

AND vigibility of interference_fringes = FAIRLY

THEN flayer is thick = SOME

IF type_of_structure is_single layer = TRUE
AND peak _separation is_low = TRUE

AND interference fringes = SOME

AND visibility of interference_fringes = SOME

THEN fayer is_thick = NONE
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[63)

(64}

IF type of structure is_single layer = TRUE B!
AND peak_separation_is_low = TRUE B13
AND interference_fringes = SOME F22
AND visibility of interference fringes = NONE F26
THEN layer_is_thick = NONE 08,1
IF type_of_structurc_is_single layer ~ TRUE B!

AND peak separstion_is_low = TRUE B13
AND interference_fringes = NONE F21

AND visibility of interference fringes = EXTREME  F30
THEN layer_is_thick = SOME 6,2
IF type_of _structure is single layer = TRUE B1

AND peak_separation_is_low = TRUE BI3
AND interference fringes = NONE F21
AND visibility of interference fringes = VERY F29
THEN layer is thick = NONE 6,1
IF type_of_sructure is_single layer = TRUE B!

AND peak separation_is_low = TRUE B13
AND interference_fringes = NONE F21
AND visibility of interference fringes = FAIRLY F28
THEN layer is_thick = NONE 06,1
IF type_of structure_is_single layer = TRUE B1

AND peak_scperation_is_low = TRUE B13
AND interfercnce fringes = NONE 21
AND visibility of interference_fringes = SOME F27
THEN layer_is thick = NONE 06,1
IR type_of structure_is_single_layer = TRUE Bl

AND peak separation is low = TRUE B13
AND interference fringes = NONE F21
AND Vvisibility of interference fringes = NONE F26
THEN layer_is thick = NONE 6,1
IF type_of structurc_is_single layer = TRUE Bl

AND visibility of interference fringes = NONE F26
THEN change_in_latticc_parameter_with_depth = VERY C7,4

IF type_of_structure_is_single_layer = TRUE Bl
AND substrstc_asymmetry in_peak = EXTREME F10

THEN layer_is_present_in_the_substrate_peak = FAIRLY C8,3

IF type_of_structre_is_single layer = TRUE Bl
AND substrste_ssymmcwry_im_peak = VERY P9

THEN layer is_present_in_the_substrate_pcak = SOMECS,2

IF type_of sructure_is_singl_layer = TRUE Bl
AND substraste_ssymmetry_in_pesk = FAIRLY F8

THEN layer _is_present_in_the_substrate_peak = SOMECS,2

IF type_of_sructure_is_single_layer = TRUE B!
AND substratc_asymmctry in pesk = SOME F1

THEN layer is_prescnt in_the subsrate_peak = NONECS, 1

IF type_of_sructure_is_single layer = TRUE Bl
AND substrate_ssymmctry in_pesk = NONE F6

THEN layer_is_present_in_the subsrate_peak = NONECS,1

IF type_of structure_is_single layer = TRUE Bl
AND sumbcer_of pesks_is_two = TRUE BS
THEN characteristic_curve = EXTREME c2,s
IF type_of_structure_is_single layer = TRUE Bl
AND sumber_of_peaks is_ome = TRUB B3
THEN layer_is_thin = SOME 09,2
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IF type of structure is_single_layer = TRUE Bl
AND number of peaks is one = TRUE B3
THEN evidence_of mismatch = SOME C10,2
IF type of stcture is_single layer = TRUE Bl
AND number of peaks is one = TRUE B3
THEN peak_is_outside the scan range = SOME ci1,2
IF type of structurc is_single layer = TRUE Bl
AND layer split_peak = TRUE B15
THEN misoriented or_mismatched layer = SOME C12,2
IF type of structure_is_single layer = TRUE B!
AND layer split peak = TRUE B1S
THEN multiple_layers = SOME C13,2
IF type of structurc is_single layer = TRUE B1
AND number of pesks is two = TRUE BS

AND layer_integrated intensity of peak is zero = FALSE B18
AND fayer thickness greater than half a_micron = TRUE B19
AND layer_thickness_less than § microns = TRUE  B21

THEN thickness of layer = EXTREME C17,5
(Can cakulate layer thickness from curve)
IF type_of structure is_single layer = TRUR B
AND peak_splitting is_zero = FALSE B24
THEN experimental_mismatch = EXTREME C18,5
(Can calculate experimental mismatch from curve)
IF type_of_structure is_single layer = TRUE B1
AND number_of peaks is two = TRUE BS
AND peak_splitting less than

three_times_width of peak = TRUE B2S
THEN simulation_or_calibration_

chart_is_nceded = EXTREME Cl45
IF type_of_structure_is_single_layer = TRUE BI
AND imtensity of layer pesk = EXTREME F35
THEN layer _is_thick = VERY C6,4
IF type_of structurc_is_single layer = TRUE Bl
AND inscnsity_of layer peak = VERY F34
THEN layer is_thick = VERY 06,4
IF type_of _structure is_single layer = TRUE Bl
AND intensity of layer pesk = FAIRLY F33
THEN layer_is_thick = VERY C6,4
IF type_of structure_is_single layer = TRUE B!
AND intensity of layer peak = SOME F32
THEN layer_is_thick = FAIRLY C6,3
IF type_of structure is_single layer = TRUE B1
AND intengity of layer peak = NONE P31
THEN layer is thick = NONE 06,1
IF type_of_structure_is_single layer = TRUE B1
AND intensity of layer peak = NONE F31
THEN layer is thin = VERY 9,4
IF type_of_structure is_single layer = TRUE B1
AND imtensity of layer peak = SOME F32
THEN layer is_thin = FAIRLY 03
IF type_of _structure_is singic layer = TRUE Bl
AND intensity of layer peak = FAIRLY F33
THEN layer is thin = SOME 09,2
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IF type of structure_is_single layer = TRUE
AND intensity of layer peak = VERY

THEN layer is_thin = SOME

IF type_of structure_is_single layer = TRUE
AND intensity of layer peak = EXTREME

THEN layer_is_thin = NONE

IF type_of structure_is_single layer = TRUE
AND peak_separation_is_low = FALSE
AND layer_asymmetry in_peak = EXTREME
THEN evidence_of mismatch = VERY

IF type of structure is_single layer = TRUE
AND peak_separation_is_low = FALSE
AND layer asymmetry in_peak = VERY
THEN cvidence_of mismatch = VERY

IF type of structure is_single layer = TRUE
AND peak_scpanation_is low = FALSE
AND layer_asymmetry in_peak = FAIRLY
THEN evidence of mismatch = VERY

IF type_of _structure_is_single_layer = TRUE
AND peak separation_is low = FALSE
AND hyer asymmetry in peak = SOME
THEN cvidence of mismatch = FATRLY

IF type of structure_is_single layer = TRUE
AND peak_scparation_is low = FALSE
AND layer asymmetry in_peak = NONE
THEN evidence of mismatch = SOME

IF type_of_structure_is_single layer = TRUE
AND peak_scperation_is_low = TRUE

AND layer_wedge_shaped_peak = EXTREME
THEN grading_of the layer = EXTREME

IF type of structure_is_single layer = TRUE

THEN grading of the layer = VERY

IF type_of_sructure_is_single layer = TRUE

THEN grading of the layer = FAIRLY
IF type_of_structure_is_single_layer = TRUE
AND pesk_scparstion_is_low = TRUE
AND isyer_wedge_shaped pesk = SOME
THEN grading of the layer = SOME

IF type_of_structurc_is_single_layer = TRUE
AND pesk_separation_is_low = TRUE
AND layer wedge shaped pesk = NONE
THEN grading of the layer = NONE

IF type_of_sructure_is_single layer = TRUE
AND pesk_scparstion_is Jow = FALSE
AND layer_wedge_shaped peak = EXTREME
THEN evideace of mismatch = EXTREME
IF type_of ssructure_is_single layer = TRUE
AND pesk_scperation_is_low = FALSE
AND layer wedge shaped pesk = VERY

THEN evideace of mismatch = VERY
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IF type of structure is_single layer = TRUE
AND peak_separation_is_low = FALSE
AND layer wedge shaped peak = FAIRLY
THEN ecvidence_of mismatch — FAIRLY

IF type of structure is single layer = TRUE
AND peak_separation_is low = FALSE
AND layer wedge shaped peak = SOME
THEN evidence of mismatch ~ SOME

IF type_of structure is_single layer = TRUE
AND pesk_separation_is_low = FALSE
AND layer_wedge shaped peak = NONE
THEN evidence of mismatch = NONE

IF evidence of mismatch = EXTREME
THEN relaxation = FAIRLY

IF evidence of mismatch = VERY

THEN relaxation = SOME

IF evidence of mismatch = FAIRLY

THEN relaxation = SOME

IR evidence_of mismatch = SOME

THEN relaxation = NONE

IF evidence of mismatch = NONE

THEN rciaxation = NONE

IF type_of_structurc_is_single layer = TRUE
AND number of pesks_is onc = TRUE

THEN pesk_is_outside_the_scan range = FAIRLY

IF type_of structure iz single layer = TRUE
AND relaxed_mismatch is_high = TRUE

THEN grading of the layer = NONE

IF type_of_structure_is_single layer = TRUE
AND peak_spiitting is_high = TRUE

THEN grading of the layer = NONE

IF type_of_structure is_single layer = TRUE
AND peak_splitting is_high = TRUE

THEN cvidence of mismatch = VERY

IP type of sructure is single layer = TRUE

AND spacing of interference_fringes_is_low = TRUE

THEN layer is_thick = FAIRLY

IF type_of_stracture is_singlc layer = TRUE

QODRS
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6,3

B1

AND spacing of_imerference fringes is_low = FALSER32

THEN layer is thin = FAIRLY

IF type_of_structure_is_single layer = TRUE
AND relaxed_mismatch is_high = TRUE

THEN relaxation = FAIRLY

IF type of structure_is_single layer = TRUR

9,3

B1
B27

C15,3

B!

AND layer thickness_greater than balf micron = FALSEB20

THEN simulation_or_calibration_chart_is needed = VERYCM

IF sumber of pesks is_zero = TRUE

THEN incorrect_experiment = VERY

Cl6,4
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PARTITION 3:

IF substrate_peak_broadening = EXTREME F5
THEN misorientation_of substrate = VERY C3,4
IF substrate_peak broadening = VERY F4
THEN misorientation_of substrate = VERY C3,4
IF substrate_peak broadening = FAIRLY F3
THEN misorientation_of substrate = FAIRLY Cc33
IF substrate_peak broadening = SOME F2
THEN misoricntation_of substrate = SOME C3,.2
IF substrate_peak broadening = NONE Fl
THEN misoricntation_of substrate = NONE 3
IF intensity_of layer peak = NONE F31
THEN misoriented or_mismatched_layer = VERY C12,4
IF intensity of layer_peak = SOME F32
THEN misoriented or_mismatched layer = FAIRLY C12,3
RULES FOR

MULTIPLE LAYERS STRUCTURE

[t

121

31

[4]

i6]

M

9

OES
IF evidence of mismatch = EXTREME F35
THEN relaxation = FAIRRLY c4,3
IF ecvidence of mismatch = VERY F34
THEN relaxation = SOME c4,2
IF cvidence_of mismatch = FAIRLY F33
THEN relaxation = SOME 4,2
IF evidence_of mismatch = SOME F32
THEN relaxation = NONE c4,1
IR evidence_of_mismatch = NONE F3l
THEN relaxation = NONE C4,1

IF type_of_structure_is_multiple_layers = TRUE B1
AND correspondence_between_layers and_peaks = TRUE B3

THEN layers_are_thick = VERY Cs,4

IF type of_sructure_is_multiple layers = TRUE B!
AND correspondence_between_layers_and | peaks = FALSE B3

THEN there_are_hidden_layers somewhere = VERY 06,4

IF type_of sructure_is muktiple_layers = TRUE Bl
AND interference_fringes = EXTREME F25

THEN simulation_or_calibration_
chert_is_needed = EXTREME c3,5

IF type_of_structure_is_multiple layers = TRUE Bl
AND interference fringes = VERY F24

THEN simulstion_or_calibration_chart_is_nceded = VERY C3,4
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IF type_of structure_js_multiple layers = TRUE Bl
AND interference_fringes = FAIRLY F23
THEN simulation_or_calibration _
chart is_needed = FAIRLY Cc3,3
IF type_of structure is multiple layers = TRUE B1
AND interference_fringes = SOME F22

THEN simulation_or_calibration_chart_is_nceded = SOME C3,2

IF type of structure is_multiple layers = TRUE Bt
AND interference fringes = NONE F21

THEN simulation_or_calibration_chart_is_needed = NONE C3,1
IF number of peaks_is_none = TRUE BS
THEN incorrect_cxperiment = VERY C1,4

IF multiple_layers wedge shaped peak = EXTREME F16

AND visibility_of interference_fringes = NONE F30
THEN grading = EXTREME cLs
IF multiple_tayers_wedge_shaped peak = VERY r17
AND visibility_of_interference_fringes = SOME F29
THEN grading = VERY cl4

IF multipic_layers wedge_shaped peak = FAIRLY  Fi8§
AND visibility of interference_fringes = FAIRLY  F28

THEN grading = FAIRLY c1.3
IF multiple layers wedge_shaped _peak = SOME F19
AND visibility of interference_fringes = VERY F27
THEN grading = SOME c1,2

IF multiple_layers wedge_shaped peak = NONE F20
AND visibility of interference_fringes = EXTREME ~ F26

THEN grading = NONE C1,1
IF type_of structure_is_multiple layers = TRUE B1
AND interference fringes = EXTREME F25

THEN there arc_hidden_layers_somewhere = EXTREME C6,5

IF type_of structure is_multiple_layers = TRUE ):3}
AND interference_fringes = VERY F24

THEN there_are_hidden layers somewbere = VERY  C6,4

IF type_af structure is_multiple_layers = TRUE B
AND interference fringes = FAIRLY F23

THEN there_arc_hidden_layers_somewhere = FAIRLY (6,3

IF type_of structure is_multiple_layers = TRUE Bl
AND interference fringes = SOME F22

THEN there arc_hidden_layers_somewhere = SOME (6,2

IF type_of_structure is_multiple_layers = TRUE Bl
AND interference_fringes = NONE F21

THEN there_gre_hidden layers somewbere = NONE (6,1

IF interference_fringes = EXTREME F25
AND correspondence_between_layers_and_peaks = FALSE B4
THEN interferometer structure = EXTREME C10,5
IF imterference fringes = VERY F24

AND correspondence_between layers and peaks = FALSE B4

THEN interferometer_structure = VERY C10,4
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IF interference fringes = FAIRLY F23
AND correspondence_between_layers_and peaks = FALSE B4
THEN interferometer structure = FAIRLY C10,3
IF interference_fringes = SOME F22
AND correspondence_between_layers_and pesks = FALSE B4
THEN interferometer_structure = SOME C10,2
IF interference_fringes = NONE F21

AND correspondence_between layers and peaks = FALSE B4
THEN interferometer structure = NONE clo,1
IF correspondence_between layers and peaks — FALSE B4
THEN cvidence _of mismatch = FAIRLY c8,3
IF correspondence between layers and peaks = FALSE B4
THEN relaxation = FAIRLY Cc4,3
IF split_substrate_peak = TRUE B7

THEN therc_sre_thin layers at_the interfaces = VERY C9,4

PARTITION 4: RULES FOR MQW

AND SUPERLATTICE
STRUCTURES
QDES
i IF evidence_of mismatch = EXTREME F4$
THEN relaxation = FAIRLY cs,3
121 IF evidence of mismatch = VERY F44
THEN relaxation = SOME cs.2
3 IF cvidence_of mismatch = FAIRLY F43
THEN relaxation = SOME cs,2
[4] IR cvidence_of mismatch = SOME F42
THEN relaxation = NONE cs,1
Is] IF evidence_of_mismatch = NONE F41
THEN relaxation = NONE cs,1
161 IF type of sructure_is MQW = TRUE Bl
AND scparation_of_sstellitc_peaks = EXTREME F1S
THEN layers_sre_thin = EXTREME c1s
m IF type_of_sructure_is MQW = TRUE Bl
AND scparation_of_sacllitc_peaks = VERY F14
THEN layers arc_thin = VERY c14
1] I? type_of sructure_is MQW = TRUE Bl
AND separstion_of_satcllitc_peaks = FAIRLY F13
THEN fayers_arc_thin = FAIRRLY c13
© IF type_of_sructwe_is MQW = TRUE Bl
AND separation_of_mtellite_peaks = SOME F12
THEN Isyers_arc_thin = SOME c1,2
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{10

ft1]

(2]

113]

114]

[15]

116

nn

ng

19

120)

121)

1221

123)

QDES

IF type_of_structwre_is MQW = TRUE B1
AND separstion_of satellitc peaks = NONE F1l
THEN layers_are thin = NONE C7,1
IF type of structure is MQW = TRUE Bl
AND separation_of satellite_peaks = EXTREME F15
THEN layers_are_thick = NONE 06,1
IF type_of structure_is MQW = TRUR Bl
AND secparation_of satellite peaks = VERY Fl14
THEN layers_arc_thick = SOME 06,2
IF type of structure is MQW = TRUE B1
AND separation_of satellite peaks = FAIRLY F13
THEN layers are thick = FAIRLY 06,3
IF type of structure_is MQW = TRUE Bl
AND scparation_of satcllite_peaks = SOME F12
THEN layers_are_thick = VERY 06,4
IF type of structure is MQW = TRUE Bl
AND separation_of satellite_pesks = NONE F11
THEN layers arc_thick = EXTREME 06,5
IF type of structure_is MQW = TRUE Bl

AND mtellite spacing greater than zero = TRUE B3

THEN period_of_superiattice = EXTREME C13,5
(Can calculate the period of the superiattice from the curve)

IF type_of_sructure_is MQW = TRUE B1
AND satellite asymmetry of

plus_sod_minus peaks = EXTREME F10
THEN grading_or_dispersion of

layer_thicknesscs = EXTREME C8.,5
IF type_of_structure_is MQW = TRUE B1
AND satellite asymmetry of

plus_and_minus peaks = VERY F9
THEN grading or_dispersion of

layer_thicknesses = VERY 8,4
IF type_of_structure is MQW = TRUE B1
AND sateilite_asymmetry of _

plus_and minus peaks = FAIRLY F8
THEN grading or dispersion of

layer thicknesses = FAIRLY C8,3
IF type_of sructurc_is MQW = TRUE B1
AND satellite asymmetry of

plus_and_mious peaks = SOME F?
THEN grading or dispersion of

layer_thicknesses = SOME C8,2
IF type_of_structure_is MQW = TRUE Bl
AND satellite_asymmetry of _

plus_and_minus peaks = NONE F6
THEN pgrading or_dispersion of

layer_thicknesses = NONE Cs8.1
IF type of sructure is MQW = TRUE B1
AND smcllite_visibility = NONE F1

THEN grading occurs_through AB lxyers = EXTREME C9,5

IF type_of structure_is MQW = TRUE Bl
AND saellite_visibility = SOME F2

THEN grading_occurs_through_AB layers = VERY (9.4



[24]

1251

126]

27

[28]

1291

[30)

31)

132

33]

PB4

13351

IF type_of structure_is MQW = TRUE
AND satellite_visibility = FAIRLY

THEN grading occurs_through AB layers -~ FAIRLY

IF type_of structure is MQW = TRUE
AND satellite_visibility = VERY

THEN grading occurs_through AB layers = SOME

IF type_of structure_is MQW = TRUE
AND satellite_visibitity — EXTREME

THEN grading occurs_through AB layers = NONE

IF type_of structure is MQW = TRUE
AND satellite_subsidiary interference effects = TRUE

THEN large ovenall_layer_thickness = VERY

IF type_of_structure_is MQW = TRUE

BI

9.3

Bl
F4

09,2

Bl
Fs

9,1

Bl
BS

C10,4

Bl

AND satellite_broadening of higher_order pesks = TRUE B?

THEN grading_or_dispersion_of layer thicknesses = VERY C8$,4

IF type_of_structure_is MQW = TRUE
AND xcperation_of_satellite_peaks = EXTREME
AND satellite asymmetry of

plus_and_minus peaks = EXTREME

THEN characteristic_curve = NONE
IF type_of structure_is MQW = TRUE
AND scparation of satellite peaks = EXTREME
AND sstellite asymmetry of
plus_and minus pesks = VERY
THEN characteristic_curve = NONE

IF type_of _structure is MQW = TRUE
ANDlepmmofnwlhte_pukx EXTREME

THEN characteristic_curve = FAIRLY

IF type_of_structure_is MQW = TRUE
AND scparstion_of_satellite peaks = EXTREME

IF type_of structure_is MQW = TRUE
AND xcpwwtion_of_ssicllisc_peaks = EXTREME
AND smtellite_ asymmetry_of

AND aaa-dm_d_—tlh . pesks = VERY

mnipudud-ﬁhm:mv

Bl
F15

Fi0
c2,1

Bl
F15

F9
C6,1

Bi1
F15

2,3

B1
F15

2,5

Bl
Fi5

2,5

B
F14

F10
.1

Bl
Fl14

C2,1

Bt
Fl4

2,3
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137)

138}

139)

1401

141]

[42]

[43)

[44]

{45)

[47)

148)

IF type of structure_is MQW = TRUE

AND separation of satellite peaks =~ VERY

AND satellite_asymmetry of
plus_and_minus_peaks = SOME

THEN characteristic_ curve = EXTREME

IF type_of structure_is MQW = TRUE

AND separation_of_satellite peaks = VERY

AND satellite asymmetry of
plus_and_minus_peaks = NONE

THEN characteristic curve = EXTREME

IF type of structure_is MQW = TRUE

AND separation _of_satcllite_peaks = FAIRLY

AND satellite_asymmetry of_
plus_and_minus_peaks = EXTREME

THEN characteristic_curve = NONE

IF type_of structure_is MQW = TRUE

AND separation_of satellite peaks = FAIRLY

AND satellite_asymmetry of
plus_and_minus_peaks = VERY

THEN characteristic curve = NONE

IF type_of structure_is MQW = TRUE

AND scparation of sstcilite peaks = FAIRLY

AND satellite_asymmetry of
plus_and_minus_peaks = FAIRLY

THEN characteristic_curve = FAIRLY

IF type_of_structure_is MQW = TRUE

AND scparation_of _satellitc peaks = FAIRLY

AND suteltite_asymmetry of
plus_and_minus_peaks = SOME

THEN characteristic_curve = FAIRLY

IF type_of structure_is MQW = TRUE

AND scpsration_of satellitc_peaks = FAIRLY

AND satellitc_asymmetry of
plus_and_minus_peaks = NONE

THEN characieristic_curve = FAIRLY

IF type_of_structure_is_MQW = TRUE

AND scparation_of satellitc peaks = SOME

AND satellitc_asymmetry of
plus_and_minus peaks = EXTREME

THEN characteristic_curve = NONE

lFtypedlmctmuMQW TRUE

plus_and mmux_puks VERY
THEN chencteristic curve = NONE

IP type of_stracture is MQW = TRUE

AND separation_of_smtcllic peaks = SOME

AND satellite_asymmetry of
plus_and_minus peaks = FAIRLY

THEN characteristic_curve = NONE

IF type_of structure is MQW = TRUE

AND separation_of _satellite pesks = SOME

AND satellite asymmetry of
plus_and_minus pcaks = SOME

THEN charcteristic_curve = SOME

IF type_of_structure is MQW = TRUE
AND scperation_of_sstellite pesks = SOME
AND sateilite_asymmetry of
plus_and_minus_peaks == NONE
THEN characteristic_curve = SOME

Bl
Fl4

C2,5

Bi
Pl4

F6
2,5

Bl
F13

F10
C2,1

Bl
F13

Q,1

B!
P13

F8
2,3

Bl
F13

2,3

B1
F13

2,3

B1
F12

F10
2,1

B1
F12

2,1

B1
F12

c2,1

Bl
F12

Q2

Bl
F12

Q2,2



[49]

(50]

(]

152)

531

[54)

{55)

571

1s8)

159]

[60)

fo1)

IF type_of_structure_is MQW = TRUE
AND separation_of satellite_peaks = NONE
AND satellite_asymmetry of
plus_and minus_peaks = EXTREME
THEN characteristic_curve = NONE
IF type_of structure_is MQW = TRUE
AND scparation_of satellite_peaks = NONE
AND satcllite_asymmetry of
plus and minus peaks = VERY
THEN characteristic_curve = NONE
IF type of structure_is MQW = TRUE
AND separation_of satellite_peaks = NONE
AND sateflite asymmetry of
plus_and_minus_peaks = FAIRLY
THEN characteristic_curve = NONE
IF type_of structure_is_MQW = TRUE
AND separation_of satellite_peaks = NONE
AND satellite_asymmetry of
plus_and_minus_peaks = SOME
THEN characteristic_curve = NONE

IF type_of structure_is MQW = TRUE

IF type_of structure_is MQW = TRUE
AND mtellite visibility = NONE

THEN layers_are_not_uniform = EXTREME

IF type_of structure is MQW = TRUE
AND stellite_visibility = SOME

THEN layers_are_not_uniform = FAIRLY

IF type_of_structurc_is MQW = TRUE
AND stellite_visibility ~ FAIRRLY

THEN layers_are_not_uniform = SOME

IF type_of_structurc_is MQW = TRUE
AND satellite_visibility = VERY

THEN layers_sre_not_uniform = NONE

IF type_of_structure_is MQW = TRUE
AND suellite_visibility = EXTREME

THEN layers_are not_uniform = NONE
IF type_of sructure_is MQW = TRUE
AND mtcllite_relative_width_of_
peaks_gresmer_than_zero = FALSE
THEN crystal_quality = NONE
IF type_of_sructure_is MQW = TRUE
AND mellise_relative width of
peaks_grester than zero = TRUE
THEN period_of_superisttice = EXTREME

Bl
F11

F10
C2,1

Bl
F11

C2,1

Bl
F1!

F8
C2,1

Bl
F11

2,1

Bl
Fi1

C2,1

Bl
F1

Cl11,5

Ci1,3

Bt
F3

C11,2

Bl
F4

Ci1,t

Bl
FS

Ci1,1
Bl
B1O
C1,1
Bl
BIt

C13,5

(Can caiculste the period of the seperiattice from the curve)

Bl

B13

160

1621

163]

(641

1651

67

168]

(69}

[70)

Q)]

721

m3)

4]

73]

1761

IF type of structure is MQW = TRUE
AND satellite_relative_integrated
intensities greater than zero = FALSE

THEN crystal_quality = NONE

IF type_of structure_is MQW = TRUE

AND satellite relative width of
peaks greater_than_zero = TRUE

THEN period dispersion = EXTREME
(Can calculate period dispersion from curve)

IF type_of structure is MQW = TRUE

AND satellite_relative_width_of
peaks greater than zero = TRUE

THEN crystal _quality = FAIRLY

IF type_of structure is MQW = TRUE

AND type of structurc_has_additional layers = TRUE

AND interference_fringes = EXTREME
THEN layers are_thin = EXTREME

IF type_of_structure_is_MQW = TRUE

AND type of structure_has additional layers = TRUE

AND interference_fringes = VERY
THEN layers_sre_thin = VERY

IF type of structure is MQW = TRUR

AND type of structure_has additional_layers =~ TRUE

AND interference fringes = FAIRLY
THEN layers are_thie = FAIRLY

IF type of structure is MQW = TRUE

AND type_of sructure has additional layers = TRUE

AND interfercace_fringes = SOME
THEN layers arc_thin = SOME

IF type_of structure_is MQW = TRUE

AND type_of structure_has_additional layers = TRUE

AND interference_fringes = NONE
THEN layers_arc_thin = NONE

IF type_of_structure is_ MQW = TRUE

Bl
B11
C1,1

Bl

Cl4.5

Bl
B11
C1,3
Bl
B1S
P35
[or )
Bl
BIS
F34
Cc4
Bl
B1S
F33
1,3
Bl
B1S
F32
C1,2
Bl
B1S
F31
C1,1

Bl

AND type_of structurc_has additional layers = TRUE B1S
AND satcllite_ broadening of higher_order_peaks = TRUE B7

THEN grading or_dispersion_of layer_thicl

IF number_of peaks is_none = TRUE
THEN incorrect_experiment = VERY

IF substrate_peak broadening =~ EXTREME
THEN misoricntation of substratc = VERY
IF substrate_peak broadening = VERY
THEN misoricntation_of _substratc = VERY
IF substrate_peak brosdening = FAIRLY
THEN misoricntation of substrate = FAIRLY
IF substratc_peak broadening = SOME
THEN misorientation_of substrate = SOME
IF substrate_peak bromdening = NONE

THEN misorientation_of _ssbstrsic = NONE

=VERY(C8,4

Bl
Ci2,4
F5
C3,4
F4

4

a3

a2

F1

(<8}



APPENDIX D:

Complete listing of the POP-11 program for the fuzzy system for X-ray rocking

curve analysis.

Program Files:

[1] initial.p; [5] rules2.p; (9] fuzzout.p;
2] fuzzy.p; [6] rules3.p; {10]  thick.p;
(3] setfuzz.p; (7} rules4.p; [11] induce.p;
(4] rulesl.p; [8] rules.p; [12] editrule.p

[1] The program ’initial.p’ initialises the main variables in the fuzzy system.

::; Program file: "initial.p° +3s Add rules to the Connection Matrix (uses recursion)
N add_rules_to CM(matrix, rules)
;;; This program initializes the system enddefmethod;
:3; 1. Function to add rules to a connection matrix ;3; METHOD 2: save conncction matrices to file
;35 2, Connection-Matrix Object defmethod save_to_file(expert, structure);
133 3. Fuzzy-System Object Ivars expert structure filed;
if expert = 1
.:: {1] FUNCTION TO ADD RULES TO A CONNECTION MATRIX then
;i (This function uses recursion) if strocture = 1
then
define add_rules to_CM(matrix,list of rules); syscreste("mels1®, 1, “line”) - > filed;
Ivars rule_number row column; matrix - > datafile(filed);
sysclose(filed);
if list_of rules=[] elseif structure = 2
then then
clse syscreate( "mel1s2”,1,"line") - > filed;
hd(tist_of_rules) -> rule_number; matrix - > datafile(filed);
(rule_sumber * 2)-1 -> row; sysclose(filed);
(rule_number * 2) -> column; elseif structure = 3
then
1 -> matrix(row,colunm); syscreste("me153", 1, “line") - > filed;
add_rules_to_CM(matrix t(list_of rukes)) matrix -> datafile(filed);
endif; sysclosc(filed);
enddefine; else
syscreste(“me134°, 1, line®) - > filed;
:;; 121 CONNECTION_MATRIX OBJECT matrix - > datafile(filed);
sysclose(filed);
flavour CONNECTION_MATRIX; endif;
ivars matrix_ngme matrix list_of rules credibility weight bissory of decisions elacif expert = 2
history_of_incs_decs; then
if stracture = 1
;;; LIST OF METHODS thea
0 syscremse("me2s1®, 1, "tine*) -> filed;
:;; 1) creste_a_connection_matrix(aumber_of _rules, rules); matrix -> datafile(filed);
500 2) mve_to file(x); syaclose(filed);
clseif structure = 2
;;; METHOD: 1) creste_a_comnection_matrix(sumber of rules, rules); then
133 Method 0 creatc & connection matrix syscreste(“me212°,1, “line”) - > filed;
defmethod cremte_a_coancction_mstrix(number_of_rulcs rules); metrix -> dutafile(filed);
Ivars sumber_of rulcs rules size of matrix; sysclose(filed);
elyeif structure = 3
rules - > list_of rules; thea
syscreae(*me2e3", 1, "line”) - > filed;
sumber_of rules *2 -> size_of matrix; matrix - > datafile(filed);
sysclose(filed);
newmray(|1 “size_of_matrix 1 “size_of_matrix],0) -> matrix; clse

syscrestc(“me2e4°, 1, "line”) -> filed;

161



matrix - > datafile(filed);
syscloset(filed),
endif;
elseif expert = 3
then

if structure = |
then

syscreate("me3sl1®, 1, line") - > filed;

matrix -> datafile(filed);
sysclose(filed);

elseif structure = 2

then

syscreate(*me3s2", 1, *linc®) -> filed;

matrix - > datafile(filed);
sysclose(filed);
elseif structure = 3

then
sywcreate("me353°, 1, line") - > filed

matrix - > datafile(filed);

sysclosc(filed);
clse

b

syscreate{ “me3s4”, 1, line") - > filed;

matrix - > datafile(filed);

sysclosc(filed);
endif;
cloeif expert = 4
then

if structure = 1
then

syscreate(“meds1*, 1, line®) -> filed;

matrix -> datafile(filed);
sysclose(filed);

clacif structure = 2

then

syscreste("me#s2”, 1, linc”) -> filed;

matrix -> dutafile(filed);
sysclose(filed);

elseif structure = 3

then

syscreate("meds3®, 1,°line") - > filed;

matrix -> datafile(filed);
sysclosc(filed);
clse

syscreste("modsd”, 1, "line") - > filed,

matrix -> datafile(filed);

sysclosc(filed);
endif;
cise
if structure = 1
then

syscreate("meSs1°®,1, line") - > filed;

matrix -> datafile(filed);
sysclose(filed);

elscif sructure = 2

then

syscreatc("mesi2, 1, "line") - > filed;

matrix -> datafile(filed);
sysclose(filed);

elseif strocture = 3

thea

syscreate("me553°, 1, "line”) -> filed;

matrix -> datafile(filed);
sysciosc(filed);
elsc

syscreate("meSed”, 1, line") - > filed;

matrix -> datafile(filed);
syscloset(filed);
endif;
endif;
enddefmethod;

endfiavour;

2

;3 LIST OF METHODS:

ii; 1) initislive the system variables;

(3] FUZZY_SYSTEM OBJECT

162

flavour FUZZY SYSTEM;

ivars number_of_expert;

defmetbod initialize the system variables;
Ivars fuzzy_peak broadening fuzzy asy y fuzzy wedge_shaped;
Wvars fuzzy visibility fuzzy spacing of peaksfurzy plus minus_asymmetry;
Ivars fuzzy_interference fuzzy evidence of mismatch fuzzy crystl quality;
Ivars fuzzy grading of the layer fuzzy layer is_thick fuzzy layer is_thin;

Ivars number of rules cxisting rules number of fuzzy premises;
Ivars number_of boolean _premises;

Ivars number of _ g fuzzy premises boolean premises;
Ivars consequences rule_variable;
Ivars filed i layery;

Ivars number_of experts connection matrix rules_for_substrate_only;
Ivars rules_for_single layer rules_for_multiple_layers rules for MQW;
Ivars cred_weight hist_of decisions hist_of incs_decs;

Ivars percent_for_success percent_for_failure N ro kappa;

Ivars angst rule_history masking of rule number_of fuzzy varisbles;
Ivars membership_functions;

Ivars variable_history var_changes fuzzy rules rule varisblc mf;

tvars history of real_decision values array of lists p_values q values;
Ivars f_valucs inc_values;

Ivars positive_threshold q tally ple_set_fuzzy p

Ivars ple_sct_boolean p 1
Iy ple_sct g g  in_rules fuzzy_intensity of peak;
lvars p ial _rules ber_of g ;s

i3+ This method initialises system variables and stores
333 these values to a series of files.

nl(10);

pr('THIS PROGRAM INITIALIZES SYSTEM VARIABLES IN A FUZZY
SYSTEM FOR’);nl(2);

pr(’ X-RAY ROCKING CURVE ANALYSIS');nl(5);

333 FUZZY MEMBERSHIP FUNCTIONS
[0.00.150.10.20.150.50.4 0.80.7 1.0) - > fuzzy_peak_broadcning;
[0.00.150.10.20.150.50.40.80.7 1.0] -> fuzzy asymmerry;
{0.00.150.10.20.150.4 0.3 0.7 0.6 1.0] -> fuzzy wedge shaped;
(0.00.150.10.20.150.40.30.7 0.6 1.0] -> fuzzy visibily;
[0.00.150.10.30.20.50.4 0.7 0.6 1.0] -> fuzzy spacing of peaks;
10.00.150.10.20.150.50.40.80.7 1.0) -> fuzzy plus_minus ssymmetry;
[0.00.150.10.20.150.40.30.7 0.6 1.0] -> fuzzy_interference;
[0.00.20.10.30.20.50.40.80.71.0] - > fuzzy evidence_of mismatch;
[0.00.20.10.30.20.50.4 0.8 0.7 1.0] - > fuzzy crystal quality;
[0.00.20.10.30.20.50.40.80.7 1.0) - > fuzzy grading of the layer;
[0.00.20.10.30.20.50.4 0.8 0.7 1.01 - > fuzzy layer is_thick;
{0.00.20.1 0.30.20.50.4 0.8 0.7 1.0] - > fuzzy layer is_thin;
[0.00.20.1 0.3 0.2 0.50.4 0.8 0.7 1.0] -> fuzzy intcnsity of pesk;

3+ VARIABLES DESCRIBING THE RULESETS
pr(CRECORD THE FUZZY RULESETS’);nl(2);

ar .

3; Substrate Only Structure

P

pr(’Substrate Only Structure');nl(2);

19 -> number_of_rules;
syxcreste("rno1”, 1, *line®) - >filed;
sumber_of_rules - > datafile(filed);
sysclose(filed);

;+; Record the ruleset in a matrix

335 Column 1: fuzzy premises

;53 Column 2: boolean premises

;3; Colume 3: conclesions

;5s Column 4: Number of conclusion
pr(’Record the ruleset’);nl(1);
newarray({1 “sumber of rules 1 4]) -> existing rules;
ioi Rule 1

[5] -> existing rulex(1,1);

{13] -> existing rules(1,2);

[1] -> existing rules(1,3);

[1] -> existing_rules(1,4);




5 Rule 2 6] -> existing rules(18,4);

[4] -> existing rules(2,1); 33 Rule 19
{1 3} -> existing_rules(2,2); [1 -> existing_rules(19,1);
[2] -> existing_rules(2,3); [7] - > existing rules(19,2);
{1} -> existing_rules(2,4); {4] - > existing_rules(19,3);
.2 Rule 3 {71 -> existing_rules(19,4);
{31 - > existing_rules(3,1); syscreate("rules1®, 1, "line®) - > filed;
[1 3] -> existing rules(3,2); existing_rules - > datafile(filed);
[3) -> existing_rules(3,3); sysclose(filed);
[1] -> existing rules(3,4);
;;; Rule 4 4 -> number_of fuzzy premises;
[2] -> existing_rules(4,1); syscreate(“noffpl”, 1, line") - > filed;
[1 3] -> existing rules(4,2); oumber of fuzzy premises -> datafile(filed);
[4] -> existing_rules(4,3); sysclose(filed);
[1] -> existing_rules(4,4); 4 -> number_of _boolean_premises;
;i Rule § syscreate("nofbpi®,1, "line") - > filed;
[1] -> existing_rules(5, 1); number_of_boolean_premises - > datafile(filed);
{1 3] -> existing_rules(5,2); sysclose(filed);
[51 - > existing_rules(S,3); 7 -> number_of_consequences;
{11 -> existing rules(5,4); syscreate("noffc1™, 1,"line") - >filed;
;;s Rule 6 number_of_consequences -> datafile(filed);
{10} - > existing rules(6, 1); sysclose(filed);
[1] -> existing_rules(6,2);
[5) -> existing_rules(6,3); newarray({! “number of fuzzy premises)) -> fuzzy premises;
{2] -> existing_rules(6,4); "substratc_peak_broadening” - > fuzzy premises(l);
;5 Rule 7 “substrate asymmetry in peak” - > fuzzy premises(2);
9] - > existing_rules(7,1); “interference fringes™ -> fuzzy premises(3);
[1) -> existing_rules(7,2); “visibility_of interference_fringes” -> furzy premises(4);
[4] -> existing_rules(7,3); syscreate("fpl®, 1,7line™) - > filed;
12] - > existing_rules(7,4); fuzzy premises - > datafile(filed);
;;; Rule 8 sysclose(filed);
[8] -> existing_rules(8,1);
[1] -> cxisting_rulcs(8,2); y({! “number_of boolcan_p 1) -> boolean p
{31 -> existing_rules(8,3); “type_of_structure_is_sub _only” -> b _premises(1);
[2] -> existing_rules(8,4); “number_of peaks is_onc” -> boolean premises(2);
;i Rule 9 "number of _peaks is_more_than_one” ->> boolean_premises(3);
[7] -> existing_rules(9,1); "number_of_peaks is_none" - > boolean_premises(4);
{1] -> exiging rules(9,2); syscreate("bp1®, 1, "line") - >filed;
[2] -> existing_rules(9,3); boolean premises - > datafile(filed);
[2] -> existing_rules(9,4); sysclose(filed);
;3 Rule 10
6] -> existing rules(10,1); pewarray([! “number of ¢ q n-> g
[1) -> existing_rules(10,2); “crystal_quality® -> consequences(1);
[1] -> existing_rules(10,3); “strain_in_surface layer of sample” -> consequences(2);
[2) - > existing_rules(10,4); “reference_crystal is_different_to_substrate” -> conscquences(3);
225 Rule 11 *crystal_consists_of subgrains® - > q 4);
1 -> existing rules(11,1); “characteristic_curve”™ -> consequences(5);
[1 5] -> existing_rules(11,2); “misorientation_of substrate” -> consequences(6);
[4] -> existing_rules(11,3); “incorrect_experiment” - > conseq n;
{3} - > existing rules(11,4); syscreate(*fcl”, 1, "line") - >filed;
;:» Rule 12 consequences -> datafile(filed);
{1 -> existing_rules(12,1); syscloae(filed);
[1 5] -> existing rules(12,2);
[4] -> exising rules(12,3); 1-> snpst;
[4] -> existing rules(12,4); syscreate(angstl*, 1, line") - > filed;
. Rule 13 angst - > datafile(filed);
1 -> existing rules(13,1); sysclose(filed);
{1 3] -> existing rules(13,2);
[5) -> existing_rules(13,3); number of consequences * 5 -> number_of consequents;
[5] -> cxisting_rules(13,4); newarray([1 “number of comsequents 14]) -> potential_rules;
;35 Rule 14 1->1;
[5] -> existing_rules(14,1); until i > number_of_consequents
[1 3] -> existing_rules(14,2); do
{51 -> existing rules(14,3); 0 -> potential_rules(i, 1);
[6] - > existing_rules(14,4); 1 -> potential_rules(i,2);
;;; Rule 15 1 -> potential rules(i,3);
[4] -> cxisting_rules(15,1); [} -> potential_rules(i,4);
[1 3) -> exigting rules(15,2); i+1->i
[4] -> existing_rules(15,3); eadunti;
161 -> existing_rules(15,4); syscreate("potrule1®, 1, linc®) -> filed;
.2 Rule 16 potential rules -> datafile(filed);
[3] -> existing rules(16,1); sysclose(filed);
[13) -> existing_rules(16,2);
3] -> existing_rules(16,3); pr(’Record the rulc histories and maskings for rules’);nl(1);
[6] -> existing_rules(16,4); ;3: Arrsy of lists containing the history of decisions for each rule
::: Rule 17 newarray([1 “number_of_rukes]) -> rule_history;
[2] -> existing rules(17,1); 153 Array used to record if a ruke is ASSERTed or UNASSERTed.
[t 3] -> exising rules(17,2); liewufay([l “number_of_rules]) -> masking of rule;
-> existing_rules(17,3); =>1;
{g -> existing_rulex(17,4); until i > number of rules
;55 Rule 18 v ,
1] -> existing_rules(18,1); |‘] -> mle_hnry(i);‘ ]
f1 3] -> existing_rules(18,2); .ASSBRT‘ -> masking of_rule(i);
[2] -> existing rules(18,3); it1->d
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enduntil;

syscreate(*rhist1*,1, *linc”) -> filed;
rule_history - > datafile(filed);
syxclose(filed);

syscreate( “rmask1°,1, "line") -> filed;
masking of rule -> datafile(filed);
sysclose(filed);

1S -> number_of fuzzy variables;
syscreate(“fuzznol”, 1, line®) -> filed;
number_of fuzzy variables -> datafile(filed);
sysclose(filed);

pr(’Record the membership functions’);nl(1);

MEMBERSHIP FUNCTIONS ARE SEPARATED AND STORED IN
AN ARRAY OF LISTS

newsrmay([! “number_of fuzzy premises]) -> membership functions;

fuzzy pesk broadening - > bership_functions(1);

furzy asy y -> membership_functions(2);

fuzzy_interference - > membership functions(3);

fuzzy visibility -> membership_functions(4);

syscreste(“memfuncl®,1,"line") - > filed;

membership_functions - > datafile(filed);

syscloact(filed);

;31 The history of values is stored for each fuzzy variable
+;; two lists are used to store values that were successful
;;; and values which were unsuccessful
pr("Record the variable histories’);nl(3);
newarray([! 2 1 “sumber_of fuzzy variables]) -> variable_history;
newarray([1 “number_of fuzzy variables}) -> var_changes;
1->1
until i > number_of fuzzy varizbles
do
{1 -> variable_history(1,i);
[l -> variable_history(2,i);
] -> var_changes(i);
itl->i
enduntil;
syscreste("varhist1*, 1, "linc™) - > filed;
variable_history -> datafile(filed);
syschose(filed);
syscreate(*varch1®, 1, "line") -> filed;
var_changes -> datafile(filed);
sysclose(filed);

1 "number of fuzzy premises 12]) -> fuzzy rules;
(1234567891014 151617 18] -> fuzzy_rules(1,1);
[12345678910 111213 14 15] -> fuzzy ruies(l,2);
2->1;
until i > number of fuzzy premises
do

1 -> fuzzy_rules(i, 1);
11 -> fuzzy_rulesi,2);
i+l1->i

"

enduntil;

syscreate("frales1°, 1, linc”) - > filed;
fuzzy rules -> datafile(filed);
sysclose(filed);

;;; MEMBERSHIP FUNCTION USED BY EACH FUZZY VARIABLE
sewstray([1 “number_of fuzzy varisbles]) -> mf;
1 -> mf(1);

1-> mf(2);

1-> mf(3);

1-> mf(4);

1-> mf(5);

2-> mf(6);

2-> mf(T);

2-> mf(8);

2-> mf(9);

2 -> mf{10);

1-> mf(11);

1-> mf(12);

1-> mf(13);

1 -> mf(14);

1 -> mf(15);

syscroate(" memf1*,1,"line") -> filed;
wf -> dutafile(filed);

sysclose(filed);

[2222211111111111111]->hyeﬂ;
syscresse(*11°,1,"line") -> filed;
inyers -> datafile(filed);
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sysclose(filed);

;;; Linguistic variables used in fuzzy rules
newarray([! "number_of fuzzy variables]) -> rule_variable;
*EXTREME' -> rule_variable(1);
*VERY’ -> rule_variable(2);

'FAIRLY" -> rule variable(3);

"SOME' -> rule_variable(4);

'NONE’ -> rule_variable(S);
"EXTREME’ -> nyle_variable(6);
'VERY' -> rule variable(7);

"FAIRLY" -> rule variable(8);

*SOME’ -> rule_variable(9);

'NONE"® -> rule variable(10);
'EXTREME® -> nule_variable(11);
'VERY’ -> rule_variable(12);

'FAIRLY" -> rule variable(13);

'SOME’ -> rule_variable(14);

*NONE’ -> rule variable(15);
syscreate(“rvarl®, 1, line*) -> filed;
rulc_variable - > datafile(filed);
sysclose(filed);

Y
s

;+» Single Layer Structure

»

pr(’Single Layer Structure’);nl(2);

117 -> number of rules;
syscreate("rno2", 1, "line*) - >filed;
number of rules -> datafile(filed);
sysclose(filed);

+ys Record the ruleset in a matrix
555 Column 1: fuzzy premises
i3: Column 2: boolean premises
;53 Column 3: conclusions

;33 Column 4: Number of conclusion
pr(’Record the ruleset’);nl(1);
newarray([1 “number_of rules 1 41) -> existing rules;
;:; Rule 1

{} -> existing_rules(1,1);

[t 5]1-> existing_rules(1,2);

{3] -> exigting_rules(1,3);

[1] -> existing rules(1,4);

553 Rule 2

{5] -> existing_rules(2,1);

[1] -> existing rules(2,2);

[51 -> existing_rules(2,3);

4] -> existing rules(2,4);

333 Rule 3

[4] -> existing rules(3,1);

[11 - > existing rules(3,2);

[4] -> exigting_rules(3,3);

[4} -> existing_rules(3,4);

s;; Rule 4

[3]1 -> cxisting_rules(4,1);

[1] -> existing rules(4,2);

[3] - > existing rules(4,3);

[4] -> existing rules(4,4);

;i Rule S

[2] -> existing rules(5,1);

[1] -> existing rules(S,2);

[2] -> existing rules(5,3);

{41 -> existing rules(5,4);

5;; Rule 6

[1] -> existing rules(6, 1),

[11 -> existing_rules(6,2);

[1] -> existing rules(5,3);

4] -> existing_rules(6,4);

+is Rule 7

{15 20 -> existing_rules(?, 1);
[1 13] -> existing_rules(7,2);
[5] - > existing rules(7,3);

[5] -> existing_rules(7,4);

333 Rule 8

15 19] -> existing_rules(8,1);
[113] -> existing_rules(8,2);
[S] - > cxistiag_rules(8,3);

5] -> existing_rules(8,4);

35 Rule 9



[15 18] -> existing_rules(9,1);
[1 13} -> existing rules(9,2);
[4] -> existing_rules(9,3);

[5} -> existing rules(9,4);

+5; Rule 10

{15 17] - > existing_rules(10,1);
[1 13} -> existing_rules(10,2);
(3} - > existing_rules(10,3);

[5] -> existing_rules(10,4);

33; Rule 11

[15 16) -> existing rules(11,1);
1 13] -> existing rules(11,2);
[3] -> existing_rules(11,3);

[5} -> existing rules(11,4);

;3; Rule 12

{14 20 -> existing_rules(12,1);
[1 13] -> existing_rules(12,2);
[5] -> existing_rules(12,3);

[51 -> existing_rules(12,4);

;;; Rule 13

[14 19] -> existing_rules(13,1);
{1 13} -> existing rules(13,2);
[4] -> existing_rules(13,3);

5] -> existing_rules(13,4);

;5 Rule 14

[14 18] -> existing_rules(14,1);
[1 13] -> existing_rules(14,2);
{4] -> existing rules(14,3);

(5] -> existing_rules(14,4);

;;: Rule 15

{14 17] -> existing_rules(15,1);
[1 13] -> existing_rules(15,2);
{3] -> existing rules(15,3);

[5] -> existing_rules(15,4);

;3; Rule 16

{14 16) -> existing_rules(16,1);
[1 13] -> existing_rules(16,2);
[2] -> existing_rules(16,3);

[5] -> existing rules(16,4);

;:; Rule 17

[13 20] -> existing rules(17,1);
{1 13) -> existing rules(17,2);
[4] -> existing_rulex(17,3);

[5] -> existing_rules(17,4);

;:; Rule 18

[13 191 -> existing rules(18,1);
[1 13] -> existing_rules(18,2);
[4] -> existing rules(18,3);

[5] -> existing_rules(18,4);

;;; Rule 19

[13 18] -> existing rules(19,1);
[1 13] -> existing_rules(19,2);
[3] -> existing_rules(19,3);

{5] -> existing_rules(19,4);

::; Rule 20

[13 17} -> existing rules(20,1);
[113) -> existing_rules(20,2);
2] -> existing_rules(20,3);

[5] -> existing_rules(20,4);

550 Rule 21

[13 16) -> existing_rules(21,1);
{1 13} -> existing_rules(21,2);
[2] -> existing_rulea(21,3);

[S1 -> existing_rules(21,4);

53 Rule 22

[1220] -> existing rules(22,1);
{1 13] -> exigting rules(22,2);
[3] -> existing_rules(22,3);

15} -> cxisting_rules(22,4);

33; Rule 23

[12 19] -> existing_rules(23,1);
{1 13] -> cxisting rules(23,2);
[3] -> existing_rules(23,3);

{5) -> existing_rules(23,4);

;;; Rule 24

{12 18] -> existing rules(24,1);
[1 13} -> existing rules(24,2);
2] -> exising rules(24,3);

[5) -> existing_roles(24,4);

33 Rule 28

{12 171 -> exigting_rules(25,1);
[1 13) -> existing ryles(25,2);
2] -> cxisting_rules(25,3);

[5] -> existing_rules(25,4);
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;;» Rule 26

[12 16] -> existing rules(26,1);
[1 13] -> existing_rules(26,2);
[1] -> existing_rules(26,3);

[5] -> existing_rules(26,4);

;5 Rule 27

[11 20] -> existing rules(27,1);
{1 13] -> existing rules(27,2);
[31 - > existing rules(27,3);

[5] -> existing_rules(27,4);

:3; Rule 28

{11 19] -> existing_rules(28,1);
{1 13] -> existing_rules(28,2);
[2] - > existing_rules(28,3);
[5]-> existing_rules(28,4);

;i Rule 29

{11 18] -> existing_rules(29,1);
[} 13] -> existing_rules(29,2);
12} -> cxisting_rules(29,3);

{51 - > existing_rules(29,4);

::; Rule 30

[11 171 -> existing_rules(30,1);
[1 13] -> existing_rules(30,2);
{11 - > existing rules(30,3);

[5] -> existing_rules(30,4);

;33 Rule 31

{11 16] -> existing_rules(31,1);
[1 13] -> existing rules(31,2);
[4] -> existing_rules(31,3);

{6} -> existing rules(31,4);

o+ Rule 32

{25 30] - > existing rules(32,1);
{1 13] -> existing_rules(32,2);
{4] -> existing_rules(32,3);

[6] -> exigting_rules(32,4);

;3 Rule 33

125 29] - > existing_rules(33,1);
[1 13] -> existing_rules(33,2);
[4] -> existing_rules(33,3);

[6] - > existing_rules(33,4);

;i Rule 34

[25 28] -> existing_rules(34,1);
[1 13} -> existing_rules(34,2);
3] -> existing rules(34,3);

[6] -> existing rules(34,4);

;;; Rulke 35

[25 27] -> exisming_rules(35,1);
[1 13] -> existing rules(35,2);
21 -> existing_rules(35,3);

[6] -> existing rules(35,4);

+»; Rule 36

25 26] - > existing_rules(36,1);
[1 131 -> existing_rules(36,2);
[2] -> existing rules(36,3);

[6] -> existing_rules(36,4);

;i3 Rule 37

24 30} -> existing rules(37,1);
{1 13] -> existing_rules(37,2);
[4] -> cxisting_rules(37,3);

[6] -> existing rules(37,4);

::; Rule 38

{24 29] -> existing_rules(38,1);
[1 13) -> existing rules(38,2);
[4] - > existing rules(38,3);

{6} -> existing rules(38,4);

++; Rule 39

(24 28] -> existing rules(39,1);
[1 13] -> cxisting_rules(39,2);
{3} -> existing_rules(39,3);

[6] - > existing_rules(39,4);

;5; Rule 40

[24 27] -> existing_rules(40,1);
{1 13] -> existing rules(40,2);
[2] -> existing_rules(40,3);

16] -> existing rules(40,4);

;1 Rule 41

124 26] -> existing rules(41,1);
{1 13] -> existing_rules(41,2);
[11-> existing rulea(41,3);

[6] -> existing_rules(41,4);

;35 Rulc 42

(23 301 - > existing rules(42,1);
[1 13] -> existing_rules(42,2);
3] -> existing rules(42,3);



6] - > existing_rules(42,4);

;;; Rule 43

[23 291 -> existing_rules(43,1);
{1 13] -> existing rules(43,2);
(3] - > existing_rules(43,3);

[6] -> existing_rules(43,4);

15 Rule 44

123 28) - > existing_rules(44,1);
{1 13] -> existing_rules(44,2);
{21 -> existing_rules(44,3);

{6] -> existing_rules(44,4);

;3; Rule 45

{23 27] - > existing_rules(45,1);
[1 13] -> existing_rules(45,2);
2] -> existing_rules(45,3);

[6] -> existing_rules(45,4);

;3 Rule 46

{23 26] -> existing rules(46,1);
[1 13 -> existing_rules(46,2);
{1] -> existing_rules(46,3);

{6] -> existing_rules(46,4);

;3 Rule 47

[22 30] -> existing_rules(47,1);
{1 13] - > existing_rules(47,2);
[2] -> existing_rules(47,3);

[6] -> existing rules(47,4);

;3; Rule 48

{22 291 - > existing_rules(48,1);
[1 13) -> existing_rules(48,2);
[2] -> existing_rules(48,3);

[6] -> existing_rules(48,4);

+;; Rule 49

[22 28] - > existing_rulcs(49,1);
{1 13] -> existing_rules(49,2);
[2]-> cxisting_rules(49,3);

[6] -> existing rules(49,4);

;:; Rule 50

122 27] -> existing_rules(50,1);
[1 13} -> existing_rules(50,2);
[1] -> existing_rules(50,3);

161 -> existing_rules(50,4);

1:; Rule 51

[22 26] -> existing_rules(51,1);
[1 13] -> existing_rules(51,2);
[1]-> existing rules(51,3);

[6] -> existing_rules(51,4);

+>» Rule 52

121 30] - > existing rules(52,1);
[1 13} -> existing_rules(52,2);
[2] - > existing_rules(52,3);

[6] -> existing_rules(52,4);

:;: Rule 53

21 29] -> existing_rulen(53,1);
[1 13) -> existing_rules(53,2);
[1] -> existing rules(53,3);

{6] -> existing rulex(53,4);

;+; Rule 54

[21 28] -> existing_rules(S4,1);
[1 13} -> existing rules(54,2);
{1} -> existing_rules(54,3);

16] -> existing_rulca(54,4);

;;; Rule 55

(21 27} - > existing rules(55,1);
[113] -> existing_ruies(5$,2);
[1) -> existing_rulen(35,3);

[6] -> existing rules(SS5,4);

;s Rule 56

[21 26) -> existing_rules(56,1);
[ 13] -> existing_rules(56,2);
[1) -> existing rules(56,3);

16} -> existing_rules(56,4);

;+; Rule 57

[26} -> existing rules(57,3);
[1] -> existing rules(57,2);

[4) -> existing_rules(57,3);

{7} -> existing_rules(57,4);

33» Rule 58

[10] - > existing ruiea(58,1);
{1] -> existing rules(58,2);

3] - > existing rules(58,3);

(8] -> existing_rules(38,4);

;;; Rule 59

9] -> cxisting ralen(59,1);

[1} -> existing_rules(59,2);

121 -> existing rules(59,3);
[8] -> existing rules(59,4);
;35 Rule 60

[8] - > existing_rules(60,1);
[11-> existing rules(60,2);
[2] - > existing_rules(60,3);
18] -> existing_rules(60,4);
;5; Rule 61

[71 -> existing rules(61,1);
(1] - > existing_rules(61,2);
{1} -> existing rules(61,3);
{8] - > existing rules(61,4);
;5 Rule 62

[6] -> existing rules(62,1);
[1]-> cxisting rules(62,2);
[1] -> existing_rules(62,3);
[8] - > existing_rules(62,4);
;:; Rule 63

[} -> existing_rules(63,1);

[1 5] -> existing_rules(63,2);
{5] - > existing_rules(63,3);
[2] -> existing_rules(63,4);
;:; Rule 64

[l -> existing_rules(64, 1);

f1 31 -> existing rules(64,2),
2] -> existing_rules(64,3);
[91 -> existing_rules(64,4);
;5 Rule 65

0} -> existing_rules(65,1);

[1 3] -> existing_rules(65,2);
2] -> existing ruies(65,3);
{10] - > existing rules(65,4);
;53 Rule 66

[1 -> existing_rules(66,1);

[t 3] -> existing_rules(66,2);
[2] - > existing rules(66,3);
[11] -> existing_rules(66,4);
;1; Rule 67

1 -> existing_rules(67,1);

[1 15} -> existing_rules(67,2);
{2) - > existing_rules(67,3);
f12] -> existing_rules(67,4);
335 Rule 68

{1 -> existing_rules(68,1);

[1 15} -> existing_rules(68,2);
[2} -> existing_rules(68,3);
(13} -> existing_rules(68,4);
;35 Rule 69

f] -> existing_rules(69,1);
{1518 1921] -> existing_rules(69,2);
[$] -> existing_rules(69,3);
[17] -> existing_rules(69,4);
333 Rule 70

1 - > existing_rules(70,1);
[1 24] -> existing_rules(70,2);
5] -> existing_rules(70,3);
[18] -> existing rules{70,4);
53 Rule 71

1] -> exigting rules(71,1);

{1 525] -> existing_rules(71,2);
{51 -> existing_rules(71,3);
[14] -> existing_rules(71,4);
i3 Rule 72

[35] -> existing rules(72,1);
1] -> existing_rules(72,2);
[4) -> existing rules(72,3);
6] -> existing_rules(72,4);
335 Rule 73

[34] -> existing_rules(73,1);
[1] -> existing_ruies(73,2);
[41 -> existing_rules(73,3);
6] -> existing rules(73,4);
5;; Rule 74

[33) -> existing_rules(74,1);
{11 -> existing_rules(74,2);
[4] -> existing_rules(74,3);
[6) -> existing rules(74,4);
+5; Rule 7§

32] -> exising_rules(75,1);
1] -> existing_rule(75,2);
[3] - > existing_rulcs(75,3);
[6] - > existing rules(75,4);
3 Rule 76

[31] -> existing_rules(76,1);



[1) -> existing_rules(76,2);
{1] -> existing_rules(76,3);
[6] -> existing_rules(76,4);
35 Rule 77

[31] -> existing_rules(77,1);
[1] -> existing_rules(77,2);
[4] -> existing_rules(77,3);
[9] -> existing rules(77,4);
;3> Rule 78

[32] -> existing_rules(78,1);
[1] -> existing rules(78,2);
13] -> existing_rules(78,3);
[91 -> existing_rules(78,4);
;1 Rule 79

[33] - > existing_rules(79,1);
[1] -> existing rules(79,2);
12} -> existing_rules(79,3);
[9] -> existing_rules(79,4);
;1 Rule 80

[34] -> existing rules(80,1);
[1} -> existing_rules(80,2);
{2] -> existing rules(80,3);
[9) -> existing rules(80,4);
;3 Rule 81

[35) -> existing rules(81,1);
(1] -> exigting_rules(81,2);
[1] -> existing_rules(81,3);
91 -> existing_rules(81,4);
;35 Rule 82

{15} -> existing_ruley(82,1);
{1 12] -> existing_rules(82,2);
{51 -> existing rules(82,3);
[10] -> existing_rules(82,4);
;33 Rule 83

[14) -> existing rules(83,1);
[1 12] -> existing_rules(83,2);
[4] - > existing_rules(83,3);
{10] -> existing rules(83,4);
;7 Rule 84

[13] -> existing_rules(84,1);
[1 12 -> existing rulcs(84,2);
[4] -> existing rules(84,3);
[10] -> existing_rules(84,4);
;5 Rule 85

[12] -> existing_rules(85,1);
{1 12] -> existing_rules(85,2);
[31 -> eximing_rules(85,3);
{10] - > existing_rules(85,4);
;+: Rule 86

{11] -> existing_rules(86,1);
(1 12] -> existing_rulcs(86,2);
{2} -> cxisting rules(86,3);
[10] -> existing_rules(86,4);
777 Rule 87

[20] -> existing rules(87,1);
[1 11] -> existing_rules(87,2);
[5] -> existing_rules(87,3);
[S] -> existing_rules(87,4);
35; Rule 88

[19) - > existing_rules(88,1);
[1 111 -> exiing rules(88,2);
{4) -> existing rules(88,3);
[5) -> existing rules(88.4);
;3 Rule 89

[18] -> cxisting_rules(89,1);
{1 11] -> existing_rules(39,2);
[3] -> existing_rules(89,3);
[5} -> existing_rukes(89,4);
;35 Rule 90

[17] - > existing rule(90,1);
[1 11] -> existing_rules(90,2);
12} -> existing_rules(90,3);
[5] -> existing_rulex(90,4);
31 Rule 91

[16} -> existing _rules(91,1);
[1 11] -> exinting rules(91,2);
{1} -> existing rules(91,3);
[5] -> existing rules(91,4);
333 Ruke 92

[20} -> existing rulex(92,1);
[1 121 -> existing rales(92,2);
[S] -> existing rules(92,3);
[10} -> cxisting_ruies(92,4);
;; Rule 93
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[19] -> existing_rules(93,1);
[112] -> existing rules(93,2);
[4] -> existing_rules(93,3);
[10] -> existing_rules(93,4);
;5; Rule 94

[18] -> existing_rules(94,1);
[1 12] - > existing_rules(94,2);
[3] - > existing_rules(94,3);
[10] -> existing rules(94,4);
;;; Rule 95

{17] -> existing_rules(95,1);
f1 121 -> existing rules(95,2);
[2] -> existing_rules(95,3);
[10] -> existing_rules(95,4);
;3; Rule 96

[16] - > existing rules(96,1);
[112) - > existing_rules(96,2);
[1] -> existing_rules(96,3);
{10] -> cxisting_rules(96,4);
;35 Rule 97

{40] -> existing rules(97,1);
[1-> existing_rules(97,2);

[3] -> existing_rules(97,3);
{15] -> existing_rules(97,4);
3vs Rule 98

391 - > existing_rules(98,1);
1 -> existing_rules(98,2);

121 -> existing rules(98,3);
[15] -> existing_rules(98,4);
33+ Rule 99

[38] -> existing_rules(99,1);
01 -> existing_rules(99,2);

[2] -> existing_rules(99,3);
[15] -> existing_rules(99,4);
;35 Rule 100

[37] - > existing_rules(100,1);
1 -> existing_rules(100,2);
[1] -> existing_rules(100,3);
{15] -> existing_rules(100,4);
;35 Rule 101

{36] -> existing_rules(101,1);
M1 -> existing_rules(101,2);
11} -> existing_rules(101,3);
[15] - > existing rules(101,4);
55> Rule 102

[1 -> existing_rules(102,1);

[1 3] -> existing rules(102,2);
[3} -> existing_rules(102,3);
[11] -> existing_rules(102,4);
+5; Rule 103

{1 -> existing_rules(103,1);
[127] -> existing_rules(103,2);
{1] -> existing_rules(103,3);
151 -> existing_rules(103,4);
;»» Rule 104

[l -> existing_rules(104,1);

{1 29] -> existing_ruley(104,2);
[1] -> existing_rules(104,3);
{5) -> existing rules(104,4);
;7; Rule 105

{1 -> existing_rules(105,1);

[1 291 -> existing_rules(105,2);
{4} -> existing rules(105,3);
[10] -> existing_rules(105,4);
;35 Rule 106

f] -> existing_rules(106,1);

[1 31] -> existing_rules(106,2);
[3] - > existing_rules(106,3);
§6) -> cxigting_rules(106,4);
;3; Rule 107

) -> existing_rules(107,1);

{1 32] - > cxisting_rules(107,2);
3] -> existing rules(107,3);
19) -> existing rules(107,4);
;7 Rule 108

01 -> existing rules(108,1);
[127] -> existing_rules(108,2);
3] -> existing rules(108,3);
[15] -> existing_rules(108,4);
;3 Rule 109

I} -> existing_rulcs(109,1);

{1 20] -> existing rules(109,2);
[4] -> existing rulex(109,3);
[14] -> existing rules(109,4);



;;; Rule 110
[) - > existing rules(110,1);
[1 9] -> existing rules(110,2);
[4] -> existing_rules(110,3);
[16] -> existing_rules(110,4);
555 Rule 111
{51 - > existing_rules(111,1);
{l - > existing rules(111,2);
[4) -> existing rules(111,3);
[3] - > existing rules(111,4);
;3» Rule 112
[4] -> existing_rules(112,1);
1 - > cxisting_rules(112,2);
[4] -> existing_rules(112,3);
[3) -> existing rules(112,4);
;:» Rule 113
13] - > existing_rules(113,1);
{] -> cxisting rules{113,2);
[3] -> existing_rules(113,3);
{3] -> existing rulex(113,4);
;55 Rule 114
2] -> existing rules(114,1);
{1 -> cxisting_rules(114,2);
[2] -> exigting_rules(114,3);
[3] -> exigting rules(114,4);
;;; Rule 115
[1] -> existing rules(115,1);
[} -> existing_rules(115,2);
[1] -> existing_rules(115,3);
[3] -> existing_rules(115,4);
;+; Rule 116
[31] -> existing_rules(116,1);
1 -> existing rules(116,2);
[4] -> existing rules(116,3);
[12] - > cxisting rules(116,4);
+;; Rule 117
[32] -> existing_rules(117,1);
[l -> cxisting_rules(117,2);
[3] -> cxising_rules(117,3);
[12) -> existing rules(117,4);
“rules2*,1,"line") - > filed;
existing rules -> detafile(filed);
syscloec(filed);

8 -> number_of fuzzy premises;
syscreate(“noffp2”, 1, “line®) - > filed;
sumber_of furzy premiscs -> datafile(filed);
sysclose(filed);

16-> ber_of_bool

syscreste(“nofop2, 1, "tine") - > filed;
sumber of boolcan_premises - > dwtafile(filed);
sysclosc(filed);

18 -> sumber_of_conscquences;
syscreate("noffc2°, 1, "line*) - > filed;
number of conscquences -> datafile(filed);
sysclose(filed);

newarray([1 “number_of fuzzy premises]) -> fuzzy_premises;
substrate_peak_broadening” - > furzy premises(l);
substrate_ssymmetry_ia_pesk” -> furzy premises(2);
layer_asymmcuy_in_peak” -> fuzzy_premises(3);
Tayer_wedge_shaped_peak” -> fuzzy_premises(4);
imerference_fringes® -> fuzzy premises(S);

visibility of imerference_fringes™ - > fuzzy premises(6);
intcasity_of_layer_pesk® -> fuzzy premisea(7);
cvidence_of mismsich® -> fuzzy premises(8);
syscreate("fp2°, 1, “linc”) - > filed;

furzy premiscs - > datafile(filed);

sysclose(filed);

newarray(]] “nember_of boolcan premiscs]) - > boolean_premiscs;
“type_of_strecture_is_singlc_layer® -> boolcan_premises(1);
'sumber_of peaks is_one* >bool~_pmuuu(2),

layer_thickness_lcss_than S | -> boolean_premises(11);
peak_splitting is_zero” -> bookan_premisca(12); .
*peak_splitting_less_than_three_times_ width_of _peak® ->

“layer_thickness_grester_than_alf_micron” -> boolean_premises(10);
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boolean premiscs(13);
“relaxed mismatch is high® - > boolean_ premises(14);
"peak splitting is_high”™ - > boolean premises(15);
“spacing of interference fringes_is_low" -> boolean_premises(16);
syscreate("bp2°,1,"line") - > filed;
boolean_premises - > datafilc(filed);
sysclose(filed);

newarmay([1 © ber of D ->
"crystal_quality® - > cousequences(1);
chnnctmsuc _curve” -> consequenccs(Z),

" misori _of sub . > g 3);
“bending_of sub -> q! 4);
“grading of the layer® - > consequences(S);
“layer is_thick® -> consequences(6);

“change in_lattice parameter with_depth” -> consequences(7);
“layer is present in the substratc peak” -> comsequences(8);
“layer_is_thin" -> consequences(9);

“evidence_of mismatch™ -> consequences(10);

“peak_is outside the scan range” -> consequences(11);
“misoriented_or_migmatched layer® -> consequences(12);
"multiple_layers® -> consequences(13);

nmulmm or_calibration chart is_needed” -> consequences(14);

jon” - > q 15);

"incorrect_experiment” - > consequences(16);

“thickness_of layer® - > consequences(17);

“experimental_mi h® - > q 18);
syscreate(“fc2°, 1, "line”) - > filed;
conscquences - > datafile(filed);

syscloset(filed);

1-> angst;
syscreate(“angst2”, 1, "line") - > filed;
angst -> datafile(filed);
sysclose(filed);

number_of ¢ *5-> ber of gi s
ncwarray([1 “number of q 14]) -> potential_rules;
1->1i;
until i > number_of _consequents
do
{1 -> posential_rules(i,1);
0 -> potential_rules(i,2);
1 -> potential _rules(i,3);
f} -> potential_rules(i,4);
itl1->i
enduntil;
syscreate( "potrule2”, 1, "line®) - > filed;
potential_rules - > datafile(filed);
sysclose(filed);

pr(’Recond the rule histories amd maskings for rules’);ni(1);
++» Array of lists containing the history of decisions for cach rule
oacwarray({l “pumber_of rules)) - > rule_history;
;3 Array used to record if a rule is ASSERTed or UNASSERTed.
newsrray({l “number_of rules]) - > masking of_rule;
1->1i;
until i > aumber_of rules
do
{1 -> rule_history(i);
"ASSERT® -> masking of rule(i);
it1->i
enduntii;
syscreste(rhis2°, 1, "line®) -> filed;
rule_history -> datafile(filed);
sysclose(filed);
syscreate(“rmask2", 1, "line®) - > filed;
masking of rule -> detafile(filed);
sysclosc(filed);

148 - > mumber of furry variables;
syscreate(“fuzmo2®,1, "line”) -> filed;
number_of fuzzy varisbles -> datafile(filed);
sysclosc{filed);

pr(’Record the membership functions’);nl(1);
;;» MEMBERSHIP FUNCTIONS ARE SEPARATED AND STORED IN
AN ARRAY OF LISTS
newarray([1 “aumber_of_fuzzy premiscs]) - -> bership_fi
fuzzy_pesk broadening -> bership_fu ;
ﬁu:q_ y y-> bership_functions(2);
y y-> bership functions(3);
fuuy wedge_shaped - > membeliﬂp W‘).
fuzzy_imterfereace - > membership_functions(S);

RS s i i T



fuzzy visibility -> membership_functions(6);

fuzzy | mennty of _pelk > mmbersh!p funcnons(7),
fuzzy evi  -> membership f 8);
syscreate( memfunc2 ,1,"line®) -> filed;
membership_functions -> datafile(filed);

sysclose(filed);

pr(*Record the variable histories”);nl(3);
;3 The history of values is stored for cach fuzzy variable
+3; two lists are used 10 store values that were successful
;+; and values which were unsuccessful
newarray({1 2 1 “number_of fuzzy variables}) -> variable_history;
newarray([! “number_of fuzzy variables]) - > var_changes;
1->1;
until i > number_of fuzzy variables
do
1 -> variable_history(1,i);
[l -> varisbie_history(2,i);
{1 -> var_changes(i);
i+l ->i
eaduntil;
syscreate("varhist2®, 1, line") -> filed;
varisble_history - > datafile(filed);
sysclose(filed);
syscreate("varch2®, 1, "line") -> filed;
var_changes -> datafile(filed);
sysclosc(filed);

{1 "number_of fuzzy premiscs 1 2]) - > fuzzy rulkes;

[2345657 58596061 62727374 757677 78 79 80
81 82 83 84 85 86 87 88 89 90 91 92 93 94 95
96979899 100 101 111 112 113 114 115 116 117] -> fuzzy_rules(1,1);

12345106107 108 109 110 111 137 138 139 140 141 142
143 144 145 146 112 113 114 115 116117 118 119 120 121 122 123 124
125 126 127 128 129 130 131 132 133 134 135 136 147 148] ->

fuzzy rules(1,2);

78910111213 141516 17 18 19 20 21 22 23 24 25 26 27 28 29 30
31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51
52 53 54 55 56] -> fuzzy rules(2,1);

6789101112 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53
5455 5657 58 59 60 61 62 63 64 65666768 69 7071 7273 74 75
76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98
99 100 101 102 103 104 105] -> fuzzy rules(2,2);

3->4;

until i > oumber_of fuzzy premises

do
0 -> fuzzy_rules(i,1);

0 -> fuzzy_rules(i,2);
i+1->i

enduntil;

syscreate(“frules2”, 1,"line") - > filed;

fuzzy_rules - > dutafile(filed);

sysclose(filed);

;;; MEMBERSHIP FUNCTION USED BY EACH VARIABLE
newarray([] “number_of_fuzzy_varisbles]) -> mf;
1-> mf(l);
1-> mf(2);
1 -> mf(3);
1 -> mf(4);
1-> mf(5);
2 -> mf(6);
4-> mf(7);
2-> mf(8);
4 -> mf(9);
2 -> mf(10);
4-> mi(11);
2-> mf(12);
4..> mf(13);
2-> mf(14);
4 -> mf(15);
2 -> mf(16);
4-> mf(17);
2-> mf(18);
4 -> mf(19);
2 -> mf(20);
4.> mf(21);
2 -> mf(22);
4 -> mf(23);
2-> mf(24);
4-> mf(29);
2 -> mf(26);
4-> mf(27);
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2-> mf(28);
4 -> mf(29);
2 -> mf(30);
4 -> mf(31);
2 -> mf(32);
4 -> mf(33);
2 -> mf(34);
4 -> mf(35);
2 -> mf(36);
4 -> mf(37);
2 -> mf(38);
4-> mf(39);
2 -> mf(40);
4-> mf(41);
2 -> mf(42);
4 -> mf(43);
2 -> mf(44);
4 -> mf(45);
2 -> mf(46);
4-> mf(47);
2 -> mf(48);
4 -> mf(49);
2 -> mf(50);
4 -> mf(51);
2-> mf(52);
4 -> mf(53);
2 -> mf(54);
4 -> mf(55);
§ -> mf(56);
6 -> mf(57);
5 -> mf(58);
6 -> mf(59);
5 -> mf(60);
6-> mf(61);
5-> mf(62);
6 -> mf(63);
5-> mf(64);
6 -> mf(65);
5 -> mf(66);
6 -> mf(67);
5 -> mf(68);
6 -> mf(69);
5 -> mf(70);
6 -> mf(71),;
5 -> mf(72);
6 -> mf(73);
5 -> mf(74);
6 - > mf(75);
5 -> mf(76);
6-> mf(77);
5 -> mf(78);
6 -> mf(79);
5 -> mf(80);
6 -> mf(81);
5 -> mf(82);
6-> mf(83);
5 -> mf(84);
6 -> mf(85);
5 -> mf(36);
6-> mf(87);
5 -> mf(88);
6 -> mf(89);
5 -> mf(90);
6 -> mf(91);
5 -> mf(92);
6 -> mf(93);
5 -> mf(94);
6 -> mf(95);
5 -> mf(96);
6 -> mf(97);
5 -> mf(98);
6 -> mf(99);
5 -> mf(100);
6 -> mf(101);
5 -> mf(102);
6 -> mf(103);
5 -> mf(104);
6 -> mf(105);
6 -> mf{106);
2 -> mf(107);
2-> mf(108);
2-> mf(109);
2 -> mf(110);
2 -> mf(111);



2-> mf(112);
2-> mf(113);
2-> mf(114);
2-> mf(115);
2 -> mf(116);
4 -> mf(117);
4-> mf(118);
4 -> mf(119);
4 -> mf(120);
4 -> mf(121);
4 -> mf(122);
4 -> mf(123),
4 -> mf(124);
4 -> mf(125);
4 -> mf(126),
8 -> mf(127);
8 -> mf(128);
8-> mf(129);
8 -> mf(130);
8 -> mf(131);
1-> mf(132);
1 -> mf(133);
1 -> mf(134);
1 -> mf(135);
1-> mf(136);
7 -> mf(137);
7 -> mf(138);
7 -> mf(139);
7 -> mf(140);
7-> mf(141);
7 -> mf(142);
7 -> mf(143);
7 -> mf(144);
7 -> mf(145);
7-> mf(146);
7 -> mf(147);
7 -> mf(148);

syscreate("memf2", 1, line") - > filed;

mf -> datafile(filed);
sysclose(filed);

(P1111111113111111 1811111111111
1111111181111 1111111111111 11
1111111311801 111 111111111181
111111222221211112111111111]-> layers;

syscremte("12°,1,"line") - > filed;
tayers -> datafile(filed);
sysclosc(filed);

;;; Linguistic variables used in fuzzy rules
newnray({1 “number_of fuzzy variables]) -> rule_variable;

*EXTREME’ -> rule_variable(1);
*VERY’ -> rule_variable(2);
*FAIRLY’ -> rule_variable(3);
*SOME’ -> rule_variable(4);
*NONE’ -> rulc_varisble(5);
*EXTREME' - > rule_variable(6);
*EXTREME’ -> rulc_varisble(7);
'EXTREME' - > rule_variable(8);
'VERY' -> rule_variable(9);
*EXTREME’ - > rule_varisble(10);
'FAIRLY’ -> rule_variable(11);
*BEXTREME' -> rule_variable(12);
*SOME’ - > rule_varisble(13);
EXTREME’ - > ruke_varisble(14);
NONE’ -> rule_vasisbie(15);
VERY' -> rule_varisble(16);
EXTREME' -> rule_varisble(17);
VERY' -> rule_variable(18);
*VERY' -> ruke_variable(19);
*VERY' -> rule_varisble(20);
*FAIRLY’ -> rule_variable(21);
'VERY' -> rule_variable(22);
*SOME’ -> rule_varisble(23);
'VERY' -> rule_variable(24);
*NONE' -> rule_varisbie(25);
'FAIRLY' -> rule_variable(26);
*EXTREME' -> rule_variable(27);
'FAIRLY’ - > rule_varisbic(28);
*VERY’ -> rule_variable(29);
'FAIRLY' -> rule_varisble(30);
*FAIRLY’ -> rule_varisble(31);
'FAIRLY' -> rule_varisble(32);
*SOME’ -> rule_variable(33);
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'FAIRLY" -> rule_variable(34);
'NONE’ - > rule_variable(35);
*SOME’ -> nule_variable(36);
'EXTREME’ -> rule_variable(37);
*SOME’ -> rule variable(38);
'VERY’ - > rule_variable(39);
*SOME’ - > rule_variable(40);
'FAIRLY’ -> rule_variable(41);
'SOME’ -> rule variable(42);
'SOME’ - > rule_variable(43);
'SOME’ -> rule_variable(44);
'NONE' - > rule_variable(45);
"NONE’ -> rule_variable{46);
'EXTREME' - > rule_variable(47);
*NONE' -> rule_variable(48);
'VERY' -> rule_variable(49);
'NONE’ -> rule_variable(50);
'FAIRLY’ -> rule_variable(51);
*NONE' -> rule_variable(52);
'SOME’ -> rule_variable(53);
'NONE’ -> rule_variable(54);
'NONE’ -> rule variable(55);
"EXTREME' -> rule_variable(56);
'EXTREME' - > rule_variable(57);
*EXTREME’ -> rule_variable(58);
'VERY’ -> rule variable(59);
*EXTREME’ -> rule_variable(60);
'FAIRLY’ -> rule_variable(61);
'EXTREME’ -> rule_varisble(62);
'SOME' -> rule_variable(63);
'EXTREME’ -> rule_variable(64);
"NONE’ -> rule_variable(65);
'VERY' -> rule_variable(66);
‘EXTREME' - > rule_variable(67);
'VERY' -> rule_variable(68);
"VERY' - > rule_variable(69);
*VERY' -> rule_variable(70);
"FAIRLY’ -> rule_variable(71);
*VERY' - > rule_variable(72);
*SOME’ -> rule_variable(73);
'VERY' -> rule_variable(74);
'NONE’ -> rule_variable(75);
'FAIRLY’ -> rule_variable(76);
'EXTREME' -> rule_variabie(77);
*FAIRLY" -> rule_variable(78);
'VERY' - > rule_variable(79);
*FAIRLY” -> rule_variable(80);
*FAIRLY’ -> rule_variable(81);
*FAIRLY’ -> rule_variable(82);
'SOME’ -> rule_variable(83);
"FAIRLY' -> rule_variable(84);
*NONE’ -> rule_variable(85);
'SOME’ -> rule_variable(86);
*EXTREME' -> rule_varisble(87);
'SOME’ -> rule_variable(88);
"VERY' -> rule_varisbie(89);
'SOME’ -> rule_variable(90);
'FAIRLY* -> rule_vaniable(91);
'SOME’ -> rule_variable(92);
'SOME’ -> rule_varisble(93);
'SOME’ -> rule_variable(94);
"NONE® -> rule_variabic(95);
'NONE’ -> rule_variable(96);
*EXTREME’ -> rule_varisble(97);
'NONE' -> rule_variable(98);
'VERY’ -> rule variable(99);
'NONE’ -> rule_variable(100);
'FAIRLY" - > rule_variable(101);
‘NONE' -> rule_variable(102);
*'SOME’ -> rule_varisble(103);
'NONE' -> rule_variable(104);
'NONE’ -> rule_variable(105);
'NONE' -> rule_variable(106);
*EXTREME’ -> rule_variable(107);
'VERY' -> rule_variable(108);
'FAIRLY’ -> rule_variable(109);
'SOME" -> rule_variable(110);
'NONE’ -> rule_varisble(111);
*EXTREME"' - > rule_variable(112);
*VERY' -> rule_variable(113);
‘FAIRLY’ - > rule_variable(114);
*SOME’ -> rule_variabie(115);
*NONE’ -> rule_variable(116);
*EXTREME’ -> rule_vasiable(117);



*VERY’ -> rule_varisble(118);
'FAIRLY" -> rule_variable(119);
*SOME’ -> rule_variable(120);
"NONE' - > rule_variable(121);
'EXTREME’ -> rule_variable(122);
*VERY’ -> rule_variable(123);
"FAIRLY’ -> rule_variable(124);
*SOME’ -> rule_varisble(125);
*NONE’ -> rule_variable(126);
*EXTREME’ - > rule_variable(127);
"VERY® -> rule_variable(128);
*PAIRLY" - > rule_variable(129);
'SOME’ -> rule_varisble(130);
'NONE' -> rule_varisble(131);
*EXTREME’ -> rule_variable(132);
'VERY' -> rule_variable(133);
'FAIRLY" -> rule_variable(134);
'SOME’ -> rule_varisble(135);
'NONE’ -> rule_variable(136);
'EXTREME' - > rule_vuriable(137);
'VERY' -> rule_variable(138);
"FAIRLY" - > rule_variable(139);
*SOME’ -> rule_variable(140);
'NONE’ -> rule_variable(141);
*NONE' -> rule_varisble(142);
'SOME’ -> rule_variable(143);
*FAIRLY’ -> rule_variable(144);
"VERY' -> ruk_variable(145);
'EXTREME' -> rule_variable(146);
"NONE' -> rule_variable(147);
'SOME’ -> rulc_variable(148);
syscreste("rvar2°, 1, "line") ~> filed;
rule_varisble -> damfile(filed);
sysclose(filed);

;+; Multiple Layers Structure

pr("Multipic Layers Structure’);nl(2);
31 -> number_of rules;
syscreate("rno3”, 1, "line”) -> filed;
number_of rules -> datafile(filed);
sysclose(filed);

;;; Record the ruleset in & matrix

;;; Column 1: fuzzy premises

;;; Column 2: boolean premiscs

; Column 3: conclusions

;33 Column 4: Number of conclusion
pr{’Record the ruleset’);ni(1);

newarmay([! “oumber_of rules 1 4]) -> existing_rules;

1+ Rule 1

[35] -> existing_rules(1,1);
[ -> existing_rules(1,2);
[3] -> existing rulex(1,3);
[41 -> existing rules(1,4);
;i Rule 2

[34] -> existing_rules(2,1);
fl -> existing_rules(2,2);
[2] -> existing rules(2,3);
[4] - > existing rules(2,4);
;1> Rule 3

[0 -> existing_rules(3,1);
fl -> existing_rules(3,2);
[2) -> cxisting rules(3,3);
[4] - > existing_rukes(3,4);
;35 Rule 4

[l -> existing_rulex(4,1);
[1 -> existing_rulex(4,2);
{1] -> existing_rules(4,3);
[4] -> existing rules(4,4);
3 Rule §

{1 -> existing rulex(5,1);
i -> ecxisting_rules(S,2);
[1] -> existing rules($,3);
[4] -> existing_rules(5 4);
;i Rule 6

[} -> existing_reien(6,1);
{1 3] -> existing_rules(6,2);
(4] -> existing_rules(6,3);
[5] -> existing_rules(6,4);
;3; Rule 7
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[l -> existing rules(7,1);

[1 4] -> existing_rules(7,2);
(4] -> existing_rules(7,3);
[6] - > existing_rules(7,4);
;v Rule 8

25] -> existing_rules(8,1);
[1] -> existing_rules(8,2);
[S] - > existing_rules(8,3);
13) -> existing rules(8,4);
;5 Rule 9

24] -> existing_rules(9,1);
[1}] -> existing_rules(9,2);
[4] -> existing_rules(9,3);
3] -> cxisting_rules(9,4);
;33 Rule 10

{23} - > existing_rules(10,1);
[1] -> existing rules(10,2);
[3] -> existing rules(10,3);
(3] - > existing_rules(10,4);
;5 Rule 11

[22} -> existing rules(11,1);
{1] -> existing rules(11,2);
2] -> exigting_rules(11,3);
{31 -> existing_rules(11,4);
55 Rule 12

[21] -> existing rules(12,1);
[1] -> existing_rules(12,2);
[1] -> existing_rules(12,3);
[31 -> existing_rules(12,4);
;3> Rule 13

fl -> existing_rules(13,1);
{5] - > existing rules{13,2);
[4] -> existing rules(13,3);
|71 -> existing_rules(13,4);
;»» Rule 14

[16 30] - > cxisting rules(14,1);
[l -> existing_rules(14,2);
[$] -> existing_rules(14,3);
[1} -> existing_rvles(14,4);
;i Rule 1§

[17 29} -> existing_rules(15,1);
{] -> existing_rules(15,2);
[4] -> existing_rules(15,3);
[1) -> existing_rules(15,4);
;+; Rule 16

[18 28] - > existing_rules(16,1);
[} -> existing rules(16,2);
{3} -> existing_rules(16,3);
{17 -> existing sules(16,4);
;5 Rule 17

[19 27] -> existing rules(17,1);
[} -> existing rules(17,2);
[2] -> existing_rules(17,3);
1] -> existing_rules(17,4);
;53 Rule 18

[20 26} - > existing_rules(18,1);
{1 -> existing_rules(18,2);
{11 -> existing rules(18,3);
{11 -> existing rules(18,4);
33» Rule 19

[25] - > existing rules(19,1);
{1} -> existing_rules(19,2);
[5] -> existing rules(19,3);
{6} -> existing rulca(19,4);
;3 Rule 20

[24] -> existing_rules(20,1);
{11 -> existing_rules(20,2);
[4] -> existing rules(20,3);
[6] -> existing_rules(20,4);
335 Rule 21

{23) - > existing_rules(21,1);
{1] -> existing rules(21,2);
3] -> existing rules(21,3);
[6] -> cxisting rules(21,4);
513 Rule 22

[22] -> existing_rules(22,1);
[1] -> existing rules(22,2);
121 -> existing_rules(22,3),
[6] -> existing_rules(22,4);
;i; Rule 23

[21] -> existing_rules(23,1);
[1]) -> existing rules(23,2);
[1] - > existing_rules(23,3);
[61 -> existing_rules(23,4);



5;; Rule 24

[25] - > existing rules(24,1);
[4] -> existing rules(24,2);
{5] -> existing_rules(24,3);
[10] - > existing_rules(24,4);
335 Rule 25

{24] -> existing_rules(25,1);
4] - > existing_rules(25,2);
(4] -> existing_rules(25,3);
[10} -> existing_rules(25,4);
33+ Rule 26

{23] -> existing_rules(26,1);
[4] -> existing_rules(26,2);
[3] -> existing_rules(26,3);
[10] -> existing_rules(26,4);
533 Rule 27

122] -> existing rules(27,1);
{4] -> existing_rules(27,2);
[2) -> existing _rules(27,3);
[10) -> existing_rules(27,4);
;35 Rule 28

[21} -> existing_rules(28,1);
[4] -> existing_rules(28,2);
[1] -> existing_rules(28,3);
{10] -> existing_rules(28,4);
;:; Rule 29

1 -> existing_rules(29,1);
[4] - > existing _rules(29,2);
[3] -> existing_rulcs(29,3);
[8] -> existing rules(29,4);
;5 Rule 30

[30] - > existing_rules(30,1);
1 -> existing_rules(30,2);
{5] -> existing_rules(30,3);
2] -> existing rukes(30,4);
355 Rule 31

B -> existing_rules(31,1);
[7] -> existing_rules(31,2);
(4] - > existing rules(31,3);
[9] - > existing_rules(31,4);
syscreate(*rules3”, 1, line”) - > filed;
existing_rules -> datafile(filed);
sysclose(filed);

7 -> number_of_fuzzy_premises;
syscreate("noffp3*, 1, line*) - > filed;
number of fuzzy premiscs -> datafile(filed);
sysclose(filed);

4 -> sumber_of boolean_premises;
syscreate("nofbp3°®, 1, "line”) - > filed;
osumber_of boolcan premiscs - > datafile(filed);
sysclosc(filed);

10 -> sumber_of conscquences;
syscreate("noffc3”, 1, line") - > filed;
mumber_of_comsequences -> datafile(filed);
sysclosc(filed);

newarray([1 “oumber_of fuzxy premises}) -> fuzzy prenises;
“substrate_peak_broadening” - > fuzzy premises(1);
“substratc_asymmctry_in_pesk® -> fuzzy_premises(2);
“multiple_layers_asymmetry in_peak® -> fuzzy premiscs(3);
“multiple_layers_wedge_shaped peak® -> fuzzy premises(4);
*interference_fringes® - > fuzzy premises(S);

*vigibility_of imerference_fringes” - > fuzzy_premises(6);
"evidence of mismatch® -> fuzxy premiscs(7);
sycronte("1p3", 1, "line”) ->filed;

fuzzy_premtises -> datafile(filed);

syxclosc(filed);

ncwarray({1 “number_of_boolean_premises]) -> boolean_premises;
“typc_of_structurc_is_multiplc_layers” -> boolean_premises(1);
*correspondence_between_layers and_peaks® -> boolean_premises(2);
*sumber_of pesks_is none® -> boolesn_premises(3);
*gpli¢_substrate_peak® -> boolesn_premisea(4);

syscreate("bp3°, 1, “line”) -> filed;
boolcan_premises -> detafilo(filed);
syclosctfiled);

newarray([1 “sumber_of consequences]) -> consequences;
“grading® -> consequences(l);

“layer_thickness® - > cossequences(2);
“simmiation_or_calibration_chart_is_ncoded” - > consequences(3);
“relaxation” -> conscquesces(4);

“lnyers_sre_thick* -> consequences(3);

“"there_are hidden_layers here” -> quences(6);
*incorrect expenment -> consequences(7);

*evideace of he o> q 8);

“there are thin layers at the interfaces” - > comsequences(9);
"evidence of interferometer structure” -> conscquences(10);
syscreate(“fc3", 1, line") - > filed;

consequences - > datafile(filed);

sysclose(filed);

1-> angst;
syscreate("angst3®, 1, "line”) - > filed;
angst - > datafile(filed);

sysclose(filed);

number_of conscquences * 5 -> number_of consequents;
newarray(}! “number of q 14)->p 1_rules;
1->14;

until i > number_of _consequents

do

1 -> potential_rules(i,1);
(1 - > potential_rules(i,2);
{} -> potential_rules(i,3);
01 -> poteatial_rules(i,);
i+1->i
enduntil;
syscreate(“potrule3”, 1, “line®) - > filed;
potential rules - > datafile(filed);
sysclose(filed);

pr(’Record the rule histories and maskings for rules’);nl(!);
133 Array of lists containing the history of decisions for each rule
newamay({1 “number_of ruks]) -> rule_history;
33+ Array used to record if a rule is ASSERTed or UNASSERTed.
newarray([! “number_of rules]) - > masking of rule;
1->i;
until i > number_of rules
do
{1 -> rule_history(i);
®ASSERT" -> masking of rule(i);
it1->1i
enduntil;
syscreate( “rhist3", 1, *linc") -> filed;
rule_history - > datafile(filed);
sysclose(filed);
syscreate(“rmask3", 1, *line*) - > filed;
masking of_rule -> datafile(filed);
sysclose(filed);

25 -> number_of fuzzy variables;
syscreate(“fuzzmo3®, 1, "line®) - > filed;
number_of fuzzy variables - > datafile(filed);
sysclosc(filed);

Pr(’Record the membership functions');nl(1);
;»; MEMBERSHIP FUNCTIONS ARE SEPARATED AND STORED IN
AN ARRAY OF LISTS

newarray([1 “oumber of fuzzy premi

fuzzy pesk brosdening - > memba':lnp fuactioas(1);

fuzzy asy y-> bership_fu 2);

fuzzy asy y-> bership fi 3);

fuzzy wedge shaped -> memhmhlp functions(4);

fuzzy_interference - > membership_functions(S);

fuuy vuinlty ; membenlnp ﬁmcom:(ﬁ),
hip_functions(7);

lylume( memfunc3®,1, 'Iine ) > filed;

membership fuactions - > datafile(filed);

sysclose(filed);

pr("Record the variable histories’);nl(3);
;+; The history of valucs is stored for each fuzzy variable
333 two lists are used to sore valucs that were successful
++; and values which were unsuccessful
newarray([1 2 1 "number_of fuzzy_ variables]) - > variable_history;
newamay({! “number_of furzy varisbles]) -> var_changes;
1->1;
until i > sumber_of furzy varisbles
do
{1 -> varisble_hisory(1,i);
[} -> varisble_bistory(2,1);
0 -> var_chasges(i);
i+l1->i
eaduntil;
syscreate(“varkint3”, 1, "line®) -> filed;
varisble_history - > datafile(filed);

] -> bership_f

P




sysclose(filed); syscreate(“rvar3”, 1, "line") - > filed;

syxcreate("varch3®, 1, line®) - > filed; rule_variable - > datafile(filed);
var_changes -> datafile(filed); sysclose(filed);
sysclose(filed);
newarray({] “number of fuzzy premises 1 2]) - > fuzzy rules; R
[12345891011 1214151617 1819 2021 22 23 24 25 2627 28] -> i MQW Structure and Superlattices
fuzzy rules(1,1); N — e
[1234567891011121314151617 181920 2122 2324 25} ->
fuzzy rulex(1,2); pr(’MQW Structure and Superlattices’);nl(2);
2->i
unti] i > number of fuzzy premises 76 -> number of_rules;
do syscreate(“rno4”, 1, “line") - > filed;
] -> fuzzy rukes(i,l); number_of rules - > datafile(filed),;
11-> fuzzy rules(i,2); sysclose(filed);
i+l->i ++» Record the ruleset in a matrix
enduntil; B
syscreate(“frules3®, 1, "line") -> filed; +1; Column 1: fuzzy premises
fuzzy rules -> datafile(filed); +;; Column 2: boolean premises
sysclose(filed); ++; Column 3: conclusions
;i Column 4: Number of conclusion
;;; MEMBERSHIP FUNCTION USED BY EACH VARIABLE pr(*Record the ruleset’);nl(1);
newarray({! “pumber of fuzzy varisbles]) - > mf; newarray([! “number_of_rules 1 4]) -> existing_rules;
7 -> mf(1); +: Rule |
7 -> mf(2); [45) -> existing rules(1,1);
7-> mf(3); f] -> existing_rules(1,2);
7 -> mf(4); {3]) -> existing_rules(1,3);
7 -> mf(5); [5} -> existing_rules(1,4);
5 -> mf{6); 15 Rule 2
5 -> mf(7), [44] -> existing rules(2,1);
5 -> mf(8); fl -> existing_rules(2,2);
5 -> mf(9); {2] -> existing_rules(2,3);
S -> mf(10); [5) -> existing rules(2,4);
1 -> mf(11); ;i Rule 3
1-> mf(12); {43} -> existing rules(3,1);
1-> mf(13); [} -> existing_rules(3,2);
1 -> mf(14); [2] -> existing rules(3,3);
1-> mf(15); [5] -> existing_rules(3,4);
s -> mf(16); . Rule 4
5 -> mi(17); 142} -> cxisting_rules(4,1);
5 -> mf(18); [l -> existing_rules(4,2);
5 -> mf(19); [1] -> existing_ rules(4,3);
5 -> mf(20); [3] -> existing_rules(4,4);
5 -> mf21); 2: Rule §
5 -> wf(22); [41) -> existing_rules(5,1);
5 -> mf(23); ) -> cxisting rules(5,2);
5 -> mf(24); [1] -> existing_rules(5,3);
5 -> mf(25); [5] -> existing_rules(5,4);
syscreste("memf3”, 1, line”) - > filed; ;i Rule 6
mf -> dutafile(filed); [15) -> existing_rules(6,1);
sysclose(filed); [1] -> existing rules(6,2);
15] -> existing_rules(6,3);
2222211111310 1010 1101118101111 1]-> layers; [7] -> existing rules(6,4);
syscreate(*13°,1,"line™) -> filed; 5;; Rule 7
layers -> datafile(filed); [14] -> existing rules(7,1);
sysclosc(filed); [1] -> existing_rules(7,2);
[4] -> existing_rules(7,3);
;;; Linguistic variables used in fuzzy rules [7] -> existing rules(7,4);
newarray([] “sumber_of fuzzy variables]) -> rule_variable; 3+ Rule 8
*EXTREME’ -> rule_varisble(1); [13] -> existing_rules(8,1);
*VERY' -> rule_variable(2); [1] -> existing_rules(8,2);
*FAIRLY’ -> rule_variable(3); {3] -> existing_rules(8,3);
*SOME’ -> rule_varisble(4); [7] -> existing_rules(8,4);
*NONE' -> rule_variable(5); ;;; Ruke 9
'EXTREME' -> ruk_variable(6); [12] -> existing rules(9,1);
*VERY’ -> rule_varisble(7); {1] -> existing rules(9,2);
‘FAIRLY’ -> rule_variable(8); [2] -> existing_rules(9,3);
*SOME’ -> rulc_variabie(9); [7] -> existing_rules(9,4);
*NONE’ -> rule_variable(10); ;+; Rule 10
"EXTREME’ -> rule_varisble(11); [11)-> existing rules(10,1);
*'VERY' -> rule_variable(12); 1] -> cxisting_rules(10,2);
"FAIRLY’ -> rule_varisble(13); (11 -> existing_rules(10,3);
*SOME' -> rulc_variable(14); [7] -> existing rules(10,4);
NONE’ -> rule_variable(15); 33+ Rule 11
'EXTREME' -> rule_variable(16); {15} -> existing rulex(11,1);
'VERY' -> rulc_varisble(17); [1] -> existing rules(11,2);
'FAIRLY"® -> rule_variable(18); {11 -> existing rules(11,3);
'SOME’ -> rule_varisble(19); [6] -> existing rules(11,4);
'NONE’ -> rule_variable(20); s Rule 12
*EXTREME’ -> rule_variabie(21); [14] -> existing rules(12,1);
‘VERY' -> rule_variable(22); [1} -> existing rules(12,2);
"FAIRLY" -> rule_varisbie(23); 11) -> existing rules(12,3);
*SOME' -> rule_variable(24); (6] -> existing rules(12,4);
"NONE® -> relc_variable(25); 3 Rule 13

173 fs




[13] -> existing_rules(13,1);
[1] -> existing_rules(13,2);
{21 -> existing rules(13,3);
[6) -> existing rules(13,4);
;;; Rule 14

[12] -> existing_rules(14,1);
[1] -> existing_rules(14,2);
[3] -> existing_rules(14,3);
[6] -> existing_rules(14,4);
.+ Rule 15

[11] -> existing_rules(15,1);
{1] -> existing_rules(15,2);
[4] -> existing_rules(15,3);
[6] -> existing_rules(15,4);
35+ Rule 16

f] -> existing rules(16,1);
[1 3] -> existing_rules(16,2);
{5] -> existing_rules(16,3);
[13] -> existing_rules(16,4);
;3 Rule 17

[10] -> existing rules(17,1);
[1] -> existing rules(17,2);
[5] -> existing_rules(17,3);
8] -> existing rules(17,4);
;3> Rule 18

[9] -> existing_rules(18,1);
[1] -> existing_rules(18,2);
[4] -> existing rules(18,3);
(8] -> existing_rulcs(18,4);
;5 Rule 19

8] -> existing_rules(19,1);
[1] -> existing rules(19,2);
[3] -> existing_rules(19,3);
[8] -> existing_rules(19,4);
335 Rule 20

[7] -> existing_rules(20,1);
{1] -> existing_rules(20,2);
[2] -> existing_rules(20,3);
[8] -> cxisting_rules(20,4);
;1; Rule 21

[6] -> existing rules(21,1);
[1] -> existing_rules(21,2);
[1] -> existing_rules(21,3);
{8] -> existing_rules(21,4);
;33 Rule 22

[1] -> existing_rules(22,1);
f1] -> existing_rules(22,2);
{5} -> existing_rules(22,3);
91 -> existing_rules(22,4);
;5; Rule 23

[2] -> existing_rules(23,1);
[1] -> existing_rules(23,2);
[4] -> existing_rules(23,3);
[9] -> existing rules(23,4);
;3; Rule 24

{3] -> existing_rulex(24,1);
[1] -> existing rules(24,2);
[3] -> existing_rules(24,3);
191 -> existing_rulcs(24,4);
;1; Rule 25

{4} -> existing_rules(25,1);
[11 -> existing_rules(25,2);
{2] -> existing rules(25,3);
[9] -> existing rules(25,4);
;3; Rule 26

[5] -> existing rules(26,1);
{1] -> existing rules(26,2);
[1] -> existing rules(26,3);
9] -> existing_ruics(26,4);
53 Rule 27

1] -> exigting rules(27,1);
[1 51 -> existing rules(27,2);
[4] -> existing rules(27,3);
[10] -> existing rules(27,4);
;; Rule 28

1 -> existing_rules(28,1);
171 -> eximing rules(28,2);
[4] -> existing_rules(28,3);
8] -> existing rules(28,4);
;3 Rule 29

{10 15) -> existing rules(29,1);
[1] -> existing rules(29,2);
[1] -> existing rules(29,3);
121 -> existing_rules(29,4);

;5; Rule 30

[9 15] -> existing _rules(30,1);
[1] - > existing_rules(30,2);
[1] -> existing_rules(30,3);
[2] - > existing rules(30,4);
++; Rule 31

[8 15) -> existing rules(31,1);
[1] -> existing rules(31,2);
[3] - > existing_rules(31,3);
[2} - > existing_rules(31,4);

;;; Rule 32

[7 15} -> existing rules(32,1);
[1]-> existing_rules(32,2);
[S] -> existing rules(32,3);
12] -> existing_rules(32,4);
;55 Rule 33

{6 15) -> existing_rules(33,1);
{1} -> existing_rules(33,2);
51 - > existing_rules(33,3);
2] - > existing_rules(33,4);
;53 Rule 34

[10 14} -> existing rules(34,1);
1] -> existing_rules(34,2);
[1] - > existing_rules(34,3);
[2] -> existing rules(34,4);
;3; Rule 35

[9 14] -> existing_rules(35,1);
[1] -> existing_rules(35,2);
[1] -> existing_rules(35,3);
[2] - > existing_rules(35,4);
++; Rule 36

{8 14] - > existing rules(36,1);
(1] -> existing_rules(36,2);
{3] -> existing_rules(36,3);
2] -> existing_rules(36,4);

55+ Rule 37

[7 14] -> existing_rules(37,1);
[1] -> existing_rules(37,2);
{51 -> existing_rules(37,3);
2] -> existing_rules(37,4);
++» Rule 38

6 14) - > existing_rules(38,1);
[1} -> existing rules(38,2);
5] - > existing rules(38,3);
[2] -> existing_rules(38,4);
++; Rule 39

[10 13] - > existing_rukes(39,1);
[11 -> existing_rules(39,2);
[1] -> existing_rules(39,3);
[2] -> existing_rules(39,4);
553 Rule 40

[9 13] -> existing_rules(40,1);
{11 -> existing_rules(40,2);
{1] -> existing _rules(40,3);
{21 -> existing_rules(40,4);
535 Rule 41

[8 13]) -> existing_rules(41,1);
[1} -> existing rules(41,2);
[3] -> existing_rules(41,3);
[2] -> existing rules(41,4);
35 Rule 42

{7 13] - > existing_rules(42,1);
{1] -> existing rules(42,2);
[3) - > existing_rules(42,3);
[2] -> existing rules(42,4);

1+ Rule 43

[6 13] -> existing rules(43,1);
[1] -> existing_rules(43,2);
{31 -> existing_rules(43,3);
[2] -> existing rules(43,4);
;:; Rule 44

{10 12] -> existing rules(44,1);
[} -> existing_rulcs(44,2);
[1] -> existing_rules(44,3);
[2] -> cxisting_rules(44,4);
333 Rule 45

[9 12] -> exigting_rules(45,1);
[1] -> existing_rules(45,2);
[1] -> existing_rules(45,3);
2] -> existing rules(45,4);
;3: Rule 46

I8 12] -> existing rukes(46,1);
[1] -> existing_rules(46,2);
[1] -> existing_rules(46,3);



2] -> exigting_rules(46,4);

;3 Rule 47

{7 12) -> cxisting_rules(47,1);
[1) -> existing_rules(47,2);
12} -> existing_rules(47,3);
[2] - > existing rules(47,4);
335 Rule 48

16 12) - > existing_rules(48,1);
[1] -> existing_rules(48,2);
12] -> existing rules(48,3);
2] -> existing rules(48,4);
;3> Rule 49

[10 11] -> existing rules(49,1);

{1] -> existing_rules(49,2);
[1] -> existing_rules(49,3);
[2] - > existing_rules(49,4);
;+» Rule 50

{9 11] -> existing_rules(50,1);
{1} -> existing rules(50,2);
[1] -> cxistiag_rukes(50,3);
{2] -> existing rules(50,4);
;+» Rule 51

[8 11] -> existing_rules(51,1);
[1] -> existing_rules(51,2);
{1) -> existing_rules(51,3);
2] -> existing_rules(51,4);
;5; Rule 52

[7 11} -> existing rules(52,1);
[1] -> existing_rules(52,2);
[1] -> existing_rules(52,3);
{2] -> existing_rules(52,4);
;:; Rule 53

[6 11] -> existing_rules(53,1);
[1] -> existing_rules(53,2);
{1} -> existing_rules(53,3);
{2] -> existing_rules(53,4);
;55 Rule 54

{1] -> existing_rules(54,1);
[1] -> existing_rules(54,2);
[5) -> existing_rules(54,3);
{11] -> cxisting_rulcs(54,4);
:5; Rule 55

[2) -> existing rulea(55,1);
{1] -> existing_rulex(55,2);
[3} -> existing_rules(55,3);
[11] -> cxisting_rules(55,4);
;+; Rule 56

[3] -> existing_rules(56,1);
[1] -> existing_rules(56,2);
12] -> existing_rules(56,3);
[11] -> existing rules(56,4);
++s Rule §7

(4] -> existing_rules(57,1);
[1] -> existing rules(57,2);
(1] -> existing_rules(57,3);
[11] -> existing rules(57,4);
++» Rule 58

(51 -> existing rules(58,1);
f1] -> existing_rules(58,2);
[1]-> existing_rulex(s8,3);
[11} -> existing ruics(58,4);
;3; Rule 59

[] -> existing_rules(59,1);

{1 10] -> existing_rules(39,2);
[1] -> existing rules(59,3);
[1] -> existing ruies(59,4);
;3 Rule 60

{1 -> existing_rules(60,1);

[1 11] -> existing_rules(60,2);
[5] -> existing rules(60,3);
[13] -> existing rules(60,4);
;+» Rule 61

01 -> existing rules(61,1);

[1 13] -> existing_rules(61,2);
[$) -> existing rules(61,3);
[4] -> existing_rules(61,4);
;3; Rule 62

[0 -> existing_rules(62,1);

[1 11] -> existing_rules(62,2);
{1} -> existing rules(62,3);
{1] -> existing_rules(62,4);
33+ Rule 63

1 -> existing_rules(63,1);

i1 9] -> existing rules(63,2);
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[5] -> existing_rules(63,3);
[14] - > existing_rules(63,4);
i3: Rule 64

[1 -> existing rules(64,1);

{1 11] -> existing_rules(64,2);
[3} -> existing_rules(64,3);
[1) -> existing rules(64,4);
;+; Rule 65

[35} -> existing_rules(65,1);
[1 15] -> existing_rules(65,2);
[5) -> existing_rules(65,3);
[7] -> existing rules(65,4);
333 Rule 66

[34] - > existing_rules(66,1);
[1 15] -> existing rules(66,2);
[4} -> existing_rules(66,3);
[7] -> existing_rules(66,4);
;:; Rule 67

[33) - > existing rules(67,1);
{1 15] -> existing rules(67,2);
[3] - > existing_rules(67,3);
{7] - > existing_rules(67,4);
;»5 Rule 68

(32] - > existing_rules(68, 1);
[1 15] -> existing rules(68,2);
2] -> existing_rules(68,3);
{71 -> existing_rules(68,4);
;13 Rule 69

[31) -> existing_rules(69,1);
1 15] -> existing_rules(69,2);
{1] -> existing_rules(69,3);
[7] -> existing_rules(69,4);
;33 Rule 70

1 -> existing_rules(70,1);

{1 7 15) -> existing rules(70,2);
[4] -> existing rules(70,3);
8] -> existing rules(70,4);
;33 Rule 71

[1 -> existing_rules(71,1);
[17] -> existing rules(71,2);
[4] -> existing_rules(71,3);
[12] -> existing rules(71,4);
555 Rule 72

{20] - > existing rules(72,1);
01 -> existing rules(72,2);

{4] - > existing_rules(72,3);
[3] -> existing_rules(72,4);
;1 Rule 73

[19) -> existing rules(73,1);
0 -> existing rules(73,2);

[4] -> existing rules(73,3);
[3] - > existing rules(73,4);
31 Rule 74

[18] -> existing rules(74,1);
[} -> cxisting_rules(74,2);

[3] -> cxisting rulex(74,3);
3] -> cxisting_rules(74,4);
;3; Rule 75

[17) -> existing_rules(75,1);
[} -> existing rules(75,2);

12] -> existing rules(75,3);
{3] - > existing_rules(75,4);
+5» Rule 76

{16] - > existing rules(76,1);
I -> existing_ruies(76,2);

[1] -> existing_rules(76,3);
3] - > cxisting rules(76,4);
syscreate("rulesd”, 1, "line”) - > filed;
existing rules - > datafile(filed);
sysclose(filed);

9 -> samber_of furzy_ premises;
syscreate("noffp4”, 1, line") - >filed;
sumber_of fuzzy premises -> datafile(filed);
sysclosc(filed),
9-> ber_of _bood
syscreste(“nafbp4® 1'hne)>ﬁled

ber_of_boolcan_premises - > datafile(filed);
syxclose(filed);
14 -> pumber_of conscquences;
:yuene(noﬂoc 1,"line") - >filed;

_af 4 -> datfile(filed)

sysclose(filed);




 of fuzzy premise]) -> fuzzy premises;

y(f1 “oumb
"satellite_visibility” - > fuzzy premises(1);
“satellite_ssymmetry of plus aod minus peaks” - > fuzzy premises(2);
“scparation_of_satellite_peaks® -> fuzzy premises(3);
"substratc_peak broadening® - > fuzzy premises(4);
“substrate_ssymmetry in peak” - > fuzzy premises(5);
“zero_order_asymmetry in_pcsk” -> fuzzy premises(6);
“interference_fringes” -> fuzzy premises(7);
*visibility of_interference_fringes” - > fuzzy premises(8);
“evidence_of mismatch® - > fuzzy premiscs(9);
syscreate("fp4”, 1, "line”) - > filed;
fuzzy premises - > datafile(filed);
sysclose(filed);

newarray(l! “oumber_of boolean_premises]) - > boolcan_premises;
*type_of _structurc_is_ MQW" - > boolean_premises(1);
“satellitc_spacing_grester than zero™ - > boolean premises(2);
*satcltitc_subsidiary_intecference_effects™ - > boolean_premises(3);
“satellitc_broadening of higher order peaks® - > boolean premises(4);
*satcllite_relative_widths_of_ peaks greater than zero” ->

boolcan_premises(S);
“satcllite_relative_integrated _iotensities_greater_than zero” - >
boolean_premises(6);
"thickness_of_superlatticc_greater_than_half_micron* ->
boolcan_premises(7);

“type_of structurc_has_additional_layers™ - > boolean_premises(8);
“number_of peaks is_none” -> boolcan_premises(9);
syscreate("bp4° 1, "line") - > filed;

boolean_premises - > datafile(filed);

sysclosc(filed);

oewarcay([! “number_of q
*crystal_quatity” - > comscquences(1);
'chandﬂmc curve” -> wlmquenwu(l),

isor _of_sub S -> 3)
"simulation_or_calibration_chart_is | needed -> consequences(4);
“relaxation” - > consequences(5);
*layers_are_thick" - > coascquences(6);
“layers_arc_thin" -> conscquences(7);

1) ->

grading or_dispersion_of layer_thicknesses” - > consequences(8);
grading occurs_through AB layers™ -> consequences(9);
*large_oversll_layer_thickness® -> consequences(10);
Ilyen are oot | umfom -> consequences(11);

"> q 12);
penod of lupu'htuce -> consequences(13);

jon” -> 14);

lylawe('fcl', ,"line*) - > filed,
congequences - > datafile(filed);
sysclosc(filed);

1-> angst,
syscreate("angstd”, 1, line”) - > filed;
angst -> detafile(filed);
sysclose(filed);

pumber_of_conscquences * 5 - > number_of_consequeats;
newarray([1 “number_of_conscquents 1 4]) -> potential_rules;
1->14;
until i > sumber_of_consequents
do

] -> posential_rules(i,1);

] -> posential_rules(i,2);

[] -> poteatial rulks(i,3);

11 -> poteatial_rules(i,4);

i+1->i
enduntil;
syscreste(*potruled”, 1, "linc*) - > filed;
potential_rules - > datafile(filed);
sysclose(filed);

pr(*Record the rule historics and maskings for rules’);ni(1);
:;; Array of lists containing the hisary of decisions for each rule
newarcay([1 “sumber_of_rules]) -> rule_history;
HH AﬂlyudnlmdiflmhilASSERTeda’UNASSBRTed.
newarray([1 “sumber_of rules]) - > masking of rule;
1->1i
until i > sumber_of_rules
do
0 -> rule_hismory(i);
*ASSERT® -> musking_of rule(i);
i+1->i
enduntil;
syvoremo(“rhisd® 1, "line®) - > filed;
rule_hisory -> datafile(filed);
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sysclosc(filed);

syscreate( “rmask4 ", 1, line™) -> filed;
masking of rule -> datafile(filed);
sysclose(filed);

90 - > number_of fuzzy variables;

syscreate( "fuzznod”, 1, "line”) -> filed;
number_of fuzzy variables -> datafile(filed);
sysclosc(filed);

pr{'Record the membership functions’);nl(1);
;»» MEMBERSHIP FUNCTIONS ARE SEPARATED AND STORED IN
AN ARRAY OF LISTS

newarnay([! “number of fuzzy p ] -> bership _f
fuzzy _visibility - > membership funcuous(l),
fuzzy plus minus asy y-> b fi 2);

fuzzy spacing of puks > membemhlp functlons(J),

fuzzy peak_broadening - > p_functions(4);
fuzzy asy Yy-> bership_ft (5);
fuzzy asymametry -> membmhtp functions(6);

fuzzy i -> bership_functions(7);

fuzzy_visibility - > membership fuactions(8);

fuzzy evidence_of mismatch - > membership functions(9);
syscreate(“memfunc4”, 1, line”) - > filed;
membership_functions - > datafile(filed);

sysclose(filed);

pr(’Record the varisble histories’);ni(3);
;++ The history of values is stored for each fuzzy variable
++s two lists are used to store values that were successful
;;; and values which were unsuccessful
ncwarmy([1 2 1 “number_of furzy variabics}) -> variable_history;
newarray([1 “oumber of fuzzy variables]) - > var_changes;
1->4
until i > number_of fuzzy variables
do
1 -> variable_history(1,i);
{] -> variable_history(2,i);
0 -> var_changes(i);
itl1->i
enduntil;
syscreate( "varhist4®, 1, "line") - > filed;
variablc_history - > datafilc(filod);
sysclosci(filed);
syscreate( “varch4”, 1, "line”) - > filed;
var_changes -> datafile(filed);
sysclose(filed);

(1 “number_of furzy p 12])-> fuzzy rules;

[1234567891011 1213141517 181920212223 2425
26 54 55 56 57 58 GS 66 67 68 69 72 73 74 75 76] - > fuzzy rules(1,1);

[12345678910111213 14151617 181920212223242$
7677 78 79 80 81 82 83 84 85 85 87 88 89 90] -> furzy rules(1,2);

[29303132333435363738394041 424344454647 484950
51 52 53] -> fuzzy_rules(2,1);

126 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48
49 50 51 52 53 54 55 56 57 58 59 60 6! 62 63 64 65 66 67 68 69 70 71
7273 74 75 76} - > fuzzy rules(2,2);

3->1i;

until i > number of fuzzy premiscs

do
0 -> fuzzy rules(i,1);

) -> fuzzy_rules(i,2);
i+1->i

enduatil;

syscreate(“frulesd”, 1, "line®) - > filed;

fuzzy_rules - > datafile(filed);

sysclose(filed);

;;; MEMBERSHIP FUNCTION USED BY EACH VARIABLE
newarray({1 “number of fuzzy varisbles]) -> mf;
9 -> mf(l);

9-> mf(2);

9 -> mf(3);

9 -> mf(4);

9 -> mf(5);

3 -> mf(6);

3-> mf(7);

3 -> mf(8);

3-> mf(9);

3 -> mR10);

3-> mf(11);

3 -> mf(12);

3 -> mf(13);




3-> mf(14);
3 -> mf(1S);
4 -> mf(16);
4-> mf(17);
4 -> mf(18);
4 -> mf(19);
4 -> mf(20);
1-> mf21);
1.> mf(22);
1-> mf(23);
t -> mf(24);
1 -> mf(25);
3 -> mf(26);
2 -> mf(27);
3 -> mf(28);
2 -> mf(29);
3 -> mf(30);
2 -> mf(31);
3 -> mf(32);
2 -> mf(33);
3 -> mf(34);
2 -> mf(35);
3 -> mf(36);
2 -> mf(37);
3 -> mf(38);
2 -> mf(39);
3 -> mf(40);
2.> mf(4l);
3 -> mf(42);
2 -> mf(43);
3 -> mf(44);
2-> mf(45);
3 -> mf(46);
2 -> mf(47);
3 -> mf(48);
2 -> mf{(49);
3-> mf(S0);
2 -> mf(51);
3-> mf(52);
2 -> mf(53);
3 -> mf(54);
2-> mf(55);
3 -> mf(56);
2 -> mf(57);
3 -> mf(58),
2 -> mf(59);
3 -> mf(60);
2 -> mf(61);
3-> mf(62);
2 -> mf(63);
3 -> mf(64);
2 -> mf(65);
3 -> mf(66);
2 -> mf(67);
3 -> mf(68);
2 -> mf(69);
3 -> mf(70);
2 -> mf(71);
3 .> mf(72);
2 -> mf(73);
3 -> mf(74);
2 -> mf(75);
1-> wf(76);
1 -> mf{(77),
1-> mf(78);
1 -> mf(79);
1 -> mf(80);
7 -> mf(81);
7-> mf(82);
7 -> mf(83);
7-> mf(84);
7-> mf(85);
4-> mf(86);
4 -> mf(87);
4 .> mf(88);
4-> wf(89);
4 -> mf(90);
syscreate(* memf4”, 1, "tine") - > filed;
mf -> dotafile(filed);
sysclose(flled);

222221111111121111111111111111
11111111111111171111211121111111
1111111111111111)-> layers;

syscreate("14°, 1, line™) -> filed;
layers - > datafile(filed);
sysclose(filed);

;55 Linguistic variables used in fuzzy rules
newarray([1 “number_of fuzzy variables]) - > rule_variable;
'EXTREME' - > rule_variabk(1);
'VERY’ -> rule_variable(2);
'FAIRLY’ -> rule variable(3);
*SOME’ -> rulc_variable(d);
'NONE’ -> rule_variable(5);
*EXTREME’ -> rule_variable(6);
'VERY' -> rule_variable(7);
*FAIRLY’ -> rule_variable(8);
*'SOME’ - > rule_variable(9);
"NONE’ - > rule_variable(10);
*EXTREME’ -> rule_variable(11);
'VERY' -> rule_variable(12);
'FAIRLY’ -> rule_variable(13);
'SOME’ -> rule_variable(14);
'NONE’ - > rule _variable(15);
"EXTREME’ -> rule_variable(16);
*VERY’ -> rule variable(17);
*FAIRLY" -> rule_variable(18);
'SOME' -> rule_variable(19);
'NONE’ -> rule_variable(20);
*EXTREME' -> rule_variable(21);
'VERY® -> rule_variable(22);
'FAIRLY’ - > rule_variable(23);
'SOME’ -> rule_variable(24);
'NONE' -> rule_variable(25);
'EXTREME’ -> rule_variable(26);
'EXTREME’ - > rule_variable(27);
'EXTREME' -> rule_variable(28);
'VERY' -> rule variable(29);
'EXTREME’ -> rule_variable(30);
'FAIRLY" - > rule_variable(31);
"EXTREME’ -> rule_varisble(32);
‘SOME’ -> rule_variable(33);
'EXTREME’ -> rule_variable(34);
'NONE’ -> rule_variable(35);
'VERY’ -> rule_variable(36);
'EXTREME’ - > rule_variable(37);
"VERY' -> rule_variable(38);
'VERY' -> rule_variabie(39);
'VERY’ -> rule_variable(40);
'FAIRLY" -> rule_variable(41);
'VERY' -> nule_variable(42);
'SOME’ -> rule_variable(43);
‘'VERY' -> rule_variabic(44);
'NONE’ -> rule_variable(45);
'FAIRLY’ -> rule_varisble(46);
"EXTREME’ -> rule_variable(47);
'FAIRLY’ -> rule_varisble(48);
'VERY' -> rule_variable(49);
'FAIRLY" - > rule_variable(50);
'FAIRLY” - > rule_variable(51);
'FAIRLY’ -> rule_variable(52);
'SOME’ - > rule_variable(53);
'FAIRLY’ -> rule_variable(54);
'NONE' -> rule_variable(55);
'SOME’ -> rule_variable(56);
'EXTREME' - > rule_variable(57);
'SOME’ -> rulc_varisble(58);
'VERY’ -> rule_variable(59);
'SOME’ -> rule_variable(60);
'FAIRLY" -> rule_variable(61);
'SOME’ -> rule_variable(62);
'SOME’ -> rule_variable(63);
'SOME’ -> rule_variable(64);
'NONE’ -> rule_variable(65);
*NONE’ -> rule_varisble(66);
'EXTREME’ -> rule_variable(67);
'NONE’ -> rule_variable(68);
'VERY' -> rule_variabk(69);
'NONE’ - > rule_variable(70);
"FAIRLY’ -> rule_variable(71);
'NONE’ -> rule_variable(72);
*SOME’ -> rule_variable(73);
'NONE’ -> rulc_varisble(74);
"NONE’ -> rule_variable(75);
'EXTREME' -> rule_variable(76);
'VERY’ -> rule_variable(77);
"FAIRLY" -> rule_variable(78);




*SOME' -> rule_variable(79);
"NONE’ -> rule_variable(80);
*EXTREME’ - > rule_variable(81);
'VERY' -> rule_variable(82);
'FAIRLY’ -> rule_variable(83);
'SOME’ -> rule_varisble(84);
'NONE’ -> rule_variable(85);
'EXTREME’ -> rule_variable(86);
'VERY' -> rule_variable(87);
*FAIRLY' -> rulc_variable(88);
*SOME’ -> rule_variablc(89);
*NONE' -> rule_variable(90);
syscreate("rvard*, 1, linc™) - > filed;
rule_variable - > datafile(filed);
sysclosci(filed);

;;; VARIABLES DESCRIBING THE EXPERTS

g -

pr('VARIABLES DESCRIBING THE EXPERTS');ni(2);
4 -> number_of_cxperts;

syscreate( “noexp”, 1, line”) - > filed;

number _of experts -> datafile(filed);

sysclose(filed);

pr(’ Constructing coanection matrices for DKB');nl(1);
make_instance{[CONNECTION_MATRIX]) -> connection_matrix;

;;; DKB Connection Matrices

pr(" subsirate only connection matrix');nl(1);

++; Substrate Only

19 -> pumber_of rules;

[19] -> rules_for_substratc_onty;

syscreate(“lofr1sl*,1,"line") -> filed;

rules_for_substrate_only - > datafile(filed);

sysclosc(filed);

conmection_matrix  <-  create a_connection_matrix(number_of rules,
rules_for_substrate_oaly);

connection_matrix <- save to file(1,1);

pr(’ single layer connection matrix*);nl(1);

;3 Single Layer

117 -> sumber_of rules;

[78910111213 14151617 18 19 20 21 22 23 24 25 26 27 28 29 30
313233 34353637 38 39 4041 4243 44 45 46 47 43 49 50
S$1 52 53 54 55 56 67 68 69 70 7t 109 110 116 117} ->

rules_for_single_layer;
syscreate("lofr1s2",1,"line") - > filed;
rukes_for_single_layer -> datafile(filed);

sysclose(filed);
coancction_matrix  <-  creste_a_coancction_matrix(number of rules,
rules_for_single_layer);

connection_matrix <- save_to_file(1,2);

pe(’  multiple layers connection matrix*);al(1);

;3; Multiple Layers

31 -> number_of rules;

[13} -> rules_for_muktipic_layers;

syscreste(“lofr1s3", 1, line®) - > filed;

rules_for_ multipic_layers - > dutafile(filed);

sysclose{filed);

connection_matrix  <-  crestc_a_connection_matrix(number of rules,
rules_for_multiple_layers);

coanection_matrix <- ssve_to file(1,3);

pe¢’ MQW and superiattice conncction matrix');ni(2);

1;; MQW Structure and Superiattices

76-> sumber_of rules;

[6789101112131415 162223 24252628 59 6061 6263 71 ->
rules_for MQW;

syscreae(*lofrisa®, 1, "line”) - > filed;

rules for MQW -> datafile(filed);

sysclose(filed);
comnection_matrix <~ creste_s_connection_matrix(number_of rules,
rules_for MQW);

connection_matrix <- save_to_file(1,4);
pe(’Constructing comnection matrices for BKT');ni(1);
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33 BKT Connection Matrices

pr(’ substrate only connection matrix’);nl(1);

3+ Substrate Only

19 -> number_of rules;

1234567891011 1213 14 15 16 17 18 19] ->
rules_for substrate oaly;

syscreate("lofr2s1", 1, "line*) - > filed;

rules for_single layer - > datafile(filed);

sysclose(filed);

connection_matrix ~ <-  create_a_coanection matrix(aumber of rules,
rules for_substrate only);

connection_matrix <- save_to file(2,1);

pr(* single layer connection matrix');nl(1);

31> Single Layer
117 -> number_of rules;

[1234567891011121314151617 18 1920212223 24252627
28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
5152 53 54 55 56 57 58 59 60 61 62 63 64 65 66 82 83 84 85 86 87 88
89 90 100 101 102 103 104 106 107 108 110 111 112 113 114 115] ->

rules for_single layer;

syscreate("lofe2s2",1,"line") - > filed;

rules for_single layer - > datafile(filed);

sysclose(filed);

connection_matrix  <-  creatc a_connmection_matrix(number of rules,

rules_for_single layer);

connection_matrix <- save_to_file(2,2);

pr(" multiple layers connection matrix’);nl(1);

;;» Multiple Layers

31 -> number of_rules;

[12345678910111213 14151617 18 1920212223 24 252627

28 29 30 31] - > rules_for_multiplc_layers;

syscreate("lofr2s3", 1, "line") - > filed;

rules_for_multiple layers -> datafile(filed);

sysclose(filed);

connection_matrix ~ <-  create_a_connection_matrix(number of rules,
rules for_multiple layers);

connection_matnix <- save_to_file(2,3);

pr(" MQW and superiatticc connection matrix’);nl(2);

53 MQW Structure and Superlattices

76 - > number_of rules;

[1234567891011121314151617 1819 2021 22 2324 25 2627
28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
51 52 53 54 55 56 57 58 64 65 66 67 68 69 70 71 72 713 74 75 76) ->

rules_for MQW;

syscreate("lofr2s4”, 1, “line™) - > filed;

rules for MQW - > datsfile(filed);

sysclose(filed);
conncction_matrix  <-  create_a_conncction_matrix(number of rules,
rules_for MQW);

conncction_matrix <- sve to_file(2,4);

pr(’Constructing connection matrices for NL');ni(1);

;3; NL Connection Matrices

pr(’ substratc only conncction matrix’);ni(1);

355 Substrate Only

19 -> pumber_of_rules;

{1234519] -> rules far_substratc_only;

syscreate("lofr3s1 1, linc*) - > filed;

rules_for_single layer -> datafile(filed);

sysclose(filed);

connection_matrix <- crestc a_councction_matrix(oumber of_rules,
rules_for_substrate_only);

comnection_matrix <- save_to_file(3,1);

pe(° single layer connection matrix’);ni(1);

yi; Single Layer

117 -> number of rules;

[7273 7475 76 77 78 79 80 81 116 117] -> rules far_singlc_lsyer;
syscreae(“lofr3s2°, 1, “tinc*) - > filed;

rules_for_single_layer -> detfile(fied);

sysclose(filed);
commection metrix <-  creatc_a_connection_metrix(oumber _of_rules,
rules_for_single layer);

connection matrix <- sve_to_file(3,2);

pe(’ mubtiple layers connection magrix’);ni(1);




173 Multiple Layers

31 -> oumber_of rules;

{13] - > rules_for muhiple_layers;

syscreate("lofr3s3", 1, line”) - > filed;

rules_for_multipke_layers - > datafile(filed);

sysclose(filed);

conncction_matrix <-  create_a_connection_matrix(number of rules,
rules_for_multiple_layers);

coanection matrix <- save to_file(3,3);

pr(" MQW and superiattice connection matrix');al(3);
;53 MQW Structure and Superlattices

76 -> number of ruies;

154 55 56 57 58 59 71} - > rules_for_ MQW;
syscreate("lofr3s4”, 1, line") - > filed;

rules_for MQW -> datafile(filed);

sysclosc(filed);
comncction matrix  <-  creatc_a_connection matrix(number of rules,
rules_for MQW);

connection_matrix <- save_to_file(3,4);
;3 CRT Connection Matrices

pe(’ substrate only connection matrix');nl(1);

;i Substrate Only

19 -> number_of _ruks;

{19] -> rules_for_substrate_oaly;

syscreate("lofrds] ", 1, line") - > filed;

rules_for_single layer - > daafile(filed);

sysclosc(filed);

connection_matrix  <-  creste_a_coanection_matrix(aumber_of rules,
rules_for_substrate_only);

conncction_matrix <- save_to_file(d,1);

pe(’ single layer connection matrix’);nl(1);

;57 Single Layer

117 -> number_of_rukes;

[1 63 70 97 98 99 100 101 110] - > rules_for_single_layer;

syscreate("lofréa2”, 1, "line™) - > filed;

rules for_single layer -> datafile(filed);

sysclose(filed);

connection_matrix  <-  creatc_a_connection_matrix(sumber_of rules,
rules for_single_layer);

connection_matrix <- save_to_file(4,2);

pr(' multiple layers connection matrix’);al(1);

;1 Multiple Layers

31 -> number_of rules;

{13} -> rules_for_multiple_layery;

syscreate(“lofr4e3", 1,"line") - > filed;

rules_for_multipic_layers - > datafile(filed);

sysclose(filed);

connection_matrix  <-  create_s_conncction_matrix(number of_rules,
rules_for_maltiple_layers);

connection_matrix <- save_to_file(4,3);

pr(" MQW and superisttice comncction matrix');nl(3);
+;; MQW Structure and Superiattices
76 -> noumber_of_rules;
{] -> rules_for MQW;
“lofrésa”, 1, line") - > filed;
rules_for MQW -> datafile(filed);

sysclosc(filed);
councction_matrix  <-  creste_a_connection matrix(oumber of rules,
rules_for MQW);

comnection_matrix <- mve_to_file(4,4);
pr("Constructing connection matrices for qummy expert DE’);ni(1);
;;; DE Connection Matrices

pr(* substrate only connection matrix');nl(1);

;;; Substrate Only Structure

19 -> sumber_of_rules;

{1 -> rules_for_substrate_only;

syscrosse("lofr3s1°, 1, "line”) - > filed;

uics_for_sabstrate_oaly -> datafile(filed);

sysclosci(filed);

commection_matrix  <- creste_a_connection_matrix(number_of_rules,
rules_for_sebetratc_oaly);

cosnection_matrix <- save_to_file(5,1);

pe(’ single layer connection matrix');nK1);
;1 Single Layer Structure
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117 -> number_of rules;

{1 -> rules_for_single layer;

syscreate("lofr5s2", 1, "line") - > filed;

rules_for single layer - > datafile(filed);

sysclose(filed);

connection_matrix  <-  creatc_a _conncction matrix(number of rukes,
rules_for_single layer);

connection matrix <- save to file(5,2);

pr(’ multiple laycrs connection matrix*);nl(1);

;3 Multiple Layers Structure

31 -> aumber of rules;

[ - > rules for multiple layers;

syscreate("lofrSs3", 1, "line*) -> filed;

rules_for_multiple_layers - > datafile(filed);

sysclose(filed);

connection_matrix  <-  create a_connection matrix(number of rules,
rules_for_multiple layers);

connection matrix <- save to file(5,3);

pr(" MQW and superlattice connection matrix’);nl(3);
;7 MQW Structure and Superlattices

76 -> aumber of rules;

[} - > rules for MQW;

syscreate("lofrSs4”, 1, "line") - > filed;

rules_for MQW -> datafilc(filed);

sysclose(filed);
connection_matrix  <-  create a_connection matrix(number of rules,
rules_for MQW);

connection_matrix <- save to_file(5,4);

cancel connection _matrix;

+;; GENERAL CONTROL VARIABLES FOR CONNECTION MATRICES

pr('GENERAL CONTROL VARIABLES FOR CONNECTION
MATRICES’);nl(2);

pr(’credibility weights®);nl(1);

ncwamay({! “number of experts]) -> cred_weight;

0.7 -> cred_weight(1);

0.7 -> cred weight(2);

0.6 -> cred_weight(3);

0.6 -> cred_weight(4);

0.1 -> cred_weight(5);

syscreate("credwt”, 1, *line”) - > filed;

cred_weight - > datafile(filed);

sysclose(filed);

pr(*historics of decisions far each expert’);ni(1);
y({1 “sumber_of experts]) -> hist_of decisions;

1] -> hist_of_decisions(1);

[} -> hist_of_decisions(2);

) -> hist of decisions(3);

{) -> hist_of_decisions(4);

{1 -> hist_of decisions(S);

syscreste( “histdec”, 1, *line®) - > filed;

hist _of decisions -> datafile(filed);

sysclose(filed);

pr(’history of increments and decrements to credibility weights');nl(1);
ncwarray([1 “number of experts]) - > hist of incs decs;

0 -> hist_of_incs_decs(1);

01 -> hist_of incs_decs(2);

0 -> hist_of_incs_deca(3);

0 -> hist_of incs_decs(4);

[1-> him_of incs_decs(S);

syscreste(“histid®, 1, "line”) - > filed;

hist_of incs decs - > datafile(filed);

sysclosc(filed);

pr(’parameters wsed 10 updete credibility weights'); ni(3);

;33 PARAMETERS USED TO UPDATE CREDIBILITY WEIGHTS
75 -> pescent_for_success;

syscreste( “pfons®, 1, "line®) -> filed;

percent_for_success - > datafile(filed);

sysclose(filed);

20 -> percent_for_failure;
syscreate("pforf™, 1, "line®) -> filed;
percent_for_failure - > datafile(filed);
sysclosc(filed);




20.0-> N;
syscreate("mathn®, 1, line*) - > filed;
N -> datafile(filed);

sysclose(filed);

1.0 -> ro;
syscreate( " mathro®, 1, "line") -> filed;
ro -> datafile(filed);

sysclose(filed);

20.0 -> kappa;
syscreste("mathk ", 1, linc®) -> filed;
kappa - > datafile(filed);
sysclosc(filed);

::, SOME MORE CONTROL VARIABLES

pr('SOME MORE CONTROL VARIABLES');nl(2);

pe("history of d values of decisi
{] -> history_of real_decision_valucs;
syscreate( “histrv®, 1, tine”) - > filed;
history of real_decision_valucs - > datafile(filed);
sysclosc(filed);

newarray([! "number _of cxperts]) -> armay of lists;
1->14;
until i > oumber_of experts
do

0 -> array_of_lists(i);

i+1->i
enduntil;
pr("history of parameter values used in changing credibility weights’);nl(1);
srray_of lists -> p_values;
array of lists -> q values;
array of lists -> f_values;
array_of lists - > inc_values;
syscreste("pfunc”, 1, linc”) -> filed;
p_values - > datafile(filed);
sysclosc(filed);
syscreste(“gfunc™, 1, "linc™) -> filed;
q values - > datafile(filed);
sysclose(filed);
syscreste("ffunc”,1,"line") -> filed;
f _values - > datafile(filed);
sysclose(filed);
syscreate(“incvals”, 1, “line”) -> filed;
inc_values - > datafile(filed);
sysclose(filed);

pr(’thresholds used to adapt the fuzzy system’);nl(3);
0.85 -> positive_threshold;

syscreste("pthresh”, 1, line”) - > filed;
positive_threshold - > dutafile(filed);
sysclose(filed);

*);ml(1);

: VARIABLES USED IN INDUCTIVE LEARNING FROM EXAMPLES

prCVARIABLES USED IN INDUCTIVE LEARNING FROM
EXAMPLES);nl(2);
pr(’example sets");al(1);
pe(‘tally of occurrences of consequents’);nk(1);
;1 SUBSTRATE ONLY STRUCTURE
newarray([1 7]) -> consequent_tally;
1->i;
uotili > 7
do
0 -> consequent_tally(i);
i+1->1

enduntil;

syscreste("conrec1”, 1, "line”) - > filed;
consequeat_tally - > detafile(filed);
sysclose(filed); .

0 -> example_sct_fuzey premisc;
syscreate("pexset!”, 1, "line”) - > filed;
example_set furzy_premise -> datafile(filed);
sysclose(filed);
a-> iple_set_boolesn_p
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syscreate("bexset] 1, "line") - > filed;
example set boolean_premisc -> datafile(filed);
sysclosc(filed);

{1 -> exampie_set_conscquent;
syscreate(“cexsetl”, 1, line") - > filed;
example sct_consequent - > datafile(filed);
sysclose(filed);

newarray([1 7]) - > consequents in rules;
5 -> conscquents in rules(1);

5 -> consequents_in_rules(2);

1 -> consequents in_ryles(3);

1 -> consequents _in rules(4);

1 -> consequents_in_rules(5);

5 -> consequents in rules(6);

1 -> consequents_in_rules(7);
syscreate("ciarl®, 1, line") -> filed;
consequents_in rules - > datafile(filed);
sysclose(filed);

s+3 SINGLE LLAYER STRUCTURE
newarray([1 18]) -> consequent_tally;
1->4;
untili > 18
do

0 -> consequent_tally(i);

i+t 1->i
enduntil;
syscreate("conrec2”, 1, "line") -> filed;
consequent_tally - > datafile(filed);
sysclose(filed);
1 -> example_set_fuzzy premise;
syscreate("pexset2°®, 1, line") -> filed;
example_sct_fuzzy premisc - > datafile(filed);

sysclose(filed);
n-> ple_set b
syscreate "bexset2", 1 "line*) -> filed;
- 5et b _ premise -> datafile(filed);
sy'cb-e(ﬁled).

{l -> example _sct_consequent;
syscreate("cexset2®,1,"line*) -> filed;
example_set_consequent -> datafile(filed);
sysclose(filed);

newarray([1 18]) -> consequents in rules;
1 -> conscquents_in_rules(1);

1-> consequents_in_rules(2);

6 -> consequents in_rules(3);

5 -> comscquents_in_rules(4);

32 -> consequents_in_rules(5);

31 -> consequents_in_rules(6);

1-> consequents_in_rules(7);

5 -> consequents_in_rules(8);

7 -> consequents_in_rules(9);

12 -> consequents_in_rules(10);

2 -> consequents_in_rules(11);

2 -> conscquents_in_rules(12);

1-> consequents_in_rules(13);

2 -> consequents in_rules(14);

6 -> conscquents_in_rules(15);

1 -> consequents_in_rules(16);

1 -> consequents_in_rules(17);

1 -> coascquents_in_rules(18);
syscreate( “cinr2® .1, "line™) -> filed;
consequents_in_rules - > datafile(filed);
sysclogefiled);

+» MULTIPLE LAYERS STRUCTURE

y(1 7)) -> quent_tally;
1->14;
untiti > 7
do
0 -> conscquent_tally(i);
i+1->i
enduntil;

syscreste(*conrec3”, 1, "line") - > filed;
consequent_tally -> datafile(filed);
sysclose(filed),;

0 -> example_set_fuzzy premise;
syscreste("pexset3”, 1, line®) - > filed;
cxample_sct_furzy premisc -> datafile(filed);
sysclose(filed);

i0-> ple_set_book

syscreate( "bexset3®, 1 'hne') -> filed;
example_sct_boolcan_premisc - > datafile(filed);
rysclose(filed);




[} -> example_set_consequent;
syscreate("cexset3”, 1, "line”) - > filed;
cxample _set_consequent - > datafile(filed);
sysclose(filed);

({1 10]) -> q _in_rules;
0 -> consequents_in_rules(1);
5 -> comsequents in rules(2);
S -> consequents_in_rules(3);
6-> consequents_in rules(4);
1 -> congequents_in_rules(5);
6 -> consequents_in_rules(6);
1-> consequents_in_rules(7);
i -> consequents_in_rules(8);
1 -> consequents_in_rules(9);
5 -> consequents_in_rules(10);
syscreate( “cinr3*, 1, "line*) -> filed;
consequents_in_rules - > datafile(filed);
syxlose(filed);

;;; MQW AND SUPERLATTICE STRUCTURES
newarray([1 14]) - > consequent_tatly;
1->1;
until i > 14
do
0-> consequent_tally(i);
i+41->1i
enduntil;
syscreate("conrecd” 1, “line”) -> filed;
coascquent_tally - > datafile(filed);
sysclose(filed);
11 -> example_set fuzzy premise;
syscreate("pexsctd*, 1,"line”) - > filed;
example_set_fuzzy premise -> datafile(filed);
sysclose(filed);
n-> ple_set_boolean_p 4
syscreate(“bexsetd” 1, line") - > filed;
xample_set_boolean_premise - > datafile(filed);

0 -> example_set_consequent;
syscreste("cexsetd®, 1, "line") - > filed;
example_set_consequent - > datafile(filed);
sysclose(filed);

newarray([1 14]) -> conscquents_in_rules;
3 -> consequents_in_rules(1);

25 -> consequents_in_rules(2);

5 -> consequents_in_rules(3);

1 -> consequents_in_rules(4);

§ -> consequents in_rules(S);

5 -> conscquents_in_rules(6);

10 -> consequents_in_rules(7);

7 -> consequents_in_rules(8);

§ -> congequests_in_rules(9);

1-> consequeats_in_rules(10);

§ -> congequents_in_rules(11);

1 -> coasequents_in_rules(12);

2 -> consequents_in_rules(13);

1 -> coascqucots_in_rules(14);
syscreate(“cinr4”, 1, line") - > filed;
consequents_in_rules -> datafile(filed);
sysclosc(filed);

enddefmethod;

endfiavour;
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[2]  The program ’fuzzy.p’ is the main program that runs the fuzzy system.

;+; Program Name: fuzzy.p
;3» Main program for running the fuzzy system
i+ INDEX OF OBJECTS

335 1. Shot Object

337 2. Question-Slot Object

. 3. Yes-or-No-Question-Slot Object
;4 4. Procedure-Slot Object

;5: 5. Some important functions

;+: 6. Prame Object

i1 7. Leading-Frame Object
33+ 8. Experiment-Frame Gbject
3319 Layer-Frame Object

;:, 10, Substrate-Peak-Frame Object

;33 11, Layer-Peak-Frame Object

;55 12, Multiple-layer-peaks-frame Object
i35 13. Single-Satellite- Peak-Frame Object
;41 14, Sstellite-Pesks-Frame Object

+:1 15, Zero-Order_Peak Frame Object
;1 16, Interference-Fringes-Frame Object

++; 17. Substrate-Only-Frame Object

;5: 18. Single-Layer-Frame Object

i3 19, A-Number-of-Layers-Frame Object
;55 20. Muhtiple-Layers-Sub-Frame Object
;55 21, Block-of-Layers-Frame Object

:1; 22. Superiatice-Frame Object

+3; 23. Muktiple-Layers-Frame Object

351 24. MQW-Structurc-Frame

:5; 25. Superiattice-With-a-Few-Layers-Frame Object
+3; 26. Frame-System Object

331 27. Structural-Paramcter-Frame Object

;;; 28. Fuzzy-Variable Object

3+ 29. Rule Object

;:: 30. Function to add rules to a Coanection Matrix

5o (called add_rules to CM()

;3; 31, Connection-Matrix Object

+:; 32. Combined-Mstrix Object

3 33 R 0 check if el isa ber of a list
;35 34. Fuzzy-System Object

:;; DECLARE GLOBAL VARIABLES

:;; CONTROL VARIABLE: x=1 for cxperimental curve; x=2 for simulated
curve

vars X;

0->x;

vars i j angmt B filed;

vars sumber_of_rules rule_history masking of rule N;

vars sumber_of fuzzy varisbles varisbic_history fuzzy rules rule_variable;
vars sumber_of _expests cred_weight an_cxpert exp_varisble;

vars rule hist_of _decisions hist_of incs_decs;

vars list_of _sules_used list_of experts thickness var_changes;

vars positive_threshold;

;:; GLOBAL VARIABLES extracted from frumes AND NOT USED IN RULES
;;; From Leading Frame

vars type_of_strecture type_of_structure? grading;

;;; Prom Bxperiment Frame !

vars wavelength h_reflection_index k_reflection_index |_reflection_index;

vars sobstratc_material reflection_orientation;

vars h_surface_normal_index k_surface_pormal_index!_garface_normal_index;
vars Bragg_sagic stert_of_scan_range end_of scan_renge lattice_paramcter;
vars Poisson_ratio spacing_of_plancs met! mat2;

;+; From Layer-Frame

vars lsyer_material layer_chemistry Inyer_thickness;

;;; From Ssbetrase-Peak Frame
vars mbetrate FWHM sebstratc_istegrated _intensity_of_pesk ;
vars split_wbstrate_peak;

;;; From Layer-Peak Frame
vars layer FWHM layer peak brosdening Iayer_integrated intensity of peak;
vars layer_split_peak;

;;; From Multiple-l.ayer-Peaks Frame
vars multiple_layers peak brosdening multiple layers_any asymmetry;
vars multiple layers_any wedge shaped peaks;

;;; From Single-Satellite-Peak Frame
vars satellite_intensity of peak satellite. FWHM;
vars satellite_order satellite position;

+3; From Satellitc-Peaks Frame

vars satellite spacing of peaks scparation of saellite peaks;

vars satellite number_of peaks satellite_relative_intensities;

vars satellite relative width of peaks;

vars satellite_relative_integrated_intensities;

vars satellite_subsidiary _interference_effects;

vars satellite_peak _splitting satellite_broadening of higher order_peaks;

vars satellite_order_1 sstellite_position_1 satellitc_order 2 satellite_position_2;

33+ From Zero-Order Peak Frame
vars zero_order FWHM zero_order_peak_broadening;
vars zero_order_integrated_intensity of _peak;

;33 From Interference-Fringes_frame
vars spacing_of_interference fringes;

++; From Substrate-Only Frame
vars number_of layers number_of peaks;

;5; From Single-Layer-Frame
vars layer_frame substrate _layer peak overlap;
vans peak _splitting relaxed _layer three_times_width_of _peak;

;»» From A-Number-of-Layers-Frame
vars layer_composition number_of blocks layer_frame;

;+» From Superiattice-Frame
vars thickness_of_superlattice more_than_two_peaks ideatify_the_peaks;

++; From Mukiple-Layers Frame
vars layers in_blocks;

;;; From Superiattice-With-a-Few_Layers Frame

vars 90p_layer_composition top_layer_thickness botiom_lsyer composition;
vars bottom_layer thickness number of top_layers number of bottom_layers;
vars overlap of peaks;

i3 BOOLEAN VARIABLES used in rules

vars number:of _peub__is__mt_thm‘one;
vars number_of_peaks_is_nonc;

vars type_of _structurc_is_singlc_layer sumber_of peaks_is_two;
vars number of peaks is mare than two;

vars substrate_material_equal_to_layer peak_scperstion_is_low;
van layer_integrated intensity of peak is_zero;

vars layer_thickness_greater than_half micron;

vars layer_thickness less_than 5_microos peak_splitting is zero;
vars peak_splitting less than_three times_width_of _peak;

vars relaxed_mismatch_is_high peak_splitting is_high;

vars spacing_of _intecference_fringes_is_low;

vars type_of_structure_is_multipic_layers;
vars cosrespondence_between_layers_and_peaks;

vars type_of structure_is MQW matellitc_specing grester_than zero;
vars saellite_relative_width_of pesks_greater_than_zero;

vars mecllitc relstive_imcgrated _inteasitics_grester_than_zero;

vars thickness_of_superiatticc_lcss_than balf micron;

vars type_of_structure_has_additional_laycrs;

++; FUZZY VARIABLES used in the premiscs of rules

vars substrate_ssymmetry in_pesk substratc_peak _brondesing;
vars layer_ssymmetry in_peak layer wedge shaped_pesk;
vars intcnsity_of layer pesk;
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vars multiple_layers_asymmetry in_peak multiple layers wedge shaped peak;

vars satellite_visibility satellite_asymmetry_of plus and_minus peaks;
vars zcro_order_ asymmetry_in_peak interference_fringes;
vars visibility of interference_fringes;

;:; VARIABLES USED IN MATHEMATICAL FORMULA FOR CHANGING

CREDIBILITY WEIGHTS
vars ro kappa original_list of ruks;

VARIABLES USED TO STORE FUZZY SETS

;:; ANTECEDENTS

vars fuzzy peak broadening,

[0.00.150.10.40.30.60.50.80.7 1.0} -> fuzzy_peak_broadening;
vars fuzzy_asymmetry,

[000.10.50.20.10.50.40.80.7 1.0} -> fuzzy asymmetry;

vars fuzzy_wedge_shaped;

[000.10.5020.10.40.30.70.61.0) -> fuzzy wedge shaped;
vars fuzzy visibility,

{0.00.10.50.20.10.40.30.70.61.0) -> fuzzy_visibility;

vars fuzzy spacing of_peaks;
[0.00.105030.20.50.40.70.61.0] -> fuzzy spacing of_peaks;
vars fuzzy plus minus asymmetry;

[0.00.10.50.20.10.50.40.80.7 1.0] -> fuzzy plus_minus_asymmetry;

vars fuzzy interference;

[0.00.10.50.20.10.40.3 0.7 0.6 1.0] -> fuzzy interference;
vars fuzzy_intensity of peak;

vars fuzzy_cvidence_of mismatch;

vars fuzzy crystal_quality,

vars fuzzy_grading of_the layer;

vars fuzzy layer_is_thick;

vars fuzzy layer is_thin;

vars membership_functions mf;
;;; CONSEQUENTS
vars fuzzy_variable;

vars dummy;
0 -> dummy;

VARIABLES USED FOR CALCULATIONS
vars experimental _mismatch relaxed mismatch;
vars period_of _superiattice period_dispersion thickncss_of iayer;

: SOME STRUCTURAL PARAMETERS
; (some sre taken from above, others are derived in
;  the Structural-Parameter-Frame Object below)

1

; Parameters deduced from Rules

vars crystal_quality strain_in_surface layer of sample;

wvars reference crysal_is_different to_substrate incorrect experiment;
vars characteristic_curve;

vars bending of substrate grading of the layer cvidence_of mismatch;
vars change in_lattice_paramcter with_depth;

vars Isyer | -_pluul in_the lubame_pe-k

vars hyenﬁ-e_m-;

mmm HMM is_outside_the_scan_range;

vars grading_distsnce;

vars multipie_layers large_overall_layer_thickness layers_are_nat_uniform;
vars crystal_consists_of subgrains;

vars structural_perameter there_are_thin hyen at_the_interfaces;

vars evideace_of_interferometer_structurc

:; SPECIAL VARIABLES USED TO RECORD CHANGES
vars p_value q_value f_valuc inc_value;

:;; VARIABLES USED TO FIRE RULES
vars existing rules dummy_asray conscqueaces layers fp bp;
vars rule_list temp_tist count value Boolesn number_of_varisbles;

vars list! tist2 dummy?2 k furzy mem membership;

1. SLOT OBJECT

flavour SLOT;
ivars name value;

;55 Fill a named slot with a value
defmethod fill_slot (name_of slot, value of slot);
Ivars name_of slot value_of skot;

name of_slot - > name;
value_of slot -> value;
enddefmethod;

;;; Print the name and value of a slot on the screen
defmethod printsclf;

pr('The value of slot *);pr(name);pr(’ is ');ppr(value);pr(’.")
enddefmethod;

endflavour;

5iv 2. QUESTION-SLOT OBIECT
flavour QUESTION_SLOT isa SLOT;

++; Fill the named slot with a value typed in as the answer to a question
defmethod fill_siot (name_of _slot, quest);
Ivars name_of _slot quest;

name_of glot -> name;

ppriquest);

readline() -> value;
enddcfmethod;

;13 All other methods are INHERITED from the SLOT object
endflavour;
i+ 3. YES_OR_NO_QUESTION_SLOT OBJECT
flavour Y_OR_N_QUESTION_SLOT isa SLOT;

;+; Fill the named slot with a Boolean value typed in as the answer to a
i Question.
defmethod fill_slot (name of slot, quest);

Ivars name_of _slot quest;

mamc_of slot -> name;
ppr(quest);
readline() - > value;
if not(value =[y] or value={Y] or valuc=[n] or valuec=[N])
then
o’
Pr("You must type Y or N in answer to this question.');nl(1);
pr("Please try again ... *);nl(1);
¢

*yinl(l);

*);nl(1);

“fill_slot(name_of slot, quest)
endif;
enddefmethod;
355 All other methods are INHERITED from the SLOT object

endfigvour;

;s 4. PROCEDURE_SLOT OBJECT
flavour PROCEDURE_SLOT ism SLOT;

defmethod fill_siot(same_of_slot, proc_or func);
Ivars name_of slot proc_or_func;

name_of glot -> same;
apply(proc_or_func) - > value
enddefmethod;

endflavour;
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i+ 5. SOME IMPORTANT FUNCTIONS if x={]

then
define verify input(x); else
Ivars x, check; hd(x) -> x
endif;
if (x=[a] or x=[A] or x=[b] or x=[B] or x=[c] or x=[C] or x={d] or endif;

x=[D}] or x=[¢] or x=[E])
then if datakey(x)=integer key or datakey(x)=biginteger_key or

1-> check datakey(x) = decimal_key or datakey(x)=ddecimal key
else then
al(4); pe(’You have typed an incorrect answer to this question ..."); 1-> check
8l(2);pr(’Please, &y again ...");nl(1); else

0 -> check
endif;

check
enddefinc;

define assign fuzzy value(x, fuzzy set);
Ivars x fuzzy set fuzzy value;

+;; ASSIGN FUZZY-SET-VALUE TO THE VARIABLE
if (x=[a] or x=[A])
then

(fuzzy_3et(10) + fuzzy set(9) / 2 -> fuzzy value
elscif (x=[b] or x=[B))
then

(fuzzy_sc(8) + fuzzy set(7)) / 2 -> fuzzy value
clseif (x={c] or x=[C])
then

(fuzzy _sct(6) + fuzzy sct(5)) / 2 -> fuzzy vahue
claeif (x=[d] or x=[D})
then

(fuzzy_sct(4) + fuzzy set(3)) / 2 -> fuzzy value
clse

(fuzzy _set(2) + fuzzy_set(1)) / 2 -> furzy value
endif;
fuzzy_val

eaddefine;

define assign_upper_case(x);
lvans x;

if x=[y]

then
vy->x

eadif;

if x=[n)
then

N] -> x
cadif;

if datakey(x)=integer_key or datakey(x)=bigtnteger_key
then
1 -> check
elsc
al(4); pr(" You have typed an incorrect answer to this question ...");
0k(2);pr("Please, try again ...");nk(1);
0->
cadif;
check
enddefine;

define test_sumber(x);
Ivars x check;

if istist(X)
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nl(4);pr(’You have typed an incorrect answer to this question ...");

nl(2);pr('Plcase, try again ...");nl(1);
0-> check
endif;
check
enddefine;

define test_string(x);
lvars x check;

if islist(x)
then

if x=[)

then

clse
bd(x) -> x
endif;
endif;,

if (dstakey(x) =string_key or datakey(x) =word_key)
then
1-> check
clse

al(4);pr("You have typed an incorrect answer to this question ...");

0l(2);pr(’Please, try again ...");nl(1);
0 -> check
cndif;
check
enddefine;

define clean(x);
Ivars x;

(1000.0 * x) -> x;
round(x) - > x;
(x/1000.0) -> x;
x

enddefine;

define test for_broadening(FWHM);
Ivars Si Ge AIP AlAs AISb GaP GaAs GaSb InP InAs InSb wave;
Ivars FWHM check i j materials width wavel wave2;

M(FWHM) -> FWHM;

335 Types of materials
newarray([1 11]) -> materials;
'Si* -> matcrials(1);
‘Ge’ -> materialy(2);
AIP* -> materials(3);
'AlAg’ - > materials(4);
*AISH’ -> maserials(5);
*GaP’ -> materials(6);
'GaAs’ -> materials(7);
‘GaSb’ -> msterials(8);
'InP’ -> materiais(9);
’InAs’ -> materials(10);
'InSb’ - > materiais(11);

+;» FWHM3 of substrate pesks far these materials
[8.47.63.92.44.8]-> Si;
[17.115.57.44.82.9}-> Ge;
{8.07.54.02.54.8] -> AlP;
[12.411.86.02.62.4] -> AlAs;

[17.612.7 7.9 3.2 2.5] -> AlSb;
[13.812.96.4 2.6 2.4] -> GaP;
{17.015.57.4 4.3 2.9) -> GaAs;
[27.121.811.45.7 4.8] -> GaSb;
119.814.58.7 4.0 2.5] -> InP;



[24.3 16.2 10.1 5.1 3.6] -> InAs;
[26.017.1 11.9 5.4 4.8] -> InSb;

;3 Wavelengths with values stored for FWHMs
[2.29 1.94 1.54 0.71 0.56] -> wave;

0 -> check;
;3; Only vatues for symmetric reflections are stored using 0 0 4 Miller indices
if (h_reflection_index=0 and k_reflection_index=0 and |_reflection_index=4
and b_surface normal_index=0 and k_surface_normal_index =0 and
1_surface_normal index=1 and reflection_orientation = *Symmetric’)
then
1->1;
untiti > §
do
wave(i) - 0.01 -> wavel;
wave(i) + 0.01 -> wave2;
if (wavelength > wavel and wavelength < wave2)
then
1->j;
until j > 11
do
if substratc_material = materials(j)
then
if j=1
then
Si(i) -> width;
elseif j=2
then
Ge(i) -> width;
elseif j=2
then
Ge(i) -> width;
elacif j=3
then
AIP(G) -> width;
clseif j=4
then
AlAs(i) -> width;
clyeif j=5
then
AISb(i) -> width;
elseif j=6
then
GaP(i) -> width;
elscif j=7
then
GaAs(i) -> width;
elseif j=8
then
GaSb(i) - > width;
elseif j=9
then
InP(i) -> width;
clscif j=10
thes
InAs(i) -> width;
clse
InSb(i) -> width;
endif;

if FWHM > 2 * width

then

uwﬁuynlue(l:]mny_pakbmdemx)
-> substratc_peak |

ehelfFWHM)wM+(vmlh’50/lm)

then

assign_fuzzy_value([b],fuzzy_peak_broadening)
-> sobstrate_pesk_broadening;

elseif FWHM > wiith + (width * 25/100)

then

anign_fuzzy_value((c],fuzzy_peak_broadening)
-> substrate peak_broadening;

clscif FWHM > width + (width * 10/100)

then
sssign_fuzzy veluc([d),fuzzy_pesk_broadening)
-> mbetratc_peak_brondesing;
clse
assign_furzy value(fe},fuzzy peak_brosdesing)
-> substratc_peak_bromdening;
endif;
1 -> check;
endif;
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1>
enduntil;
endif;
itl->1i;
enduntil;
endif;

if check = 0

then
pr(’Broadening of the substrate peak is automatically calculated’);ni(1);
pr(’ for the 0 0 4 symmetric reflection in the cases when the *);nl(1);
pr(* wavelength of the radiation source is either 2.29 Angstroms’);i(1);
pr(’ or 1.94 Angstr or 1.54 Angstr or 0.71 Angstr "y;ni(l);
pr(* or 0.56 Angstroms. In all other cases the user must decide *);ni(1);
pr(* whether there is broadening of the sub peak.’);nl(3);

endif;

check
enddefine;

;i 6. FRAME OBJECT

flavour FRAME;
ivars name_of frame number of slots;

;;» Initialise a frame by giving it a name & number of slots
defmethod initialise_the_frame(namc,number);
Ivars name number;

name -> name_of_frame;
number -> number_of slots
enddefmethod;

;; Print the name of the frame and 0. of slots on the screen
defmethod printself;

pr("The");pr(name_of_frame);pr(’ has’); pr(number_of_slots);pr(’ slots.”)

enddefmethod;

endflavour;

i 7. LEADING_FRAME OBJECT

flavour LEADING_FRAME isa FRAME;
ivars slot] slot2;

;5+ This method allows you to fill the LEADING_FRAME
defmethod fill_the_frame;
Ivars check quest name of_slot2;

"LLEADING_FRAME" -> pame_of frame;
2 -> oumber_of slots;

;+s check will stay =0 until correct valucs are entered
0 -> check;
while (check =0)
do
53 Screcn display for the LEADING_FRAME
ni(10);
pr(’ LEADING QUESTION ’);nl(3);
pr("Which of the following best describes the stracturc?’):nl(2);
pr(’ () substrate only’);nl(1);
pr(’  (b) a single layer’);ni(1);
pr(’ () MQW sructure’);nl(1);
or(°  (d) non-graded muhtiple layers');al(1);
P (¢) superiattice capped with a few layers top and botsom;");ml(1);
e’ () a single graded layer’);nk(1);
prCC (3) graded mubtiple layers');al(1);
pr(’  (b) graded superiattice.’);ni(2);

mske_instance(ISLOT])-> slo2;
*STRUCTURE_IS"- >name_of_slo2;



1-> check;
if (slot1 < -value =[a] or slot! <-value=[A])
then
slo2 <- fill_slot(name_of slot2, 'substrate only’);
1 -> type_of_structure_is_substrate_only;
0.0 -> grading;
clseif (slot] <-value={b) or skt <-value=[B])
then
slo2 <- filt_slot(name_of slor2,’a singie layer’);
1-> type_of structure_is_single_layer,
0.0 -> grading;
clseif (slot! < -value=[f] or slot] <-value=[F])
then
slo2 <- fill_slot(name_of slot2,’a single layer');
1-> type_of structure is_single_layer;
1.0 -> grading;
elseif (slotl <-value=|[d] or slot] < -value=[D])
then

slo2 <- fill_slot(name_of_slor2,' multiple layers');
1-> type_of _structure is multiple_layers;
0.0 -> grading;
elseif (slot! < -value=[g] or slot! < -value={G])
then
slor2 <- fill_slot(name of_slot2, muttiple layers’);
1-> type_of structure_is_multiple_layers;
1.0 -> grading;
clseif (slot] < -value=[c] or slot] <-value=[C])
then
slor2 <- fill_slot(name_of slot2,"MQW structure');
1 -> type_of_structure_is MQW;
0.0 -> grading;
elseif (slot! <-value=[e] or slot] <-value=[E])
then
slo2 <-fill_slot(name_of slot2, supcristtice capped with a few layers top
and bottom');
*additional layers® -> type of_structure2;
1-> type_of_structurc_is MQW;
1 -> type_of sructure has_sdditional layers;
0.0 -> grading;
elseif (slot! < -value=[h] or slot] < -valuc=[H])
then
sio2 <- fill_siot(name_of sior2, superiattice’);
1-> type_of_structre_is MQW;
1.0 -> grading;
clse
0l(4);pr(’ You have typed an incorrect answer o this question ...");
#1(2);pr(‘Pleasc, try again ... ");ni(1);
0 -> check
eadif;
endwhile;

enddefmethod;

;;; Transform the frame into a Jogic-based format
defmethod logic_format;

sot2 <-value -> type_of_structure
enddefmethod;

endfiavour;

;i 8. EXPERIMENT FRAME OBJECT

fisvour EXPERIMENT_FRAME iss FRAME;
ivars slot! sior2 slor3 slosé skt shot6 slot7 siot8 slot9 slot10;
ivars slot11 slot12 slot13 sloti4 slot1S slot16 slot17;

:;; This method allows you to fill the EXPERIMENT_FRAME

defmethod fill_the frame;

Ivars check name_of_sios6 name_of_siot8 name of slot15 name_of slot16;
Ivars quest! quest? quest3 quest4 questS guest? quest9 quest1 0 questl 1 quest]3

quetl4,;
tvars h k 1 a @ lambda theta;

“EXPERIMENT INFORMATION FRAME" -> mmec_of_frame;
17 -> sumber_of_siots;

ii; Screen display for the EXPERIMENT FRAME
ni(3);
e

555 SLOT 1

GENERAL INFORMATION ON THE EXPERIMENT");nl(3);
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3+ Create slotl of the EXPERIMENT FRAME
make_instance((QUESTION_SLOT])- >skotl;
*1. What is the Wavelength of the X-ray beam (in angstroms)’ -> quest];

0 -> check;

while (check =0)

do
++; Fill slot] of the EXPERIMENT FRAME
slot] <- filt_slot("WAVELENGTH" ,questi);al(3);
test_number(slot! < -value) -> check;

cndwhile;

;»» SECOND QUESTION: FILLS SLOTS 2,3 &4

pr(’2. Please enter the reflection indices for this experiment, *);nl(1);
pr(’ i.e. the h.k,1 Miller indices multiplied by the order of diffraction:');nl(2);

make_instance({QUESTION SLOT])- > slot2;
' H:'-> ques2;

0 -> check;

while (check =0)

do
slo2 <- fill_stot("H_REFLECTION INDEX",quest2);nl(2);
test_integer(slot2 < -valuc) -> check;

endwhile;

make_instance([QUESTION_SLOT])- > slot3;
K: ' -> quest3;

0 -> check;
while (check =0)
do

slo3 <- fill_stot("K_REFLECTION_INDEX",quest3);nl(2);
test_integer(slot3 < -value) -> check;
endwhile;

make_ingtance(JQUESTION SLOT])- > slotd;
' L' -> questd;

0-> check;

while (check =0)

do
slot4 <- fill_slot("H_RELECTION_INDEX" quest4);nl(3);
test_integer(slot4 < -valuc) -> check;

endwhile;

0-> check;
while (check =0)
do

;+» QUESTION THREE: FILLS SLOTS § & 6

pr(°3. Which of the falk
prC (@) Si");nl(l);
() Ge');ni(1);
(c) AIP");nl(1);
(&) AlAs’);ni(1);
(¢) AISb’);nk(1);
(f) GaP*);nl(1);
(®) GaAs’);al(l);
(h) GaSb*);ni(1);
(i) InP*);ni(1);
(i) InAs’);al(1);
(k) InSb');nl(2);

ial?");nl(2);

ing is the sub
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make_instance([SLOT])- > soes;
*SUBSTRATE_IS"- > name_of_slot6;
make_instance([SLOT))- > skt1S;
“LATTICE_PARAMETER"- > name_of_slot15;
make_ingtanco([SLOT])- > st!s;
“POISSON_RATIO"- > name_of slot16;

1 -> check;
if (slot5 <-value=[a] or slot5 <-valwe=[A])
thea

do <- fill_slot(name_of 8oeB,’Si");



slot15 <- fill_slot(name_of slot15, 5.4309);
slot16 <- fill_slot(name_of slot16, 0.278);
1-> matl;
elseif (slotS < -value=[b] or slot5 < -value={B])
then
slot6 <- fill_slot(name_of slot6,'Ge');
slot]5 <- fill_siot(name_of slot15, 5.6461);
slot16 <- fill_glot(name _of slot16, 0.271);
2-> matl;
claeif (slotS < -value =[c] or slotS < -value=[C))
then
slot6 <- fill_sla(name_of_slat6,’ AIP’);
slot!5 <- fill_slot(name_of slotl5, 5.451);
slot16 <- fill slot(name of slot16, 0.28);
3-> matl;
elseif (st <-value=[d] or slotS < -value=|D})

then
slot6 < - fill_slot(name_of _slot6,” AlAs");
slot1S <- fill_slot(name_of siot]5, 5.6623);
slot16 <- fill slot(name of slm16, 0.28);
4-> met];

clseif (slotS <-value=[¢] or slotS < -value=[E])

then
slot6 <- fill_slot(name_of slot6,’ AISb');
stlS <- fill_sot(name_of slot15, 6.1355);
slot16 <- fill_slot(name_of slot16, 0.317);
5-> matl;

elseif (slots < -value=[f] or slotS < -value=(F])

then
slotb <- fill slot(name_of slot6,'GaP");
sot!S <- fill_sot(name_of slotl$, 5.4505);
sotl6 <- fitl_sot(name_of slot16, 0.271);
6-> matl;

elaeif (slotS < -value =(g] or slot5 < -value=[G])

thea

sloté <- fill_slot(name_of slot6,’GaAs’);
slotlS <- fill slovmame_of slotlS, 5.65325);
sot16 <- fill_slot(name_of slot16, 0.31);
7-> matl;
clseif (slot5 < -value=[h] or slot5 < -valuc=[H])
then
slot6 <- fill_slot(name_of_sioe6,"GaSb');
slot1S <- fill_slot(name_of slot15, 5.6461);
shot16 <- fill_slot(same _of slot16, 0.313);
8-> matl;
clseif (slotS <-valuc=[i] or slot5 <-value=(I])
then
dots <- fill_slot(name_of_siot6, ' InP");
sot!S <- fill_slot(name_of slotl5, 5.8688);
slot16 <- fill slot(name_of slot16, 0.36);
9-> matl;
elseif (stotS < -value =[j} or slotS <-value=[J])
then
slots < - fill_slot(name _of slot6, InAs');
sot15 <- fill_sot(ame of got1S5, 6.05838);
dot16 <- fill_slot(name_of slot16, 0.352);
10 -> matl;
elseif (slots < -value =[k] or slot5 < -value =[K])
then
slot6 <- fill_siot(name_of siot6, ' InSb’);
shot1S <- fill_dot(same_of slotl5, 6.4788);
sot16 <- fill dot(name_of siot16, 0.353);
11 -> matl;
elsc

ol(4);pr(’ You bave typed an incorrect answer to this question ...");

al(2);pr(’Pleasc, try again ...");al(1);
0-> check
cadif;
endwhile;nk3);
0 -> check;
while (check=0)
do

;:; QUESTION FOUR: FILLS SLOTS 7 & 8

pr(’4. Which of the following is the reflection orientation?");0l(2);

pe(’  (a) Symmetric’);nl(1);

pe(  (b) Asymmetric with glancing incidenace’);al(1);

prC’ () Asymmetric with glancing exit’);ni2);

"Type the letter of your choice ..."- > ques7;
meke_instance(|QUESTION_SLOT])->slot7;
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slot? <- fill slot("REFLECTION ORIENTATION® quest?);

make_instance([SLOT])- > slod;
"REFLECTION _ORIENTATION 1S°-> name of slot8;
1 -> check;
if (slot7 < -value={a] or slot7 < -value=[A])
then
slot8 <- fill_slot(name _of slot8,’ Symmetric');
elseif (slot7 < -value=[b] or slot? < -valuc=[B])
then
slot8 <- fill_slotiname of skt8,’A ic with glancing incidence’);
elseif (slot? <-value=[c] or slot7 < -value =[C])
then
slot8 <- fill slot{name of siot8,” Asymmetric with glancing exit’);
clse
al(4);pr(’You have typed an incorrect answer to this question ...");
al(2); pe("Please, try again ...");nl(1);
0 -> check
endif’;

endwhile;nl(3);
;5; FIFTH QUESTION: FILLS SLOTS 9,10 & 11
pr(’5. Please enter the surface normal indices for this experiment, ');nl(2);
make_instance(QUESTION_SLOT])- > shot9;
H:’ -> quest9;

0 -> check;

while (check=0)

do
slot9 <-fill_slot("H_SURFACE_NORMAL_INDEX",quest9);nl(2);
test_integer(siot9 < -value) - > check;

endwhil;

make_instance([QUESTION SLOTY)- > slot10;
K: * -> questlO;

0 -> check;
while (check=0)
do

slot10 <- fill slot("K_SURFACE_NORMAL_INDEX" ,quest10);nl(2);
test_integer(slot]0 < -value) -> check;
endwhile;

make_instance(fQUESTION_SLOT])->slat!1;
) L:’-> quentl];

0-> check;

while (check =0)

do
slotl1 <- fill slot(*L._SURFACE_NORMAL_INDEX",quest11);nl(3);
test_integer(glotl1 < -value) - > check;

endwhile;

31 SLOT12

meke_instance(JSLOTY])- > slot12;
make_instance([SLOT])- > slot17;

353 Fill shot12 of the EXPERIMENT FRAME

hd(slot! < -vahuc) -> lambda;
slot1S <-value -> a;
hd(slor2 <-value) -> h;
hd(slot3 < -value) -> k;
hd(slot4 < -value) -> 1;

al xnth*h + k% + 1) -> d;
arcsin(lambda / (2 * d)) -> theta;

slot]2 <- fill_siot("BRAGG_ANGLE", theta);
skt17 <- fill_slot("SPACING_OF_PLANES", d);
;:; QUESTION 7: SLOTS 13 & 14

Pr(°6. Picasc type in the scan range of your rocking curve (is arc secs):);nl(2);
make_instance([QUESTION_SLOT])- > slt13;
meke_insance((QUESTION_SLOT))- > sktl4;



Start ; ' -> questl3;
* Finish: * -> questl4;

i+ Fill slot13 and slot14 of the EXPERIMENT FRAME

0-> check;
while (check=0)
do

slot]3 <- fill_slot("START _OF_SCAN_RANGE ", quest!3);nl(2);

test number(slot13 < -value) -> check;
endwhile;

0 -> check;
while (check=0)
do

slotl4 <- fili_slot("END_OF_SCAN_RANGE",quest14);al(3);

test_number(siot!3 < -value) -> check;
endwhile;

enddefmethod;

;;; Transform the frame into a logic-based format
defmethod logic_format;
hd(slot! < -value) - > wavelength;
hd(slo2 < -value) -> h_reflection_index;
hd(slot3 <-value) - > k_reflection_index;
hd(siot4 < -valuc) -> )_reflection_index;
siot6 < -value - > substratc_material;
slot8 < -valuc -> reflection_orientation;
hd(slot9 < -valuc) - > h surface_normal_index;
hd(alot10 <-value) - > k_surface_normal_index;
hd(slot!1 <-valuc) - > 1_surfacc normal_index;
siot12 <-valuc - > Bragg angle;
hd(slot13 <-valuc) - > start_of scan_range;
bd(slot14 <-value) - > cnd_of_scan_range;
slot1S <-valye - > lattice parameter;
siot16 < -value - > Poisson_ratio;
slot17 <-value - > spacing_of planes;
enddefmethod;
eadfisvour;
;i 9. LAYER_FRAME OBJECT
flavour LAYER _FRAME isa FRAME;
ivars slot] slo2 slot3 slot4;

:;: This method allows you to fill the LAYER_FRAME
defmethod fill_the_frame;
Ivars check quest] name_of slor2 same_of slot3 questd;

"LAYER_FRAME" -> name_of frame;
4 -> oumber_of slots;

0-> check;
while (check =0)
do
i:;  Screen display for the LAYER_FRAME
ni(3);
]n':' DESCRIPTION OF LAYER *);nl(3);
pe(’ (2) Which of the following is the layer material?’);al(2);
pr(C  ENDMEMBERS: );ni(1);
pe(' (@) Si (g) GsAs');al(1);
(' ) Ge (h) GaSb°);ni(1);
p(C () AP (i) InP);nl(1);
prCC (&) AlAs () InAs’);nl(1);
pr(C () AlSH (k) InSb);ni(1);
pe(’  (f) GaP’);nK2);
prC  COMPOUNDS:");nl(1);
pe(’ (D GeSi (@ InAsP');nK1);
pe(C  (m) bGaP (1) GaAsP');nl(1);
pe(C (n) InGaAs (s) InGaAlAs");nl(1);
pe("  (0) InGaSb (©) GelnAsP');nk(1);
prC  (p) AlGaAs’);8l(2);

* Type the lotter of your choice ..."->quest];
meke_ingtance(|QUESTION_SLOT])->slot!;
slot] <- fill_glo"LAYER_MATERIAL" questl);

make_ingtance(ISLOT))- > slot2;
make_instaace([SLOT])- > sot3;
“LAYER_IS"->mame_of _sio2;
*LAYER_CHEMISTRY"->namec_of siot3;

1 -> check;
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if (dot] <-value:={a} or slot] < -value={A])
then
so2 <- fill_slot(name_of slo2,’Si");
slot3 <- fill_slot(name of slot3,’endmember’);
1-> ma2;
elseif (slot] < -value=[b] or slot! < -value=[B])
then
slo2 <- fill_slot(name_of sln2,’Ge’);
slot3 <- fill_slot(name of slot3, endmember’);
2-> mat?2;
elseif (slot] <-value={c] or slot] < -value=[C])
then
slot2 <- fill_stot(name_of slor2,”AIP’);
slot3 <- fill_slot(name_of slot3, endmember’);
3-> mat2;
clscif (slot] < -value =[d] or slot! < -value=|D])
then
slo2 <- fill slot(name_of slor2,”AlAs’);
slot3 <- fill_slot(name_of siot3, endmember’);
4 -> mat2;
elseif (slot] <-value={e] or slotl <-value=[E])
thea
slor? <- fill_slot(name_of_glot2,” AlSb");
sloe3 < - fill_sk  _of_slot3,"end ber’);
5-> ma2;
clseif (slot] < -value=[f] or slot] < -valuc=[F])
then
slo2 <- fill slot(name of slot2,'GaP’);
stot3 <- fill_slot(name_of slot3, endmember’);
6-> ma2;
elseif (slot] <-value={g] or slot] <-value=[G})
thea
slo2 <- fill_slot(name_of_sko2,’GaAs');
slo3 <- fill_sk - of_slot3, endmember’);
7-> ma2;
clseif (slot] <-value=[h] or slot! <-value=[H])
then

slor2 <- fill_slot(name of siot2,"GaSh*);
slot3 <- fill_slot(name of siog3, endmember’);
8-> mat2;
elseif (shot! <-value=[i] or slotl <-value=[I))
then
slot2 <- fill_slot(name_of slor2,’InP’);
slot3 <- fill_slot(name_of siot3, endmember’);
9-> mat2;
elseif (slot! < -value={j} or slot] <-value={J])
then
slo2 <-fill_slot(name of sior2,’InAs’);
slot3 <- fill_slot(name_of_siot3, endmember’);
10 -> mat2;
clgeif (slot] < -value=[k] or slotl < -value=[K])
then
slor2 <- fill_slowname of sior2,'InSb’);
slot3 <- fill_slot(name_of _siot3,’endmember’);
1 -> ma2;
elseif (slot] < -valve=[1] or slot1 < -value=[L])
then
slo2 <-fill_slot(name_of _slor2,"GeSi");
slot3 <- fill_slot(name of slot3,’compound');
12-> ma2;
clscif (slot] < -value=[m] or slot] < -value=[M])
then
slo2 <- fill_sionname_of_sio2, InGaP’);
slot) <- fill_slot(name of siot3,'compound');
13 -> mat2;
elgcif (slot] < -value=[n] or sot] <-vatue=[N])
then

o2 <- fill sot(name of sior2, InGaAs');
slotd <- fill_slou(name_of siot3, compound’);
14 -> mat2;
clacif (shot] <-value=[o] or siot! <-valuc=[O})
then

slor2 <- fill_slot(name_of sior2, InGaSh’);
slo3 <- fill_slot(vame _of sloB3,"compound’);
15 -> ma2;
clacif (slot! <-valuc=[p] or slot! <-value=[P})
then
slo2 <- fill_siot(name_of_siot2,”AiGaAs’);
slot} <- fill_siowname of siot3,’compound');
16 -> mat2;
elacif (slot] < -value=[q} or sot] <-value={Q])
then

slo2 <- fill_siot(meme_of_slor2,InAsP");
slot) <-fill_slot(name_of _sict3,’compound’);



17 -> ma;
elseif (slot] < -value ={r] or slot] <-value =[R})
then
slo <- fill_slot(name of slot2,"GaAsP’);
slot3 <- fill_sl _of _slot3, compound’);
18 -> mar2;
elseif (slot! < -value=[s] or slott <-value=[S])
then
slo2 <- fill_slot(name_of slo2,’InGaAlAs’);
sloB3 <- fill_sl . of siot3,"compound’);
19 -> mat2;
elseif (shotl < -value —[t] or siot! < -value =[T])
then

slor2 <- fill_slot(name_of siot2,’GalnAsP’);
slo3 <- fill_slot(name_of slot3,'compound’);
20 -> maR2;
cise
nl(4);pe(' You bave typed an incorrect answer to this question ...');
ni(2);pr(’Please, try again ...");nl(1);
0 -> check
codif;

endwhile;nl(3);
;55 SLOT4

make_instance([QUESTION SLOT])- >slotd;

* (b) What is the estimated thickness of the layer (in microns) * -> questd;

0-> check;

while (check=0)

do
sots <- fill_ so("LAYER THICKNESS",questd);nl(1);
test_number(slot4 < -value) - > check;

endwhile;

enddefmethod;

;;; Transform the frame into a logic-based format
defmethod logic_format,
slo2 < -value -> Isyer_material;
slot3 < -value - > layer_chemistry;
hd(slotd < -value) -> layer_thickness;
enddefmethod;

endflavour;

:: 10. SUBSTRATE_PEAK_FRAME OBJECT
flavour SUBSTRATE_PEAK_FRAME isa FRAME;
ivars siot] sloe2 slot3 sloed;

;;; This method allows you o fill the SUBSTRATE_PEAK_FRAME
defmetbod fill_the_frame;
Ivars check quest] quest2 quest3 questd;

“SUBSTRATE_PEAK_FRAME" -> name_of frame;
4 -> aumber_of slots;

;i3 Screen display for the SUBSTRATE_PEAK_FRAME
al(3),
pr(’ DESCRIPTION OF THE SUBSTRATE PEAK °');nl(3);

::; SLOT1

make_instance([QUESTION_SLOT))- >slat1;
*1, Please type in the Full Width at Half Maximum(FWHM) of the substrate
peak (in arc seconds)’ -> queat];

0-> check;
while (check=0)
do
slot] <- fill_slot("FWHM" ,quest]);nl(2);
test_sumber(siot! <-value) -> check;
endwhile;

s SLOT2

0 -> check;
test_for_broadening(siot] < -value) -> check;

if check =1
then
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make _instance(|SLOT))- >slot2;

slot2 <- fill slot("PEAK _BROADENING" substrate peak broadening);
clse

make_instance([Y OR N_QUESTION SLOT])->slo2;

*1a. Is the substrate peak broadcned (Y/N)' -> questZ;
slo2 <- fill_slot("PEAK BROADENING " quest2);nl(2);
if slot2 <-value = [Y] or slor2 <-value = [y]
then
1.0 -> slo2 <-value;
else
0.0 -> slo2 <-value
endif’;
endif;

5 SLOT3

make_instance([QUESTION_SLOT))- >siot3;

*2. What is the integrated intensity of the substrate peak’ - > quest3;

0-> check;

while (check=0)

do
stot3 <-fill_siot("INTEGRATED INTENSITY OF_PEAK" quest3):nl(2);
test_number(siot] <-value) - > check;

endwhile;

+s; SLOT4

make insance(IQUESTION SLOT])- > slotd;

pr('3. How ASYMMETRIC is the substrate peak?');nl(2);

pe(’  (a) Extremely asymmetric;’);nl(1);
pe(’  (b) Very asymmetric;);nl(1);

prCC (c) Pretty asymmetric;');nl(1);
pr(’ () Just asymmetric; or’);nl(1);
pe(’ (¢) Symmetric.”);nl(2);

"Type the letter of your choice ... - >questé;
slotd <- fill_slot("ASYMMETRY _IN_PEAK",questd);ni(2);
verify_input(siot4 < -value) - > check

endwhile;

enddefmethod;

;3> Transfarm the frame into a logic-bascd format

defmethod logic_format;
bd(slot] <-valuc) -> substrate FWHM;
slot2 <-value -> substrate_peak_brosdening;
bd(slot3 < -value) -> substrate_integrated_intensity of _peak;
assign fuzzy valuc(slotd < -value,fuzzy asymmetry)

-> substrate_asymmetry in_peak;

enddefmethod;

endflavour;

i 11. LAYER_PEAK_FRAME OBIECT
flavour LAYER_PEAK_FRAME is FRAME;
ivars slot] slot2 slo3 slot4 slot5 slots;

++; This metbod allows you to fill the LAYER_PEAK_FRAME
defmethod fill the_frame;
Ivars check quest] quem3 questd questS quests;

"LAYER_PEAK FRAME"® -> namc of frame;
6 -> number_of slots;

wl(3;
-

Screen display for the LAYER PEAK_FRAME

DESCRIPTION OF LAYER PEAK ");ni(3);

5o SLOT

meke_instance(IQUESTION_SLOT])- > siat1;

1. MWhMMWMIMWUﬁWp‘
(in arc seconds)’ -> quest];

0 -> check;



while (check =0)
do

slot] <- fill_slot("FWHM" quest1);nl(2);
test_number(slot! < -value) - > check;
endwhile;

.1 SLOT2

make_instance({SLOTY)- > slot2;
slot2 <- fill_slot(*"PEAK_BROADENING",[N]);nl(2);

;5 SLOT3

make_instance({QUESTION_SLOT))- >slot3;

*2. What is the integrated intensity of the layer peak’ -> ques3;
0-> check;

while (check=0)

do

slot3 <- fill_siot(*'INTEGRATED_INTENSITY OF_PEAK",quest3);nl(2);
test_number(slot3 <-valuc) -> check
endwhile;

:+ SLOT4

make_instance([QUESTION_SLOTY})- > slotd;
0-> check;
while (check=0)
do
pr(’3. How ASYMMETRIC is the layer peak?");nl(2);
' (8) Extremely asymmetric;”);nl(1);
' (b) Very asymmetric;");nl(1);
' (c) Pretty asymmetric;");nl(1);
' (d) Just asymmetric; or');al(1);
(¢) Symmetric.’);nl(2);

rEEL S|

*Type the letter of your choice ...'- > quest4;
sod <- fill_slot{"ASYMMETRY IN_PEAK" quest4);nl(2);
verify_input(slosd < -valuc) - > check

endwhile;

33 SLOTS

make instance([QUESTION_SLOT])- > slot$;
0 -> check;
while (check=0)

do

pe(’4. To what degree is the layer peak WEDGE SHAPED?');ni(2);

pr(’  (a) There is an extreme degree of wedging;”);nl(1);

prC () The peak is very cbviously wedge shaped; );nl(1);

pr(®  (c) The peak is wedge shaped to a degree;);nl(1);

pr(’ (d) The pesk could just sbout be described a3 wedge shaped; or*);nk(1);
pr(’  (c) This peak is definitcly not wedge shaped.);ni(2);

"Type the leteer of your choice ..."-> 5
sotS <- fill_dot("WEDGE_SHAPED_PEAK",questS);nl(2);
verify_input(slotd <-value) -> check

eadwhile;

;3; SLOTG

make_instance([Y_OR_N_QUESTION_SLOT])- > slot6;
*S. Iy the layer pesk SPLIT (Y/N) * -> quest6;
dot <- fill_gdot(*SPLIT_PEAK" ,quent6);nl(2);

enddefmethod;

+3; Transform the frame into a logic-based format
defmethod logic_format;
ho(siot] <-valwe) -> layer FWHM;
amiga_upper_case(slot2 <-value) -> fayer_peak _broadening;
bd(slot3 <-value) -> layer_integrated_intensity of peak;
amign_fuzzy veloc(sioM <-valuc,fuzzy_ssymmetry)
-> layer_ssymmctry_in_pesk;
amign_fuzzy_valee(siot5 < -value,furxy_wedge_shapod)
-> layer_wedge_shaped_peak;
amsigs wpper_casc(siot6 < -valuc) - > layer_split_peak;
enddefmethod;

endfiavour;

;i 12, MULTIPLE LAYER_PEAKS FRAME OBJECT

flavour MULTIPLE_LAYER PEAKS FRAME isa FRAME;
ivars slot] slot2 slot3 siotd slot5;

;+; This method allows you to fill the MULTIPLE_LAYER PEAKS FRAME
defmethod fill the frame;
Ivars check quest! quest2 quest3 quest4 questS;

"MULTIPLE_LAYER PEAKS FRAME" -> name of frame;
5 -> number_of slots;

;i1 Screen display for the MULTIPLE LAYER PEAKS FRAME
al(3);
prC DESCRIPTION OF MULTIPLE LAYER PEAKS °);ni(3);

;3 SLOT1

make_instance(lY_ OR_N_QUESTION_SLOT])- >slot];
'1. Are any of the layer peaks broadened (Y/N)' -> quest!;
slot] <- fill_stot(*PEAK BROADENING" quest1);al(2);

53 SLOT2

make_instance([Y_OR_N_QUESTION SLOT])- > slot2;
*2. Are any of the layer peaks asymmetric (Y/N)' -> quest2;
slo2 <-fill slot("ANY_ ASYMMETRY" quest2);nl(2);

;15 SLOT3

if slot2 <-value=[y] or slor2 <-value=[Y]
then
make_instance([QUESTION_SLOT])- > slot3;

pr(" How ASYMMETRIC is the layer peak?");nl(2);
pr(’  (a) Extremely asymmetric;’);nl(1);

pr(’  (b) Very asymmetric;’);nl(1);

pr("  (c) Pretty asymmetric;’);nl(1);

pr(’  (d) Just asymmetric; or");nk(1);

pr("  (¢) Symmetric.');nl(2);

"Type the letter of your choice ... - > quest3;
slot3 <- fill_slot("ASYMMETRY IN PEAK® quest3);nl(2);
verify_input(siot3 <-value) - > check
endwhile;
clse
make_instance(|SLOT]) - > slot3;
slot3 <- fill_slot("ASYMMETRY _IN_PEAK",[F]);
endif;,

;53 SLOT4

make_instance([Y_OR_N_QUESTION_SLOT))- > slot4;
*3. Are any of the iayer peaks wedge shaped (Y/N)' -> questd;
slotd <- fill slot("ANY_WEDGE_SHAPED_PEAKS",questd);ni(2);

i35 SLOTS

if siotd < -value=[y] or sloed <-value=[Y]
then

make_instance([QUESTION SLOT])- > slot5;

0 -> check;

while (check =0)

do

pt( To what degree is the layer peak WEDGE SHAPED?");n0i(2);

(a) Extremely wedge shaped;”);al(1);
(b) Very wedge shaped;*);nk(1);
(¢) Premty wedge shaped; *);nl(1);
(d) Jus about wedge shaped; or');nl(1);
*  (¢) Not wedge shaped at all.’);nl(2);

ARAARY

*Type the leteer of your choice ..."- > questS;
dotS <- fill ghot(*WEDGE_SHAPED PEAK",quest5);al(2);
verify_input(siot5 < -value) -> check
eadwhile;
clse
make_instance(JSLOT)) -> slotS;
sdotS <- fil_slot(*"WEDGE_SHAPED_PEAK",[F});
eadif;
enddefmethod;



++; Transform the frame into a logic-based format
defmethod logic_format,

assign_upper_case(slot] < -valuc) - > multiple_layers_peak broadening;

if multiple_layers_peak_broadening = [Y]

then

1 -> multiple_layers_peak broadening
clse
0 -> multiple_layers_peak broadening

cadif;
assign_upper_case(slot2 < -value) - > multiple_layers_any asymmetry;
if multiple_layers_any_asymmetry = (Y]
then

1 -> multiple_layers_any_asymmetry
clse

0 -> multiple_layers any asymmetry
endif;
assign_fuzzy value(slotd <-value fuzzy asymmetry)

-> multiplc_layers_asymmetry in_peak;
assign_upper_casc(slotd < -value)
-> multiple_layers_any_wedge shaped peaks;

if multiple layers any wedge shaped peaks = [Y]
then

1 -> multiple_layers any wedge shaped peaks
else

0-> multiple_layers_any_wedge shaped_peaks
endif;

assign_fuzzy_value(slot5 < -value,fuzzy wedge shaped)

-> multiple_layers_wedge shaped peak;

enddefmethod;

endflavour;

;:s 13, SINGLE_SATELLITE_PEAK_FRAME OBJECT
flavour SINGLE_SATELLITE_PEAK_FRAME isa FRAME;
ivars slot] sloR2 slo3 sdod;

;1; ‘This method atlows you to fill the SINGLE_SATELLITE_PEAK FRAME
defmethod fill_the frame;
Ivars check quest! quest? quest3 questd;

*SINGLE_SATELLITE_PEAK_FRAME" -> namc_of_frame;
4 -> sumber_of_slots;

make_instance((QUESTION_SLOT])- >slotl;

' (a) Please type in the intensity of the satellite peak’ - > quest];

0 -> check;

while (check=0)

do
slott <- fill_slot("INTENSITY_OF_THE_PEAK" ,quest]);ni(2);
test_number(siot] <-value) -> check

eadwhile;

make_instance([QUESTION_SLOT])- > skt2;
(b) What is the Full Width at Half Maximum (FWHM) of the satellite
peak’ -> ques2;
0 -> check;
while (check=0)
do

slo2 <- fill_slot{*SATELLITE FWHM",quest2);sl(2);
test_number(slon2 < -valec) -> check
endwhile;

make_instance(JQUESTION_SLOT])- > slot3;

*  (c) What is the order of this sstcilite peak’ - > quest3;

0 -> check;

while (check=0)

do
dot3 <- fill slot("SATELLITE_ORDER",quest3);nl(2);
toat_imtcger(siot3 < -valwe) - > check

endwhile;

make_instaace(|QUESTION_SLOT})- > slotd;

*  (d) What is the position of this satcitice peak (in arc secs)’ -> quests;

0-> check;

while (chock=0)

do
slod <- ﬁll_:lu('SA’l'ELlIl'E_POSl’ﬂON‘,qM):nl(Z);
test_number(sioM < -value) -> check

eadwhile;

eaddefmetbod;

;+» Transform the frame into a logic-based format
defmethod logic_format;

hd(slot] <-value) - > satellite_intensity of peak;

hd(slo2 < -value) -> satellitt FWHM;

hd(slot3 < -value) - > satellite_order;

hd(slot4 < -value) - > satellite _position;
enddefmethod;

endflavour;

;;s 14, SATELLITE_PEAKS FRAME OBJECT

flavour SATELLITE_PEAKS_FRAME isa FRAME;
ivars slot] slot2 slat3 slot4 slotS sioth slot7 slot8 slotd stot10;
ivars slot!1;

;+; This method allows you t fill the SATELLITE_PEAKS _FRAME
defmethod fill_the frame;

tvars check quest] quest2 questd quest4 questd quest!0 quest!];
Ivars number_of peaks height width area satellite_area_under curve;
Ivars relative_height relative_width relative area;

Ivars i single_satellite_peak frame; )

"SATELLITE_PEAKS FRAME" -> name of framc;
11 -> number of slots;

;i Screen display for the SATELLITE PEAKS_FRAME
ni(3);
P DESCRIPTION OF SATELLITE PEAKS ');nl(3);

make_instance({QUESTION_SLOT))- >slot];
0 -> check;

while (check =0)

do

pr(’1. Please describe the VISIBILITY of the satellite peaks?);ni(2);
pr(’  (a) Satellite peaks have very high intensity;");nl(1);

* (b Satellite peaks are clearly visible;");nl(1);

*  (c) Peaks arc obvious, but not clear;*);nl(1);

" (d) Peaks arc very unclear; or');nl(1);

(c) Cannot scc any satellite peaks at all. ");nl(2);

1TEAR

*Type the letter of your choice ... - >quest];
slot] <- fill_slot("VISIBILITY_OF SATELLITE_PEAKS",quest!);nl(2);
verify_input(slot] < -value) - > check

endwhile;

if not(slot] < -value=(c] or slot] < -value=[B})
then
make_instance({QUESTION_SLOT))- >slo2;
*2. What is the spacing between satellite peaks (in arc secs) *- > quest2;
0-> check;
while (check =0)
do
sho2 <- fil_slot("SEPARATION_OF SATELLITE_PEAKS",quest2);
ul(2);
test_oumber(slor2 < -value) -> check
endwhile;
clsc
make_instance([SLOT)) -> slo2;
slot2 <- fill_slot("SEPARATION_OF_SATELLITE PEAKS",[0]);
endif;

if not(slot! <-valuc=e] or siot! <-vale=[E])
then
make_instance({QUESTION_SLOT])- > siot3;
0 -> check;
while (check=0)
do
pe(’3. How would you describe the relative imcasitics of the plus and minus
satellites?’);nl(2);
pr(’  (a) Extremely asymmetric;');ni(1);
pr("  (b) Very asymmetric;");nl(1);
P (c) Pretty asymmetric;');nk1);
pe(’  (d) Just ssymmetric; or’);nk(1);
pe(’  (¢) Symmetric. *);nk(2);

"Type the letter of your chaice ... - > questd;
sot3 <-
fill_siot("ASYMMETRY_OF_PLUS_AND_MINUS_SATELLITES",quest3);
ak2);



verify_input(siot3 < -value) - > check
endwhile;
clse
make_instance([SLOT]) -> slo3;
slot3 <-
fill_slot("ASYMMETRY OF PLUS_AND_MINUS_SATELLITES",{F]);
eadif;

if not(slot] < -value=[e] or slotl <-value=[E])
then
make_instance(IQUESTION_SLOTY)- > slotd;
*4. How many satellite peaks can you see (estimate)' - > questd;
0 -> check;
while (check=0)
do
slotd <- fill_slot"NUMBER_OF_SATELLITE_PEAKS" quest4);nl(2);
test_integer(slotd < -value) - > check
endwhile;
clse
make_instance([SLOT]) - > slotd;
slotd <- fill_slot"NUMBER_OF SATELLITE_PEAKS",[0]);
endif;

if not(slot] <-value=[¢] or slot! < -value=[E])
then

make_instance([SLOTY)- > slot§;

slot$S <-fill slot("NUMBER_OF_SATELLITE_PEAKS_USED",[2]);nl(3);
else

make_instance([SLOT)) - > slotS;

slotS <- fill_slot("NUMBER_OF_SATELLITE_PEAKS USED" [0});
endif;

if not(slot] <-value=[¢] or slot] <-value={E])
then
pr(’S. DESCRIBE TWO SATELLITE PEAKS’)

eadif;
hd(slot5 < -value) -> number_of peaks;

0 -> relstive_height;
0 -> relative_width;
0 -> relative_area;

0 -> height;
0 -> width;
0-> mrea;

1->1;

until i > number_of_peaks

do
al(3);pe(’

make_instance({SINGLE_SATELLITE_PEAK_FRAME})
-> single satellitc_pesk frame;

single_satellic_pesk frame <- fill_the frame;

single_sutellite_pesk _frame <- logic_format;

SATELLITE PEAK NUMBER: °);pr(i);ni(2);

e
;;;CALCULATE RELATIVE MEASURES
[ iannnd

(smellitc_insensity of peak * sawellite FWHM)/2
-> smellitc_arcs_under_curve;

(height/smettite_intensity of peak) + relative_beight - > relative_height;
satelliec_imensity of peak -> height;

(width/satellite. FWHM) + relative_width - > relative_width;

satelliec FWHM -> width;

(area/satelite_srea_under_curve) + relative_area -> relative_arca;
smeltitc_srea_under_curve -> ares;

Hi=1
thea
smellite_order -> stellite_order 1;
sateiliec_position - > satellite_position !
clse
stciliee_order -> satellite_order 2;
stellite_position - > setellite_position_2
endif;

i+1->1i
eaduntil;
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;+: To stop division by zero
if number_of peaks = 0 or number of peaks = 1
then
2 -> number_of peaks
endif;

(relative beight/(number_of peaks-1)) -> relative height;
(relative_width/(number_of peaks-1)) -> relative_width;
(relative arca/number_of peaks-1) - > relative _arca;

make_instance([SL.OT])- > siot6;
make_instance(|SLOT))- >slot7;
make_instance([SLOTY)- > slot8;

sloth <-

fill slot{"RELATIVE INTENSITIES OF SATELLITES" relative_height);
slot7< fill_slot"RELATIVE_WIDTHS_OF SATELLITES" relative_ width);
slot8 <-
fill_slot("RELATIVE_INTEGRATED INTENSITIES OF SATELLITES®,
relative_area);

al(2);

if not(slot] < -value=:[¢] or slot] <-value=[E])
thea
make_instance({Y_OR_N_QUESTION SLOTY)- >slot9;
pr("6. Are there any SUBSIDIARY INTERFERENCE EFFECTS on the
sateltites’);nl(1);
' (Y/IN) -> quest9;
slot9 <-
fill_slot(*SUBSIDIARY_INTERFERENCE_EFFECTS",quest9);
ni2),
else
make_instance([SLOT]) -> sio9;
slot9 <- fill_slot(*SUBSIDIARY INTERFERENCE_EFFECTS",[N]);
endif;

if not(shot! < -vatuc={e] or siot] < -valuc=[E])
then
make_instance({Y_OR_N_QUESTION_SLOT]))- > skt10;
*7. Do you detect sny PEAK SPLITTING of satellites (Y/N) * -> quest10;
slot10 < -fill_slot(*"PEAK_SPLITTING_OF_SATELLITES",quest10);nl(2);
clse
make_instance({SLOT)) -> slat10;
slot10 <- fill_slot("PEAK_SPLITTING_OF_SATELLITES",[N]);
endif;

if not(slot] < -value ={e] or slot! < -value =[E])

then
make instance([Y_OR_N_QUESTION SLOT])->slt!1;
'8. Arc the higher ordered satellites BROADENED (Y/N) ° -> quest!l;
slotl! <-
fill_slot("BROADENING OF_HIGHER ORDERED_SATELLITES®,
quest11);

al(2);

cise

make ingtance([SLOT]) -> slot1];

siotl] <-

fill_siot("BROADENING OF HIGHER ORDERED SATELLITES",iN]);
codif;

eaddefmethod;

++; Transform the frame into a logic-based format
defmethod logic_format;
assign_fuzzy valuc(slot] <-value,fuzzy visibility) - > satellite_visibility;
bd(slo2 <-value) - > satellite_spacing_of peaks;
if satellite_spacing of peaks > 1.5
then
sbe(1.0-(1.0/sacilite_spacing of pesks)) -> scparation_of_satcllite_peaks
cleif satellite_spacing of_peaks > 0.5
then
sbe(susciliee_spacing of peaks/S.0) -> scparation_of _smeltite_peaks
clse
0.01 -> scparstion_of_smicilite_peaks
endif;
assign_fuzzy_value(slot3 < -value,fuzzy ples_misus_ssymmetry) ->
satellite_asymmetry of plus_and_minus_poaks;
d(slot4 < -value) -> sstellite_number of peaks;
sioth < -value -> satellite_relstive _intensities;
siot7 <-value - > satellite_relative_width_of peaks;
sot8 < -value - > smeltite_relative_intograted_intensities;
assign_upper_casc(siot9 <-valuc)- >utellite subsidiary_interforence_cffects;
if smtellies_subsidiary_intexference_effects = [Y)]



then

1-> satellite_subsidiary_interference effects
clse

0 -> satellite_subsidiary _interference effects
assign_upper_case(slot10 < -value) - > satellite_pcak _splitting;
if sstellite_peak_splitting = [Y]
then

1 -> satellite_peak _splitting
clse

0 -> satellite_peak_splitting
endif;
assign upper_casc(slot] | <-valuc)

-> satellite_broadening of higher order peaks;

if satellite_broadening of higher_onder_peaks = [Y]
then

1 -> satellite broadening of higher_order peaks
clsc

0 -> satellite_broadening of higher_order peaks
endif;

enddefmethod;

endflavour;

:; 15. ZERO_ORDER_PEAK_FRAME OBJECT
flavour ZERO_ORDER_PEAK_FRAME isa FRAME;
ivars slot! slo2 siot3 slod;

;:; This method allows you to fill the ZERO_ORDER_PEAK_FRAME
defmethod fill_the frame;
Ivars check quest] quest3 questd;

*ZERO_ORDER_PEAK FRAME" -> namc_of _frame;
4 -> number_of_slots;

ii;  Screen display for the ZERO_ORDER_PEAK FRAME
ui(3);

pe(’ DESCRIPTION OF THE ZERO_ORDER PEAK );nl(3);

make instance({QUESTION_SLOT])- > shatl;
*1. Please type in the Full Width at Haif Maximum (FWHM) of the zero_order
peak (in arc seconds)’ - > questl;
0 -> check;
while (check=0)
do
slot] <- fill_slot("FWHM", quest1);nl(2);
test_number(slot] < -value) -> check
endwhile;

make_instance({SLOT])- > shoe2;
shot2 <- fill sios("PEAK_BROADENING",[N]);nl(2);

make_instance([QUESTION_SLOT])- > slat3;

'3, What is the integrated intensity of the zero_order pesk’ - > quest3;

0 -> check;

while (check=0)

do
so <-fill_slot"INTEGRATED_INTENSITY_OF_PEAK",quest3);al(2);
test_sumber(siot) <-vahuc) -> check

endwhile;

make_instance(JQUESTION_SLOTY)- > slotd;
0 -> check;
while (check=0)
do
pr(*4. How ASYMMETRIC is the zero_onder peak?’);nl(2);
pe(’ (a) Extremely asymmetric;’);nk(1);
pr(C (b) Very ssymmetric;");nl(1);
pr(’  (c) Pretty asymmetric;");nl(1);
pr(° () Just ssymmetric; or');ui(1);
pr(C () Symmetric.");al(2);
*Type the letter of your choice ..."- >questd;
oM <- fill_slot("ASYMMETRY_IN_PEAK",ques);nl(2);
verify_inpus(sotd <-vahee) -> check
eadwhile;

caddefmethod;
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i;; Transform the frame into a logic-based format
defmethod logic_format;
hdg(slot] <-valug) -> zero order FWHM;
assign upper_casc(slof2 < -valuc) - > zero order peak_brosdening;
hd(slot3 < -value) - > zero order_integrated _intensity of peak;
assign fuzzy valuc(slotd < -value,fuzzy asymmetry)
-> zero_order_asymmetry in peak;
enddefmethod;

endflavour;

:;+ 16. INTERFERENCE_FRINGES_FRAME OBJECT

flavour INTERFERENCE_FRINGES_FRAME isa FRAME;
ivars slot1 stor2 slot3;

;;: This method allows you to fill the INTERFERENCE_FRINGES_FRAME
defmethod fill_the frame;
Ivars check quest] quest2 quest3;

“INTERFERENCE_FRINGES_FRAME" -> name of frame;
3 -> number of slots;

133 Screen display for the INTERFERENCE_FRINGES FRAME
ni(3);

pr(’ DESCRIPTION OF THE INTERFERENCE FRINGES °‘);nl(3);

53 SLOT1

make _instance(QUESTION_SLOTY)- >slot;

0 -> check;

while (check =0)

do

pr{(’1. Are there INTERFERENCE FRINGES on the rocking curve?');nl(2);

*  (a) Very large number of fringes;");ni(1);

(b) A significant number of fringes;");nl(1);

(c) Some fringes;");nl(1);

(d) There MAY BE fringes present’);nl(1);
BUT 1 am not quite certain; or');ni(1);

* (e) No fringes at all.");nl(2);

RERRLY

*Type the letter of your choice ...'- > quest];
slotl <- fill_slot("INTERFERENCE_FRINGES",quest1);nl(2);
verify _input(siot] <-value) - > check

endwhile;

555 SLOT2

if not(siot] < -value=|[c} or slot! < -value=[E])
then
make_instance(fQUESTION_SLOT})- > slot2;
'2. What is the spacing of the interference fringes (in arc secs) - > quest2;
0-> check;
while (check=0)
do

slor2 <-fill_slot("SPACING_OF_INTERFERENCE_FRINGES" ,quen2);
ai(2);
test_number(slot2 < -value) -> check
endwhile;
clse
make_instance([SLOT]) -> slot2;
sio2 <- fill_slot("SPACING_OF_INTERFERENCE_FRINGES" ,{0]);
endif;

351 SLOT3

if not(slot] <-value=[e] or slot! < -value=[E])
then
make_instance(|QUESTION_SLOTY])- > slot3;
0 -> check;
while (check=0)
do
Pr(°3. Plesse describe the VISIBILITY of imerfereace fringes on the layer
peak?);nl(2);
(a) Fringes have very high inteasity; *);nl(1);
(b) Fringes are clemly visible; *);ak(1);
(c) Fringes arc obvious, but not clear;');sl(1);
(d) Pringes are very uaclear; or');ni(1);
(¢) Cannot scc any fringes st all.);nl(2);

_—
e

*Type the letier of your chaice ... '« > questd;



slo3< fill slot("VISIBILITY OF INTERFERENCE_FRINGES" quest3);
nl(2);
verify_input(siot3 < -valuc) - > check
endwhile;
clsc
make_instance([SLOT]) -> skot3;
slot3 <- fill slot("VISIBILITY OF INTERFERENCE_FRINGES",[F]);
endif;

enddefmethod;

;3; Transform the frame into a logic-based format
defmethod logic_format,
assign_fuzzy value(slot] <-value,fuzzy interference) interference fringes;
hd(shor2 < -value) -> spacing of interfereace fringes;
assign_fuzzy value(slod <-value, fuzzy_visibility)
-> visibility_of interference_fringes;
enddefmethod;

. 17. SUBSTRATE_ONLY FRAME OBJECT
flavour SUBSTRATE_ONLY FRAME iss FRAME;
ivars slot] slo2;

;+; This method allows you to fill the SUBSTRATE_ONLY_FRAME
defmethod fill the frame;

tvars experiment_frame substrate_peak_frame interference fringes frame;
Ivars check quest] name of slor2;

*SUBSTRATE_ONLY FRAME® -> name of frame;
2-> number_of slots;

if x=1

then
;;; FILL THE EXPERIMENT FRAME: THIS FILLS SLOTS 1 - 12
make_instancc([EXPERIMENT_FRAME]) - > experiment_frame;
experiment_frame <- fill the frame;

experiment_frame < - logic_format;

cndif;

0-> check;
while (check=0)
do

::; Screen dispiay for the SUBSTRATE_ONLY_FRAME
al(3);
pr(’ SUBSTRATE ONLY STRUCTURE');nl(3);

:;; FIRST QUESTION: FILLS SLOTS 1 & 2

pe(*1. How many peaks are there in the rocking curve?’);nl(2);
prC  (a) ome pesk;");al(1);

pr("  (b) more than onc pesk;’);al(1);

pr(’ (c) 0o peaks whatsocver.);nl(2);

1i; Assign leading question to & variabic: questl
*Type the letter of your choice ... - >quest];

make_instance([QUESTION_SLOT))- >sot1;
slot! <- fill_siot("NUMBER_OF_PEAKS",quest]);nl(2);

make_instance([SLOT])- >slor2;
*HOW_MANY_PEAKS"->name_of sio2;

1-> check;
if (siot] <-valwc=(s} or slot] <-valse=[A])
then
shot2 <- fill_slot(mame_of siot2,’ome peak’);
1 -> number_of pesks_is_onc;
clseif (slot! < -valwe=[b] or siotl <-value=[B])
thea
so2 <- fill got(nsme_of_siot2,’more than one peak’);
1-> sumber_of pesks is_mare_them_omc;
elgeif (slotl < -value=[c] or slot1 < -value=[C])
then
slo2 <- fill_slot(same_of slot2,'no peaks whatsocver ),
1-> sumber of pesks is_some;
return()
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else
nl(4);pr(*You have typed an incorrect answer to this question ...");
nl(2);pr(’ Please, try again ...");nl(1);
0 -> check;
endif;
endwhile;

if (slo2 < -value = 'ooc peak’ or slor2 < -value = *more than one peak’)
then
make_instance(ISUBSTRATE_PEAK FRAME]) - > substrate peak frame;
substrate peak _frame <- fill the frame;
substrate peak frame <- logic format;
cancel substrate peak frame;

make_instance(INTERFERENCE_FRINGES FRAME})
-> interference_fringes frame;
interference fringes frame <- fill_the frame;
imerference_fringes frame < - logic_format;
endif;

enddefmethod;

;;; Transform the frame into a logic-based farmat
defmethod logic_format;
0 -> number_of layers;

enddefmethod;

endflavour;

i;;  18. SINGLE_LAYER_FRAME OBJECT
flavour SINGLE_LAYER FRAME isa FRAME;
ivars slot! slot2 slot3 slotd slotS;

;+» This method allows you to fill the SINGLE_LAYER_FRAME
defmethod fil}_the frame;

Ivars experiment_frame;

Ivars substrate_peak frame layer_peak frame interference fringes frame;

tvars i check quest] name_of slo2 quest3 questd quents;

"SINGLE_LAYER FRAME" -> name_of frame;
34 -> pumber of_slots;

+i; Screen display for the SINGLE_LAYER_FRAME
nl(3);
pe(’ A SINGLE LAYER STRUCTURE");ni(3);
if x=1
then
make_instance((EXPERIMENT FRAME]) -> experiment_frame;
experiment_frame < - fill the frame;
experiment_frame < - logic_format;
endif;

if x=1

then
1->1i;
make instance(JLAYER_FRAME])) -> layer_frame;
layer frame <- fill_the frame;

layer_frame <- logic_format;

cadif;

0 -> check;
while (check =0)
do

nl(3);
o

pCl.
b
b
wC
wC
*Type the letier of your choice .- >quest;

meke_instance(IQUESTION_SLOT])-> siatt ;
siot! <- fill slof"NUMBER OF PEAKS" questl);nk2);

DESCRIPTION OF THE CURVE');nl(3);

How many peaks are there in the rocking curve?');ni(2);
(a) onc peak;');nK1);

(b) two peaks;”);al(1);

(c) more than two peaks;’);ni(1);

(d) no peaks whatsoever. ');al(2);

make_instance([SLOT))- >slo2;
"HOW_MANY_PEAKS"->namc_of_sior2;



1-> check;
if (slotl <-value=[a] or slot] <-value={A])
then
slot2 < - fill_slot(name_of _slot2,"one peak’);
1 -> number_of_peaks_is_onc;
clscif (slot] < -value=[b] or slot] < -value=[B])
then

slor2 <- fill_slot(name of slor2,’two peaks’);
1 -> pumber_of peaks is_two;

claeif (slot! < -value=[c] or slott <-value=[C])

then
slor2 <- fill_slot(name of slot2, more than two peaks’);
1 -> number of_peaks is_more_than two;

clacif (slot1 < -valve=[d] or slot! < -value={D])

then
slo2 <- fill_slot(name of slot2,'no peaks whatsocver’);
1-> number_of peaks_is_nonc;

clsc
al(4);pr(’ You have typed an incorrect answer to this question ...");
0}(2); pr(' Please, try again ...");nl(2);
0-> check

endif;

endwhile;

if (slot2 < -valuc = "one peak’ or slot2 < -value = 'two peaks’ or slot2 < -value
= "more than two peaks')
then
make_instance([Y_OR_N_QUESTION_SLOT])-> slat3;
*2. Does the layer peak overlap with the substrate peak (Y/N)' -> quest3;
slo3 <- fill_slot("OVERLAP" quest3);nl(3);

if slo2 <-value = ‘onc peak’
then
make_instance([SLOT])- > slotd;
slowd < -fill_slot("PEAK_SPLITTING", [0])
clse
make_instance(JQUESTION_SLOT))- > skot4;
*2(s). Type in a measure of PEAK SEPARATION between the substrate and
Isyer peaks (in arc seconds):’ - > quest4;
0 -> check;
while (check =0)
do
siotd < - fill_slot(“PEAK_SPLITTING",quest4);ni(3);
test_sumber(slotd < -value) - > check;
endwhilc;
eadif;

if x=1
then
make_instance([TY_OR_N_QUESTION_SLOT))- >slotS;
*3. Is there s possibility of 8 RELAXED layer at the interface (Y/N)?*
-> quents;
slotS < - fill_slot("RELAXED_LAYER",qucstS);

if slotS <-value = 'Y’
then
1-> relaxed_mismatch_is_high;
clse
0 -> relaxed mismatch is high;
endif’;
clse
make_ingunce({SLOT])- > slotS;
slotS < - fill_slot("RELAXED_LAYER" relaxed layer)
endif;

make_instance([SUBSTRATE_PEAK_FRAME]) - > subsrate_peak_frame;
substrate_peak frame <- fill the_frame;

substrate_peak_frame < - logic_format;

cancel substrate_peak_frame;

if (slor2 <-valuc = 'two peaks’ or slot2 <-value = "more than two peaks’)
then
make_instaacc((LAYER_PEAK_FRAME]) -> layer_pesk frame;
Inyer_peak_frame <- fill the frame;
layer_pesk_frame <- logic_format;
endif;

make_ingtance([INTERFERENCE_FRINGES_FRAMEY])
-> interference_fringes_frame;

imserference_fringes_frame <- fill_the faame;

interference fringes frame <- logic_format;

cancel interfereace_fringes_frame;
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if spacing_of interference fringes < 3
then
1 -> spacing_of _interference_fringes is low;
elsc
0 -> spacing_of interference fringes is low;
endif;
else
make_instance([SLOTY)- > slot4;
slot4 <- fill_slot(*PEAK_SPLITTING",[0]);
make_instance([SLOT])- > slot$;
slot5 <- fill_sloq"RELAXED_LAYER" | “relaxed_layer])
cadif;

enddefmethod;

;5; Transform the frame into a logic-based format
defmethod logic format;
varsa b;

1 -> number_of layers;

if substrate_material - layer material
then

1 -> substrate_material_equal_to_layer;
else

0 -> substrate_material equal to_layer;
endif;

if layer_thickaess > 0.5
then

1 -> layer_thickness greater_than half micron;
else
0 -> layer_thickness greater than half micron;
endif;

if layer_thickness < 5.0
then

1-> layer_thickness_less_than 5_microns;
clse

0 -> layer_thickness_less_than 5_microns;
endif;

slo2 < -value - > number_of_peaks;

assign_upper_casc(slot3 < -value) - > substratz layer peak overiap,

hd(slot4 < -valuc) - > pesk_splitting;

if peak_splitting < 150
then

1 -> peak_separation_is_low;
che

0-> pesk_scparation_is_low;

if peak_splitting > 150 or pesk_splitting = 150
then

1-> peak_splitting is_high;
clse

0 -> peak_splitting_is_high;
endif;

if peak_splitting = 0
then

1 -> pesk_splitting is_zevo;
clse

0 -> peak_splitting is_zero;
endif ;

assign_upper_case(siot < -value) - > relaxed layer;

3 * layer FWHM -> a;
3 * substrate FWHM -> b;
ifa>b
then
8 -> three times width_of peak;
clse
b -> three_times_ width_of pesk;
endif;
if pesk_splitting < three_times_width_of pesk
then
1 -> pesk_splitting_lesm_than_three times width_of peak;
clac

0-> pesk_splitting_lcm_then_three_times_width_of_peak;



endif;
if layer _integrated_intensity of peak = 0
then
1 -> layer_integrated_intensity of peak is_zeru;
else

0 -> layer_integrated intensity of peak _is_zero;
endif;

if number_of_peaks = 'onc peak®
then

0.0 -> intensity of layer peak
chie

if ((2* layer_integrated_intensity of peak) / (syer FWHM * 100)) > 100

then
0.9 -> intensity of_lsyer_peak;
clseif ((2 * layer_integrated_intensity of peak) / (layer FWHM * 100))
> 60
then
0.7 - > intensity of layer peak;
elaeif ((2 * layer_integrated_intensity of peak) / (layer FWHM * 100))
> 40
then
0.5 -> intensity of layer peak;
elseif ((2 * layer_integrated_intensity of peak) / (layer FWHM * 100))
>20

then

0.3 -> intensity of layer peak;
clsc
0.1 -> intensity of layer _peak;
endif;
endif;

enddefmethod;

cadflavour;

:;  19. A_NUMBER_OF_LAYERS_FRAME OBJECT
flavour A_ NUMBER_OF_LAYERS_FRAME isa FRAME;
ivars slot1 slot2;

13; This method allows you ® fill the A NUMBER_OF_LAYERS_FRAME
defmethod fill_the frame;
Ivars check i quest!;

*A_NUMBER_OF_LAYERS_FRAME" -> namc_of frame;
2 -> sumber_of_slots;

make_ingtance({QUESTION_SLOT])- >slat];

*2. How many layers arc there in the structure - > quest];
0 -> check;

while (check=0)

do

siot] <- fill_slot{"NUMBER_OF_LAYERS",quest1);nl(2);
test_intcger(slat! <-valuc) -> check
eadwhile;

;;; FILL LAYER_FRAMEs;

hd(slot1 < -valuc) - > oumber_of layers;
scwarray([! “number_of_layens]) -> layer_frame;
1->i;

until i > sumber_of_layers

do

a(2);

al(2);

pr(°3. Layer Number: *);pr(i);nl(2);
make_instance{(LAYER_FRAME]) - > layer_frame(i);
Iayer_frame(i) <- fill the frame;

i+1->1i

enduntil;

5 SLOT 2

make_instance((SLOT))- > slo2;
sor2 <- fill_slot("NUMBER_OF_BLOCKS",{1]);n}(2);

enddefmethod;
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;:; Transform the frame into a logic-based format
defmethod logic format;
hd(slot1 <-value) - > number of layers;
hd(slo2 < -value) - > number of blocks;
enddefmethod;
endflavour;
20. MULTIPLE LAYFRS SUB_FRAME OBJECT

flavour MULTIPLE LAYERS SUB_FRAME isa FRAME;

ivars slot1 slo€2;

;3; This method allows you to fill the MULTIPLE_LAYERS SUB_FRAME
defmethod fill_the frame;

Ivars i experiment frame a number_of kryers_frame quest! quest2 check;
fvars substrate_peak frame multiple layer peaks frame;

Ivars interference fringes frame;

"MULTIPLE_LAYERS SUB FRAME" -> name of framc;
1 -> number_of_shots;

if x=1

then
make instance({EXPERIMENT FRAME]) -> experiment_frame;
experiment_frame <- fill_the_frame;
experiment fame <- logic format

endif;

nl(3);
g DESCRIPTION OF THE LAYERS IN THIS

STRUCTURE’);nl(3);

if x=1
then
make_instance(|[A_NUMBER _OF _LAYERS_FRAME]))
a_number_of layers frame;
a_number_of layers frame <- fill_the frame;
a_number_of layers frame <- logic_format
codif;

->

make_instance([QUESTION_SLOT)) -> slatl;
'4. How many peaks in the curve’ -> quest!;
0 -> check;
while (check =0)
do
slot] <-fill_sit("NUMBER_OF_PEAKS",quest!);
test_number(slot] <-value) -> check
eadwhile;

if hd(slot! < -value) = 0
then

1-> number_of peaks is nooc;
clse

0 -> number_of peaks is nonc;
cndif;

if hd(slot! <-value) = (number_of layers + 1)
thes

1 -> correspondence_between_layers_and peaks;
clse

0 -> correspondence_between layers_and _peaks;
endif;

make_instance([SUBSTRATE_PEAK_FRAME]) -> substrate_pcek_frame;
substrate pesk_frame <- fill_the frame;
substrate_peak_frame <- logic_format;

make_instance([Y_OR_N_QUESTION_SLOT))- >slot2;
*4, Is the submrate peak sphit(Y/N)' - > quest2;
slo2 <- fill_slot("SPLIT_SUBSTRATE_PEAK" quesi2);
if slo2 <-valwe = 'Y’
then
1-> wplit_sbsrate_peak
clse
0 -> split_sbstrate_peak
endif;

make_instance(IMULTIPLE_LAYER_PEAKS_FRAME])
-> mukiple_layer_peaks frame;

multiple_layer peaks frame <- fill_the_frame;

multiple_layer_peaks frame <- logic_formwt;

make instance({INTERFERENCE FRINGES FRAME])
-> imerfereace_fringes_frame;



interference_fringes_frame <- fill_the frame;
interference_fringes frame < - logic_format;

enddefmethod;

endflavour;

;i 21, BLOCK_OF LAYERS_FRAME OBJECT

fiavour BLOCK_OF _LAYERS_FRAME isa FRAME;
ivars slot] slot2;

;»; This method allows you to fill the BLOCK_OF LAYERS_FRAME
defmethod fill_the frame;
Ivars i check quest] quest2;

"BLOCK_OF_LAYERS FRAME"® -> name of frame;
2 -> number of_slots;

if number _of layers=2
then
pr(’1. There are TWO layers per block in an MQW structure. ');nl(2);
pr(" PLEASE DESCRIBE EACH LAYER’);
make_instance([SLOT])- > slot1;
sot! <- fill slot("NUMBER_OF_LAYERS",[2]);n}(2);
clse
*1. How many layers in each block’ - > questl;
make_instance([QUESTION SLOTY)- > slot];
0 -> check;
while (check =0)
do
slotl <- fill_slot"NUMBER_OF_LAYERS" questl);nl(2);
test_integer(siot] <-value) - > check
codwhile;
endif;

;:; FILL LAYER_FRAME;:

bd(siot] <-value) - > number of layers;
oewarray([1 "number_of layers]) -> layer frame;

1->i;

until i > number of lsyers

do
nk(2);
pr(°2. Layer Number: *);pr(i);nl(2);
meke_instance([LAYER_FRAME]) - > layer_frame(i);
layer_feame(i) <- fill_the frame;
i+1->1i

eaduntil;

ai(3);

make _instance(IQUESTION_SLOT])- >slot2;

'3, How many blocks in this structure’ -> quest2;

0 -> check;

while (check =0)

do
slo2 <- fill_slot("NUMBER_OF_BLOCKS"®,quest2);nl(2);
test_imteger(sior2 < -value) -> check

endwhile;

enddefmethod;

;;; Transform the frame into & logic-based format
defmethod logic_format;
hd(slot] < -value) - > sumber_of layers;
hd(slot2 <-value) - > oumber_of_blocks;

eaddefmethod;

cadflavour;

:; 22, SUPERLATTICE_FRAME ORJECT
fiavour SUPERLATTICE_FRAME isa FRAME;
fvars slot] slot2 slor3 slotd;

This method allows you to fill the SUPERLATTICE_FRAME
fill_the_frame;
Ivars cxperiment_frame block_of_layers_frame;

"

Ivars satellite peaks frame substrate peak frame zero order peak frame;
Ivars interference_fringes_frame;
Ivars check quest] quest2 quest3 quest4;

"SUPERLATTICE_FRAME" -> name of frame;
3 -> number_of slots;

if x=1

then
make_instance([EXPERIMENT FRAME]) -> experiment frame;
experiment frame <- fill_the frame;
experiment_frame <- logic_format

endif;

ni(4);pr(’ DESCRIPTION OF BLOCK OF LAYERS");2l(3);

if x=1
then
make_instance(fBLOCK _OF LAYERS FRAME)})
-> block_of layers frame;
block_of layers frame <- fill_the framc;
block of layers frame <- logic_format
endif;

if x=1
then
make_instance((QUESTION_SLOTY))- > shat ;
*4. Can you estimate the THICKNESS of the superlattice in microns’

-> quest];
0 -> check;
while (check=0)
do

slot] <- fill slot("THICKNESS OF _SUPERLATTICE",quest]);nl(2);
test_number(slot] < -value) -> check
endwhile;

if hd(slot! <-valuc) < 0.5
then

1-> thickness_of_superlattice_less_than half micron;
clse
0 -> thickness_of_superlattice_less than half micron;
endif;
clse

make_instance{{SLOT))- >slotl;

sot! <-

fill_slot("THICKNESS OF_SUPERLATTICE",["thickncss_of_superiattice])
cndif;

nl(3);
peC GENERAL DESCRIPTION OF THE CURVE’);nl(2);

make_instance([Y OR N_QUESTION SLOT])->slot2;

*1. Arc there MORE THAN TWO main peaks for the superiattice(Y/N) *
-> ques2;

slo2 <- fill slot"MORE_THAN_TWO_PEAKS",quest2);nl(2);

if dor2 <-value = [N]
then

1-> number_of pesks is nonc;
else
0 -> oumber_of_peaks is nonc;
endif;

make_instance([Y_OR_N_QUESTION_SLOT])- >slot3;

*2. Can you identify the substrate peak, zero-order pesk and the satellite peaks
(Y/N)* -> quest3;

slot3 <- fill_slot("IDENTIFY_THE_PEAKS",quest3);nl(3);

make_instance({SATELLITE_PEAKS_FRAME]) -> satellitc peaks_frame;
satellite_peaks_frame <- fill_the frame;
satellisc_peaks frame < - logic_farmat;

make instance([SUBSTRATE_PEAK FRAME]) -> sbetratc_peak frame;
swbstrate_peak_frame <- fill_the_frame;
substrate peak _frame < - logic_format;

make_instance([ZERO_ORDER_PEAK _FRAME])) >ecro_order_peak_frame;
zero_order_pesk_frame <- fill_the frame;
2e10_order_pesk frame <- logic_format;

make_instance(JQUESTION_SLOTY) -> slod;
ni(3);

pr(’ PEAK SPLITTING");nl(2);

*1. Type in s measure of PEAK SEPARATION betwees the sebetrate sad



zero-order peaks(in arcs secs)” -> questd;

0-> check;

while (check = 0)

do
slot4 <- fill_slot("PEAK_SPLITTING",questd);nl(2);
test_number(slot4 < -value) - > check

endwhile;

hd(slot4 < -value) - > peak_splitting;

;;; Porce the system to calculate mismatch ...

0.2 -> experimental _mismatch;

if type_of structurc_bas_additional_layers = 1
then
make_instance([INTERFERENCE_FRINGES_FRAME])
-> interference fringes_frame,
interference_fringes frame <- fill_the_frame;
interference_fringes frame <- logic_farmat;
endif’;

enddefmethod;

;3; Transform the frame into a logic-based format
defmethod logic_format;
hd(slot] < -value) -> thickness of superlattice;
assign_upper_case(slo2 < -value) -> more_than_two_peaks;
if more_than_two_pesks = [Y]
then
1 -> more_than_two_peaks
clse
0 -> morc_than_two_peaks
eadif;
assign_upper_casc(slot3 < -value) -> identify the peaks;
if identify the pesks = [Y]
then

1 -> identify the peaks
else

0 -> identify the_peaks
endif;

if satellite_spacing of peaks > 0
then

1 -> satellite_spacing_greater_than _zero;
clse
0 -> matellitc_spacing_greater_than_zero;
codif;

if satellite_brosdening of higher_order peaks = [Y]
then

1 -> satellitc_brondening of higher order peaks;
else
0 -> sacilite_broadening of _higher order_peaks;
endif;

if stellite_subsidiary_interference_effects = [Y)
then

1 -> stellite_subsidiary interference_effects;
clee
0 -> mtellite_subsidiary_interference_cffects;
cadif;

if smtellite_relative_width_of peaks > 0
thes

1-> saelliee_relstive width of peaks_grester than_zero;
el
0 -> micllite_relative width_of peaks_greater than_zero;
endif;

if sstellite_relative_integrated intensitics > 0
thea

1 -> smelliee_relative_integrated_intensitics_grester_than_zero;
clse

0 -> sstellite_relstive_integrated_intensitics_greater than zero;
cadif;

enddefmethod;
cadflsvour;

;3»  23. MULTIPLE LAYERS_FRAME OBJECT

flavour MULTTPLE_LLAYERS FRAME isa FRAME;
ivars slot];

++; This method allows you to fill the MULTIPLE_LAYERS FRAME
defmethod fill_the_frame;

Ivars mukiple layers sub frame superlattice frame;

Ivars questi;

"MULTIPLE_LAYERS FRAME" -> namc_of frame,
1-> number of slots;

if x=1
then
al(3);
pr(’ DESCRIPTION OF THE LAYERS IN THIS
STRUCTURE");nl(3);

'1. Are the layers built up in blocks e.g. ABA etc.(Y/N)' -> quest];
make_instance([Y_OR_N QUESTION SLOT])->slot!;
slot] <- fill slot"LAYERS_IN_BLOCKS",quest]);nl(2)
clse
make_instance([SLOT])- > stotl;
slotl <- fill slot("LAYERS_IN_BLOCKS" layess_in blocks)
endif;

if siot] <-value=[n} or slot! <-value=[N]

then
make_instance(MULTIPLE_LAYERS SUB FRAME])

-> multiple_layers_sub_frame;

multiple_layers_sub_frame <- fill the frame;

else
1-> type_of structure is MQW;
0 -> type_of structure is_multiple_layers;
"MQW structure’ -> type_of_structure;
make_instance([SUPERLATTICE_FRAME}) - > superlattice frame;
superiattice_frame <- fill_the frame;
superlattice frame <- logic_format;

endif;

enddefmethod;

;+; Transform the frame into a logic-based format
defmethod logic_format;

assign_upper_case(slot! <-value) - > layers_in_blocks;
enddefmethod;

endflavour;

s 24. MQW_STRUCTURE_FRAME OBJECT
flavour MQW_STRUCTURE_FRAME isa FRAME;

;+; This method allows you w fill the MQW_STRUCTURE_FRAME
defmethod fill_the frame;
Ivars superiattice_frame;

"MQW_STRUCTURE_FRAME"® -> name of frame;
0 -> number_of slots;

ifx=1
then
s Screen disphay for the MQW_STRUCTURE_FRAME
nl(3);
peC’ A MULTIPLE QUANTUM WELL STRUCTURE');ni(3);

2 -> number_of layers
endif;

make_instance([SUPERLATTICE_FRAME]) - > superisttice_frame;
superiattice frame <- fill_the_frame;

superisttice frame <- logic_format;

enddefmethod;

;+; Transform the frame into a logic-based format

defmethod logic_format;

caddefmethod;

endflavour;



i 25. SUPERLATTICE WITH A_FEW_LAYERS FRAME OBJECT
flavour SUPERLATTICE_WITH_A_FEW_LAYERS_FRAME isa FRAME;
ivars slot] slon2 slot3 sloté slotS siot6 siot7 stots;

;+» This method allows you to fill the

:;; SUPERLATTICE_WITH A FEW LAYERS FRAME

defmethod fill_the_frame;

ivars layer_frame multiple_layer peaks frame interference_fringes frame;
Ivars superiattice_frame;

Ivars check i quest] quest4 quest? quest8;

Ivars top_composition top_thick batom_composition battom_thickness;

"SUPERLATTICE WITH A_FEW_LAYERS_FRAME"-
8 - > number_of slots;

>name _of_frame;

ifx=1
then
nl(3);
pC A SUPERLATTICE WITH A FEW LAYERS ’);nl(2);
pr("  FIRST DESCRIBE THE EXTRA LAYERS, THEN THE
SUPERLATTICE);nl(3);

'1. How many layers top the superistice °->quest];

make_instance([QUESTION SLOTT)- >slot1;

0 -> check;

while (check =0)

do
slot! <- fill_slot(*"NUMBER_OF_TOP_LAYERS" quest1);ni(3);
test_integer(siot] < -valuc) -> check

cadwhile;

hd(slot] < -valuc) -> number_of_layers;
newarray({1 “number_of_layers]) - > top_composition;
newarray([! “number_of_layers)) - > top_thickness;

1->14;
until i > number_of layers
do
pr(’2. Top Layer Number: *);pr(i);nl(2);

make_instance({LAYER_FRAME]) - > layer frame;
Isyer_frame <- fill_the frame;
Iayer_frame < - logic_format;

layer_composition -> top_composition(i); nl(2);
layer_thickness -> top_thickness(i); nl(3);

i+l1->1
enduntil;ni(1);

make_instance([SLOT)- > slor2;

slo2 <- fill_ghot("COMPOSITION_OF_LAYERS",top_composition);
make_instance([SLOT])- > shot3;

slot3 <- fill_slot"THICKNESS_OF_LAYERS" top_thickness);ni(2);

*3. How many layers beneath the superlattice '- > questd;
make_ingtance(|QUESTION_SLOT])- > siotd;

0 -> check;

while (check =0)

do

slotd <- fill_slot("NUMBER_OF BOTTOM_LAYERS" quen4);nl(3);
tem_integer(siotd < -value) -> check
endwhile;

hd(slot4 < -value) - > number of hyers;
newarray([1 “number_of layers]) -> battom_composition;
newarray([1 “number_of _layers]) -> bottom_thickness;

1->1;
until i > sumber_of_lsyers
do
(4. Botom Layer Number: °);pr(i);al(2);

make_instance([LAYER_FRAME]) -> layer_framc;
- frame <- fill_the frame;
Iayer_frame <- logic_format;

Iayer_composition - > bottam_composition(i); nl(2);
layer_thickness -> bottom_thickness(i);nl(3);

i+1->i
caduntil;nl(1);
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make instance([S1.OT])- > siot5;

slots <-

fill slot("COMPOSITION OF_BOTTOM_LAYERS",bottom_composition);
make instance([S1.OT])- > slot6;

slots <-

fill_slot("THICKNESS_OF BOTTOM_LAYERS" bottom_thickness);nl(2)

else

make _instance({SLOT])- >slot];

make_instance(]SLOT])- > slot2;

make_instance({SLOT])- > slot3;

make_instance({SLOT])- > siotd;

make_instance([SLOT])- > staes;

make_instance([SLOT))- > slot6;

slat! <-
fill_slot("NUMBER OF TOP LAYERS",{ number_of top_layers]);

slo2 < -fill_slot("COMPOSITION _OF LAYERS",top_layer_composition);
slot3 <- fill_slot(*"THICKNESS_OF_LAYERS" top_layer thickness);

slotd <-
fill_siot("NUMBER_OF BOTTOM _LAYERS" [ number_of bottom_layers));
slots <-

fill_slot(*COMPOSITION_OF_BOTTOM_LAYERS*,

bottom_layer composition);

slot6 < -

fill_slot("THICKNESS_OF BOTTOM_LAYERS" bottom_layer_thickness);
endif;

make_instance(JQUESTION_SLOT])- >sl7;

'5. How many PEAKS are there in the rocking curve * - > quest7;
0 -> check;

while (check =0)

do

slot? <- fill_slot("NUMBER_OF_PEAKS*,quest?);nl(2);
test_integer(siot7 <-value) -> check
endwhile;

make instance([Y_OR_N_QUESTION_SLOT])- > sdot8;
*6. Do the layer peak(s) overlap with the other peaks (Y/N)' -> quest8;
slot8 <- fill_slot("OVERLAP® quecst8);nl(3);

make_ingtance([MULTIPLE_LAYER PEAKS_FRAME])
-> multiple_layer peaks frame;

muttiple Ixyer peaks frame <- fill the frame;

muhtipic_layer peaks frame <- logic_format;

make_ingtance([SUPERLATTICE_FRAME]) -> speriattice_frame;
superlsttice frame <- fill_the frame;
superiattice frame <- logic_format;

enddefmethod;

++; Transform the frame into a logic-based format
defmethod logic_format;
bd(slot] <-value) -> number_of_top_layers;
slot2 <-valuc - > top_layer_composition;
slot3 <-value -> tp_layer thickness;
hd(siot4 < -valuc) -> number_of botiom_layers;
slotS <-value - > bottom_layer_composition;
slot <-value - > bottom_layer_thickuess;
hd(slot? < -value) - > number of peaks;
assign_upper_case(siot8 <-value) - > overlap_of peaks;
enddefmethod;

endflavour;

;33 26. FRAME_SYSTEM OBJECT

flavour FRAME_SYSTEM;

ivars leading_frame;

ivars substrate_only frame single lsyer framce singlc graded layer frame;
ivars multiple_layers frame MQW_structure_frame;

ivars superisttice with a_few_layers_frame superiattice_frame;

defmethod ask_the leading question;

0 -> type_of_structure_is_substrate_oaly;
0 -> type_of_structure is single layer;

0 -> type_of_structure_is multiple_layers;
0 -> type_of_sructure_is MQW;




0 -> type_of structurc_has additional layers;

make instance([LEADING FRAME])) - > leading_frame;
leading frame <- fill the frame;

leading frame < - logic_format

enddefmethod;

;3; FILL THE FRAME SYSTEM USING USER RESPONSES TO
QUESTIONS
defmethod fill_the frame_system(x);

if type_of_structure2 = "additional layers’

then

‘superiattice capped with a few layers top and battom’ - > type of structure
endif;

if type_of _structure = "substrate only’

then
make_instance([SUBSTRATE_ONLY_FRAME]) -> substrate oaly frame;
substrate_only frame <- fill the frame;
substrate_only frame <- logic_format;

clseif type_of structurc = 'a single layer’

then
make_instance([SINGLE_LAYER_FRAME]) -> single_layer_frame;
single layer_frame <- fill_the frame;
single_layer frame <- logic_format;

elseif type_of structure = 'multiple layers’

then
make_instance(IMULTIPLE_LAYERS_FRAME])- >multiple layers_frame;
multiple_layers_frame <- fill_the_frame;
multiple_layers_frame <- logic_format;

‘no additional layers’ - > type_of structure2;
elseif type_of structure = "MQW structure’
then

make instance([IMQW_STRUCTURE_FRAMEY])- >MQW _structure_frame;
MQW_structure frame <- fill the frame;
MQW_structure_frame < - logic_format;

'00 additional Iayers’ - > type of structure2;

elseif type_of_structure2 = 'additional layers’ or
type_of_structure = "superlattice capped with a few layers wp and botom’
then
make instance(ISUPERLATTICE_WITH_A_FEW_LAYERS FRAME])
-> muperiattice with a_few_layers_frame;
superiutticc with_a_few_layers frame <- fill the frame;
superiattice_with_a_few_layers frame < - logic_format;

'MQW structure’ -> type_of_structure;
‘additional layers’ -> type_of_structure2;

clse
make_instance([SUPERLATTICE_FRAME]) -> superiattice_frame;
mperiattice_frame < - fill_the_frame;
superisttice_ frame < - logic_format;
'MQW structure’ -> type_of_strecture;
*no additional layers® - > type_of_structure2;
endif;

caddcfmetbod;
endfigvour;

;i; 27. STRUCTURAL_PARAMETERS_FRAME OBJECT
flavour STRUCTURAL_PARAMETERS_FRAME im FRAME;
ivars siot] stot2 stot3 siow slot3;

+;; This method allows you to fill
;;; the STRUCTURAL _PARAMETERS_FRAME
defmethod fill the frame;

fvars delta_theta theta v;

Ivars lambids;

varshkl;

Ivars Li Lj thetai thetaj;

Ivars deltn_big_dekta_theta big deits thets;

ivars delta_thets_p gamma_b;

*STRUCTURAL_PARAMETERS® -> name_of_frame;
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7 -> number of slots;

if relaxed_layer = [Y}]

then

0.8 -> relaxation

endif;

;+; Derive the Experimental Mismatch: Fill slot1
peak_splitting - > delta_theta;

Bragg angle -> theta;

wavelength - > lambida;

if experimental mismatch > 0.1

then
if tan(theta) =0
then
theta+ ! -> theta
endif;

-(delta_theta)*(1/tan(theta)) -> experimental mismatch;
++; Derive the Relaxed Mismatch: Fill siot2

Poisson_ratio -> v;

cxperimental_mismatch*(1-v)/(1 +v) -> rclaxed_mismatch;
else
0-> relaxed mismatch
endif;

make_instance([SLOT]) -> slot];

siot] < -fil_slot("EXPERIMENTAL_MISMATCH" experimental mismatch);
make_instance([SLOTT) - > slo2;

sior2 < fill_slot("RELAXED MISMATCH" relaxed mismatch);

;33 Derxive period of superlatice: Fill slot3

satellite_order_1 -> Li;
satellite order 2 -> Lj;
((sstellite position 1/60) + theta) -> thetai;
((satellite_position 2/60) + theta) - > thetaj;

if period_of superiattice >0.125
then

if sin(thetai) = sin(thetaj)

then

thetai +1 -> theti

endif;

en(‘lliif - Lj)*tambda / (2*(sin(thetai) - sin(thetaj))) - > period_of superiatice;

clean(period_of superiattice) -> period_of superiattice;

make instance([SLOT]) - > slot3;
slog3 < fill_slot(*"PERIOD_OF _SUPERLATTICE" ,period_of_superiattice);

;+: Derive period dispersion of superiattice: Fill slotd

satellite FWHM -> delta_big delta_thetn;
aba(thetai-thetaj) -> big_delta_theta;

if period_dispersion > 0.125
then

if (cos(theta)*big_deha_theta) =0
then
theta+1 -> theta;
big_deta_theta 41 -> big_delta_theta
endif;
(Li - Lj)*lambda*delta_big_dcka_theta /
((cos(theta))*(big_delta_theta*big_dcita_theta))
-> period_dispersion;

clean(period_dispersion) -> period_dispersion;
make_instance(ISLOT]) -> slowé;

slot4 <-fill_slot("PERIOD_DISPERSION* period_dispersion);
:3; Derive layer thickness: Fill sotS

if spacing of interference fringes = 0
then
if wavelength=1.541 and type_of _structure ="3 single layer’
then
load thick.p;



clse
0 -> thickness of layer
endif;
else
spacing_of_interference_fringes -> delta_theta p;
cos(theta +90) -> gamma h;

if delta_theta_p=0
then
delta_thets p+1 -> delta_theta p
cndif;
if sin(2*theta) =0
thea
theta+1 -> theta
endif;

+»; Change from arc seconds into radians
(theta * 2 * pi) / (3600 * 360) - > theta;

(lambda * gamma_h) / (delta_theta_p * sin(2*theta)) - > thickness_of _layer;

;;; Change from Angstroms t0 microns
thickness_of_layer / (10 ** 4) -> thickness of layer;
clean(thickness of layer) - > thickness of layer;

if thickness of layer < 0
then
(-1)*thickness of layer -> thickness_of _layer
cadif;
cndif;

make_instance([SLOT]) - > slot$;
slotS < -fill_slot("THICKNESS_OF LAYER" thickness of layer);

clean(Bragg angl) - > Bragg angle;
caddefmethod;

;:: Print out the contents of the STRUCTURAL_PARAMETERS FRAME
defmethod printsclf;
ivars slot;
ul(2);
pe( )
nl(2);

if type_of_structure = 'substrate only’

then
pe¢ 1. GENERAL INFORMATION');ul(2);
pe('The Bragg angle is equal to *); pr(mmzle)pr( dewees :al(3);
pr('Press ENTER 1o continue ... *);readtine() -> value;
pe( )
aks);
pr(" 2. INFERRED CONSEQUENCES');nl(2);

if (characterigtic_curve > 0.1)

thea
pr('RULE 13 HAS BEEN FIRED');ni(1);
pe("This is the characteristic curve for a substrate only structure.*);nl(1);
PrC'Ht is a curve of oac peak ooly.");ni(2);

clse
pr(’RULE 13 HAS NOT BEEN FIRED');ni(1);
pe('This is not the chamacteristic curve for a substratc only
structure.*);al(1);
pr(’The characteristic curve is of one peak only. ");nl(2)
endif;

if (strain_in_surface_layer_of_sample > 0.1)
thea
pr("RULES 6 - 9 HAVE BEEN FIRED’);0k1);
pr("There is *);pr(strain_in_surface_layer_of_sample);
pr(* evidence of srain in surface layer of ssmple.’);0i(1);
pr(’This is indicated by the asymmetry in the substrate pesk. ');ni(2)

el

pe("RULE 10 HAS BEEN FIRED’);nl(1);

Pr(’A change in thickness across the sample is sot indicated”); nl(2)
ecndif;

i (reflerence_crystal is_differemt_%o_substrate > 0.1)
thes
pr('RULE 11 HAS BEEN FIRED'); ai(1);
P("Thore s °);prireference _crysal is_differcnt_w0_sebetrate);
pr(" evidence that the refereace crystal is differeat’); al(1);
pr(’ 10 the mbstrate.");nl(1);
pr(’ Alicrnatively the subetratc may comsist of subgrins.*);ui(1);

201

pr("This is inferred from the existence of more than onc peak in the
curve.’);n){2)
endif;

if (incorvect_cxperiment > 0.1)
then
pr(’RULE 19 HAS BEEN FIRED');nl(1);
pr("Your experiment is incorrect as there are NO PEAKS in the
curve');nl(1);
pr(’This may be because’);nl(1);
pr(’  a) You are doing the experiment incompetently and failing to find
the peak;”);ni(1);
pr("OR’);nl(1);
pr(’ b) The substrate peak is so bad that there is no detectable’);nl(1);
pr(’  diffraction peak above the noise’);nl(1);
pr("OR");al(1);
pr(’  ©) You have looked at the wrong specimen. Maybe it is oot
crystalline’);nl(2)
endif;

if misorientation of substrate > 0.2
then

pr('RULES 14 - 24 HAVE BEEN FIRED");nl(1);

pr("There is '); pr{misoricntation_of substrate);

pr(’ evidence that the substrate is misoriented’);nl(1);

pr(’This is indicated by broadening of the sub peak’);nl(2)
endif;

if (crystal_quatity > 0.5)
then

prCRULES 2 - 5 HAVE BEEN FIRED'):nl(1);

pr(*The quality of this crystal is VERY GOOD');nl(1);

pr("This is indicated by a single peak with little or no broadening.*);nl(1);
pr(" of the substrate peak.);nl(1);

pr('Good crystal quality indicates that there is little misorientation or

strain. ');nl(2)
elseif (crystal_quality < 0.3)
then
pr’RULE 1 HAS BEEN FIRED OR THERE IS NO SUBSTRATE
PEAK’);nl(1);
F(T‘hcqualtyoflhucryuluBAD)nl(l),
pr('This i3 indicated by broadening of the peak.");nl(1);

pr('Bad crystal quality indicates that them is misorientation');nl(1);
pr(’of mosaic regions in the structure’);n}(2)
clse
pr(CRULE 2 - 5§ HAS BEEN FIRED');ni(1);
pr("The quality of this crystal is REASONABLE");nl(1);
pr(*This is indicated by a small amount of broadening
peak.’);nl(1);
pr('There may be some misoricatation or strain’);nl(1);
pr(’in the structure ... and you should simulate for these.');nk2)
endif;
0l(1);pr(’Press ENTER o coatinue ... ");readline() - > value;
peC )
ni(5);
0.0 -> misoriented_or_mismstched layer;

of the substrate

clscif type_of structure = "a single layer” or type_of_structure = °a singlc

graded layer’

then

pr(’ 1. GENERAL INFORMATION');nl(2);

pr('The Bragg angle is equal to *);pe(Bragg_angle);pe(’ degrees.');nk1);
pr('The number of layers in this structure is

");prinumber_of layers);pe(".");nl(2);

pr(’Press ENTER to continue ...");readline() -> value; X

e )

nl(2);

pe(’ 2. CALCULATED VALUES’);nl(2);

pr('The cxperimental mismatch = °);pe(experimental mismatch);pe(’

ppm.");nl(1);
pr("The relaxed mismatch = °);pr(relaxed_mismatch);pe(’ ppm.);nl(1);
pr(’The spacing of piancs = *);pr(spacing_of_pisncs);ak(1);
pr("The calculased thickuess of the layer = °); pl'(lﬁche. of_layer);nl(2);
pe(’Press ENTER to continue ...");readline() - > value;
pC %
ul(2);
pr(’ 3. INFERRED CONSEQUENCES’);nl(2);

if (incosrect_experiment > 0.1)
then
prC’RULE 110 HAS BBEN FIRED);nk(1);
pr(’Your experiment is iscomect as therc arv NO PEAKS in the
curve’);nl(1);
pr(*This may be because’);sl(1);



2) You are doing the experiment incompeteotly and failing to find
the peak;’);nl(1);

prCOR’);nl(1);

pr("  b) The substrate peak is so bad that there is no detectable’);nl(1);

pr("  diffraction peak above the noise');nl(1);

o

prCOR’);ni(1);

p("  ¢) You bave looked at the wrong specimen. Maybe it is not
aryslline’);nl(2)

endif;

if (characteristic_curve > 0.1)

then
pr('RULE 63 HAS BEEN FIRED');nk(1);
pr("This is the characteristic curve for a single layer structure’);nl(1);
pr('This is a curve of two peaks');n}(2)

clse
pe(’RULE 63 HAS NOT BEEN FIRED’);ni(1);
pr("This is not the characteristic curve far the single layer structure’);nl(1);
pr("The characteristic curve would bave two peaks. *);nl(2)

endif;

if (bending_of substrate > 0.1)

then
prC’RULES 2 - 5 HAVE BEEN FIRED’);nl(1);
pr('There is *);pr(bending_of substrate);

pr( evidence of bending of the subrate in this sructure.”;k(1);
pr("This is indicated by brosdening of the substratc peak.’);nl(2)
clsc

prC’RULE 6 HAS BEEN FIRED');nK1);

pr("There is NO evidence of bending of the substratc in this
structure’);ni(1);

pr(’Bending is usually indicated by broadening of the substrate peak');nl(2)

endif;

if (grading of the layer > 0.1)
then

pr("There is *); pr(grading of the_layer);

pr(* evidence of grading of the layer in this structure.”);nl(1);

pe(*Grading is usually indicated when the lattice parameters are’);nl(1);

pe(° quite closc. That is, the mismatch is low.");al(1);

pr("When grading is indicated: check the width of the layer peak®);nl(1);

pr(" from the curve to where it tapers out near the background. This
*yal(l);

pr(" will give an idea of what grading range to try in the
simulation.’);nl(1);

pe(' Then finc tune by initially usiog a lincar grade to got the
approximate');nl(1);

pe(° width of the peak ...
bester);ni(1);

pe(” match between the detailed differences between the peaks ..

clec

pe(*There is NO evidence of grading of the layer in this structure’);nl(2);

endif’;

followed by a nonlinear grade to obtain a

)al2);

if (evidence_of mismatch > 0.1)

then
pr(’There is *);pr(cvidence_of mismatch);
pr(’ evideace of mismatch in this structure.’);nl(1);
pr(’Plessc check the calculated result above’);ni(1);
pr(’ Where the Inttice psrameters are NOT close, then’);al(1);
pr(" mismatch rather than grading is indicated. *);nl(1);
pr(° The oppositc is also the case.”);nl(2);

endif;

if (change in lsttice_parameter with_depth > 0.1)

then

peC’RULE 57 HAS BEEN FIRED');nl(1);

pr("There is *);pr(change in_lattice parameter_with depth),

pe(’ evidence of s change in Iattice parameter with depth. *);nl(1);

po(’ This is indicated by low visibility of interference fringes.’);nl(2)

elsc

p("l'laeisNOedelchphlnﬁwmwith
depth.");nl(2)

if (tayer_is_present_in_the_substrate_pesk > 0.1)
then
pr(’RULES 58 - 60 HAVE BEEN FIRED);al(1);
pe("There is *);pr(lsyer_is preseat in_the substrate _peak);
po(’ evidence that the fayer is prescot in the substrste peak.*);8l(1);
pr(° This is indicated by asymmetry in the substeate pesk. *);nl(2)
codfif;

if (peak_is_outside_the_scas_range > 0.1)
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then
pr{’RULE 66 HAS BEEN FIRED’);nl(1);
pr(*There is ’);pr(peak_is_outside_the scan range);
pr(’ evidence that a peak is outside the scan range. ');nl(1);
pr(’ This is indicated by there being just a single peak.');nl(2)
endif;

if (layer_is thick < layer is_thin) and (layer is thin > 0.275)
then
pr("There is °);pr(layer is_thin);
pr(’ evidence that the layer is THIN');nl(1);
pr(’ This is indicated by the low i ity of the layer peak.’);nl(1);
pr(’ The layer peak may disappear for very thin layers.');n}(2)
endif;

if(misoriented_or mismatched_layer > 0.1)
then
pr("RULE 67 OR 116-117 HAVE BEEN FIRED');ni(1);
pr(’There is °);pr(misoricnted_or_mismatched layer);
pr(’ cvidence of a misoricated or mismatched layer');nl(1);
pr(’ This is indicated by the splitting of the layer peak.’);nl(2);
pr(’ If there is tilt between the substrate and layer, then’);al(1);
pr(" you will seed FOUR rocking curves to ch ize this tilt.");ai(1);
pr(’ Two sy ic and two asy ic ones.”);nl(1);
pr(" First rotatc the specimen by 180 degrees about the surface
sormal’);nk(1);
pr(" and calculate the tit differencc from 0 w 180 degree
positions.");nl(1);
pr(’ Then rotate the specimen by 90 and 270 degrees and');nl(1);
pr(’ calculate tikt difference from 90 to 270 degree positions’);nl(2);
pr(’ For d layer (large b) tilt optimization’);nl(1);
pr(’ is often wasied time. Algo, if you have a dispersive sctup the
tlt’);nl(1);
pr(’ broadening is usually small compared to the dispersion brodening
and’);ni(1);
pr(’ it is again not worth doing tilt optimization’);nl(2);
pe('This rule may also have been fired because there is a');nl(1);
pr(’ multiple kayer structure');nl(2)
endif;

if (simulation_or calibration chart_is needed > 0.5)
then
pr('RULES 71 OR 109 HAVE BEEN FIRED');ni(1);
pr("There is evid that more si or’);ni(1);
pr(’s calibration chast is nceded befare the structural’);nl(1);
pr(’paramcters can be properly identified. ');nl(1);
pe(’There is not enough peak separation between the substrate and’);nl(1);
pr(’ layer peaks and 5o deductions may be off by about 20 perceat. ');nK2)
cadif;

if (layer_is thin < layer is_thick) and (layer_is_thick > 0.275)
then
pr("There is *);pr(layer_is_thick);
pr(’ evidence that the layer is THICK. ");nl(1);
pr(’ This is indicated by the high intengity of the layer peak.");nl(1);
pr(" It is also indicated by a significant amount of i
fringes.");nl(2)

if (relaxation > 0.1)
then

pr(’RULES 97 - 99 OR RULE 108 HAS BEEN FIRED');ni(1);

pr("There is *);pr(relaxation);

pr(’ evidence that there is RELAXATION of the layer.");ni(1);

pe(’ If the layer is only partially coly (it ins");nl(1);

pr(’ interface dislocations) it is said to be relaxed. *);nl(2);

pe(’ In this case, the normal equation for mismatch is NOT valid.”);nl(1);

pr(’ Hence it is Yy 0 the misfit parallel to the');ni(1);

pe(’ interface as well as perpendiculer (¢.g. 224 and 311 reflection");nk(1);

pr(' indices). We then need to resolve the splitting to account for
the');nl(1);

pr(’ inclination of the reflecting plancs 10 the crystal surface.");ni(1);

pe(” Fwﬂmweneeduuymmﬂncvd’haim *);ni(1);

pe(’ We rep a perp paralic] mismatch and');ai(1);
pe ﬁmtﬁuealwblhwemw *):nl(2)
endif;

if (misoricatation_of substrste > 0.5)
then
prCRULE 111 - 114 HAVE BEEN FIRED");ak(1);
pr("There is *);pr(misoricatation_of_substratc);
pe(’ cvideace of misorientation of the substrate. ");nl(1);
pr(’ Rotating specimes sbout 180 degrees will give 8 shift in");nl(1);
pr(’ the position of the Bragg pesk. This will be exactly TWICE');ak!);



pr(’ the misaricatation angle between the reflecting plane and the’);nl(1);
pr{" specimen surface');nl(2)
endif;

if (crystal quality > 0.5)
then

pe(’The quality of this crysal is VERY GOOD');ni(1);
pr(’ This indicates that there is litle misorientation ar’);nl(1);
pr{’ mismatch or grading ... check other indicators to verify this.”);nl(2)
clseif (crystal_quality < 0.3)
then
pr(*The quality of this crystal is BAD");ni(1);
pr(’ This indicates that there is AN AMOUNT of misorientation or’);nl(1);
pr(’ mismatch ar grading ... check other indicators to verify this.");nl(2)
clxc
prCRULE 1 HAS BEEN FIRED");nl(1);
pr("The quality of this crystal is REASONABLY GOOD.");nl(2);
codif;

0.0 -> layers_are_thick;
0.0 -> grading_occurs_through AB_layers;
0.0 -> grading or_dispersion_of layer_thick

if (grading of the layer > 0.1)
thes
pr("There is evidence that the layer may be graded.’);nl(2);
pr(’What is a possible grading distance as a first estimate *);readline() - >
grading distance;nl(2);
endif;nl(2);
nl(1);pr(’Press ENTER to continue ...");readline() - > value;

0i(3);

elseif type_of_structure = "non-graded multiple layers’ or type_of_structure
= ‘graded muktiple layers' or type_of structure = 'multiple layers’

then
pr(’ 1. GENERAL INFORMATION');n}(2);
pr("The Bragg angle is equal to *);pr(Bragg_angle);pr(’ degrees. ');nl(2);
pr("The number of Ixyers in this structure is *);pr(number_of layers);ni(1);
pr("The number of blocks in this structure is *);pr(number_of _blocks);al(2);
pe('Press ENTER to coatinue . ..");readline() - > value;
e Y
nk2);
pr(’ 2. CALCULATED VALUES");nl(2);
pr("l‘lnupamunl mnm:h ")) F(expmmunl mismatch);al(1);
pr('The relaxed h);nl(1);
pr('The spacing of plmu = ).mmouhm) nl(2);
pr(’Press ENTER t continue ...");readline() - > value;

nl(2);
pe(" 3. INFERRED CONSEQUENCES");ni(3);

if (incorrect_experiment > 0.1)
then
pCRULE 13 HAS BEEN FIRED');ak1);
pr(CYour cxperiment is incorrect as there are NO PEAKS in the
curve’);al(1);
pe(’This may be because’);nl(1);
pr(" 8) You are doing the experiment incompeteatly and faiting to find
the pesk;*);ak1);
pr("OR");nl(1);
pr("  b) The substrate peak is 30 bad that there is no detectable’);nl(1);
pe(" diffraction peak sbove the noisc);nl(1);
pr(’OR’);nl(1);
pr(° ¢) You have looked at the wrong specimen. Maybe it is not
crystalline’);nK2)
endif;

if (simulation_or_calibration_chart is nceded > 0.1)
thea

prCRULES 8 - 11 HAVE BEEN FIRED');al(1);

Pc("There is *);pr{simulation_or_calibration_chart_is_nceded);

pr(* evidence that more simulation or’);nK1);

pe(’ & calibration chert is needed before the structural’);nl(1);

pr(’ parameters can be property identified. ’); al(1);

pr(" The large oumber of isserference fringes suggest that');nl(1);

pr(’ simulation is neoded 10 identify the featurcs of this structure.);nl(2)
endif;

if (tayers_sre_thick > 0.275)
thea
pr(’RULE 6 HAS BEEN FIRED');nl(1);

pe("There is *);pr(layers_sre_thick);
pr(" evidence that the layers are THICK. ");ai(1);
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pr(’ This is because each layer has an identifiable peak.’);ni(2)
clse
pr("There is evidence that at least some of the layers are THIN.");nl(1);
pr(" This is indicated by the fact that not EVERY layer has an identifiable
peak.");nl(2)
endif;

if (there_are hidden_layers somewhere > 0.1)
then
pr('RULE 7 OR RULES 19 - 22 HAVE BEEN FIRED’);nl(1);
pr(‘There is ");pr(there_arc_hidden_layers somewhere);
pr(’ evidence that there are thin layers somewhere’);nl(1);
pr(’in the structure.’);nl(1);
pr("This is indicated either by interference fringes or');nl(1);
pr(’because the number of peaks does not correspond to the layers');nl(2);
endif’;

if (relaxation > 0.2)

then
pr('RULES 1 - 4 OR RULE 30 HAVE BEEN FIRED’);nl(1);
pr("There is *);pr(relaxation);
pr(’ evidence that there is RELAXATION of the layer.');nl(1);
pr(’ If the layer is only partially coherent (it containg’);ni(1);
pr(’ imerface dislocations) it is swid to be relaxed.’);nl(2);
pr(’ In this case, the normal equation for mismatch is NOT valid.");nl(1);
pr(’ Hence it is necessary to measure the misfit paralie] to the’);nl(1);
pr(’ interface as well as perpendicular (¢.g. 224 and 311 reflection’);nl(1);
pe(’ indices). We then need to resolve the spliting to accoum for

the');al(1);

pr(’ inclination of the reflecting planes to the crystal surface.’);nl(1);
pe(’ Fu'thllweneedlnuymmmﬂecuon ");aK1);

pr(° We rep 2 perp i h and’);ni(1);
pr(’ ﬁunﬁecwwlmthemummnch *);nk(2)
endif;

if (evidence_of _mismatch > 0.1)
thea
prCRULE 29 HAS BEEN FIRED");ni(1);
Pr('There is *);pr(cvidence_of _mismatch);
pr(’ evidence of mismatch in thig structure.');nl(1);
pr("This is indicated by the number of peaks not corresponding to');ni(1);
pr(’ the number of layers.*);nl(2)
endif;

if (there_are_thin layers at the imterfaces > 0.1)
then
PrCRULE 31 HAS BEEN FIRED');ni(1);
pr(‘There is ");pr(there_arc_thin_layers_at_the_interfaces);
pr(’ evidence that there are thin layers present’);ni(1);
pr(’ at the interfaces between layers. *);nl(1);
pr("This is indicated by a split substrate peak.');nl(2)
endif;

if (evidence_of_interfe 2 > 0.1)

then

prCRULES 24 - 27HAVEBEENFIRED)MI(I),

pr("There is *);pr(evidence_of i

pe(’ evidk of an interf sructure. );nl(l);

pe(’This is a structure with 3 very thin layer between two’);nk(1);

pe(’ thick tayers. This is indicated by cxtra peaks in the °);nl(1);

pr(’ curve and movement of peaks with respect to the substrate

pesk.’);nl(2)
eadif’;
if (misoricntation_of substrase > 0.1)
then
pr("There is °);pr(misoricatation_of_sub

pr(’ evideace of misorientstion of the substrate. *);nl(1);
pr(’ Rotating specimen about 180 degrees will give a shift in");ak(1);
pr(’ the position of the Bragg peak. This will be exactly TWICE');al(1);
pr(’ the misoricntation angle betweoen the reflecting plane sad the');ni(1);
pr(* specimen surface');nl(2)

endif;

al(1);pr(*Press ENTER to continue ...");readiine() -> vakoe

»C %
u(s);

0.0 -> misoricuted_or_mismstched _layer;

clacif type_of_t = "MQW * or type_of =
‘superiattice capped with a few layers top and bottom’ or
type_of structure = 'graded superiattice’

then

pr(’ 1. GENERAL INFORMATION');2i(2);



pr('The Bragg angle is cqual to *);pr(Bragg_angle);pr(’ degrees. );nl(2);

pr(' The number of layers in this structure is ');pr(number of layers);nl(1);
pr(’The number of blocks in this structure is *);pr(number_of_blocks);nl(2);
pr(’Press ENTER to coatinue ...");readline() -> value;

pr( S )

nl(2);

pr(" 2. CALCULATED VALUES");nl(2);

pr("The experimental mismatch = *);pr{experimental_mismatch);ni(1);

pr(’The relaxed mismatch = *); pr(relaxed_mismatch);ni(1);

pe("The period of the superlattice = *);pr(period_of _superlattice);nl(1);
pr("The period dispersion in the superlattice =

*);pr(period_dispersion);nl(2);

pr(’Press ENTER to continue ...");readline() - > value;

prt’ _ )

ni(2),

pr’ 3. INFERRED CONSEQUENCES');nl(3);

if (incorrect_experiment > 0.1)
then
pr('RULE 71 HAS BEEN FIRED’);ni(1);
pr(’'Your experiment is incorrect as there are NO PEAKS in the
curve');nl(1);
pr(’This may be because’);nl(1);
pr("  a) You are doing the experiment incompcetently and failing to find
the peak;");ni(1);
PrCOR");nK1);
pr(’ b) The substrate peak is 30 bad that there is no detectablke’);nl(1);
pr("  diffraction peak above the noise’);nl(1);
pr("OR’);nl(1);
pr(C c) You have looked at the wrong specimen. Maybe it is oot
crystalline’); nl(2)
endif;

if (characteristic_curve > 0.2)

then
pr(*There is *);pr(characteristic_curve);
pr(’ evidence that this is the characteristic curve for*);nl(1);
pr("a superisttice structure:”);nl(1);
pr(" That is a curve with one substrate peak’);nl(1);
pe(’  one zero order peak and satellite peaks arranged”’); ni(1);
pr(" symmetrically about the zero order peak.');nl(2)

else

pr(’This is not the characterisic curve for the superlattice
structure:”);ak(1);
pr(’ The characteristic curve should contsin a substrate peak’);ni(1);
pr(° & zero order peak and saellite peaks arranged symmetrically®);nl(1);
pr(’ about the zero order peak.’);nl(2)
endif;

if (simulation_or_calibration_chart_iz_ncoded > 0.5)
then
pr('RULE 61 HAS BEEN FIRED");ni(1);
pr{*There is *);pr(simulation_or_calibration_chert_is_needed);
pe(’ evidence that more simulation or’);nl(1);
pr('a calibration chart is needed before the structural’);nl(1);
pe(’perameters can be properly identified.");nl(1);

pe("This is because the ice thickness is low’);nl(1);
pe(’ (below 0.5 microos thick)');nl(2)
eodif;

if (layers_sre_thick > Isyers_ace_thin) and (layers_are_thick > 0.275)
then
if smellise spacing_of_peaks = 0.0
then
else
pe("RULES 11 - 14 HAVE BEEN FIRED");nl(1);
Ppr(’There is *);pr(layers_are_thick);
pe(’ evidence that the layers are THICK. *);nl(1);
pr(* This is cither becausc there is little scparation between the
sateitites. ');8K(2)
endif;
eadif;

if (layers_are_thin > layers_ace_thick) snd (layers_are_thin > 0.275)
then
PrC’RULES 6 - 9 OR 65 - 68 HAVE BEEN FIRED");nl(1);
pr(*There is *);pe(leyers_are_this);
pr(° evidence that the layers arc THIN. ");0)(1);
N'Mimmmmhwwmum
peaks,');ak1);
pe(’ or because there are large numbers of interference fringes.*);n(2)
endif;

if (grating occurs_through AB_leyers > 0.1)
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then

pr(RULES 22 - 25 HAVE BEEN FIRED");nl(1);

pr("There is *);pr(grading_occurs through_AB_layers);

pr(’ evidence that grading occurs through®);nl(1);

pe(*  the AB layers of this superlattice.’);nl(1);

pr(*This is indicated because the visibility of sateftites is low.’);nl(2)
endif;

if (grading_or _dispersion_of layer thicknesses > 0.5)
then
pr(’RULES 17 - 20 OR 28 HAVE BEEN FIRED');nl(1);
pr(’There is ');pr(grading_or_dispersion_of layer thickncsses);
pr(’ evidence that grading or dispersion of.”);al(1);
pr(’of isyer thicknesses occurs.*);ni(1);
pe(’ This is indicated through broadening of higher order satellites."); ni(1);
pr(’ or through asymmetry of plus and minus satetlites. *);nl(2)
endif;

if (retaxation > 0.1)

then
pr('There is *);prirelaxation);
pr(’ evidence that there is RELAXATION of the layer.");nl(1);
pr(’ If the layer is only partially coberent (it contains’);nl(1);
pr(’ interface dislocations) it is said to be relaxed.');nl(2);
pr(’ In this case, the normal cquation for mismatch is NOT valid.");nk(1);
pr(’ Hence it is necessary to measure the misfit parallel to the');nl(1);
pr(’ interface as well as perpendicular (¢.g. 224 and 311 reflection’);nl(1);
pr(’ indices). We then need to resolve the splitting to account for

the');nl(1);

pr(’ inclination of the reflecting planes to the crystal surface.’);nl(1);
pr(* For this we nced an asymmetric reflection. ');nl(1);
pe(' We represent a perpendicular and paralle! mismatch and’);nl(1);
pr(’ from these calculate the true mismatch.’);ni(2)

cadif;

if (large_overall layer thickness > 0.1)
then
pr(RULE 27 HAS BEEN FIRED’);ni(1);
pr{’There is *);pr(large_overall_layer_thickness);
pr(’ evidence that there is a large overall layer thickness in’);nl(1);
pr(* this structure. This is indicated by subsidiary interf effects *);
pr(’ on the satellite peaks.’);nl(2)
endif;

if (layers_are_not_unifarm > 0.1)
then
pr(’RULES 54 - 57 HAVE BEEN FIRED');nl(1);
pe(*There is °);pe(layers_sre_not_uniform);
pe(’ evidence that the layers are not uaiform.’);nl(1);
pe(’This is indicated by the low visibility of satellites. ');al(2)
endif;

if (misorientation_of substratc > 0.5)
then
pr('RULES 73 - 75 HAVE BEEN FIRED’);nl(1);
Pr("There is *);pr(misorientation of
pr(° evidence of misorientation of the substrate.*);ni(1);
pr(’ Rotating specimen about 180 degrees will give a shift in");nl(1);
pr(’ the position of the Bragg peak. This will be exactly TWICE');al(1);

po(’ the angle the reflecting plane and the’);nl(1);
pr(’ specimen surface’);nl(2)
endif;

nl(1);pr(’Press ENTER to continuc ...");readline() - > value;
0.0 - > misoriented_or_mismatched layer;

endif;

al(5);

pr(’ ¥
ak2);

pr(° INPUTS FOR DATA ENTRY WINDOWS IN THE CREATE

SCREENS IN RADS');nl(2);

pe(’ ')
nl(2);

pr(‘First Window: CONTROL LINE PARAMETERS');nk(2);

pe’ Include reference crystal Using the reforence crystal
increases');nl(1);

peC the time of the simulation but rcsults”);ni(1);

pe(’ in a more accurate graph. *);al(2);

pr(* Choose state of polarisation : SAME AS EXPERIMENT");ni(2);
pr('  Wavelength : *);pr(wavelength);pr(’ Angstroms.’);al(2);

pr(*  Reflection indices :');al(1);

peC H = ");pr(h_reflection_index);nl(1);

peC K = ");pr(k_reflection_index);nl(1);

pe(’ L = *);pr(l_reflection_index);nl(2);



pr(° Scanrange : Start = ');pr(start_of scan_range);nl{1);

pr(’ Finish = °); pr(end of scan_range);nl(2);

pr(° The size of the scan step must also be entered.’);nl(2);

peC__ I K
al(2);

pe(’Second window: SUBSTRATE SELECTION’);nl(2);
pr(’ Substrate material: ");pr(substrate_material);nl(1);
nl(1);pr(’Press ENTER to continue ...");readlise() -> value;nl(1);
¥ %

pr(
al(2);
pr('Third window: REFLECI'ION GEOMF’I'RY ) nl(2),

pr(’  Sclected reflcction or ")pr _ori ion);nl(2);
pr(" Surface normal indices :°); nl(l),

pr(’ H = ");pr(h_surfacc_normal_index);nl(1);
pC K = );pr(k_surface normal_index);nl(1);
pr(’ L = "),pr(l_surface_normal index);nl(2);
pr(

Olu'erymlquahty 0.1)

pr(*There is evidence of some misoricatation’); n(1);

pr(’ Chieck the inferred consequences above ...")
else
pr(*There is 0o obvi i of misoricntation’)
endif;nl(2)
pr’ I,
nl(2);

pr(’Fourth window: REFERENCE SELECTION’);al(2);

pr(’  THIS IS THE SAME AS THE EXPERIMENT");nl(2);

pe( The reference crystal is usually the same material as the
substrate. *);nl(1);

ni(1);pr('Press ENTER 0 continue ...");readline() - > value;nl(1);

peC’ "

ni(2);

pr(‘Fifth window: OVERLAYER DEFINITION");a}(2);

pr(’ ber of layers : *);pr ber_of layers);nl(2);

pe(’ i
al(2);
pr(’Sixth window: LAYER CONTROL LINE");n}(2);
1->x;
if oumber_of peaks is onc = 1
then
number_of layers+1 -> x
endif;
until x > number of layers
do
if number_of layers > 1
then

layer_frame(x) <-slotd - > slot;

ha(slot < -value) -> layer_thickness

eadif;
pr(’Layer Number °);pr(x);nl(2);
pr(*  Layer thickness = *);pr(layer_thickness);pe(’ microns.");nl(1);
if number_of layers = 1
then

pr(* Calculated layer thickness = °);pr(thickncss_of layer);

pe(’ microns');n)(2);
cadif;
pr("  Lamellac/layer © Depends on whether composition and

srain changes’);nl(1);

pr(C with depth also used when grading occurs ...");al(1);
nfnoe(;ndmg_of the_layer = 0.0)

ifp‘din;_d_u_hyu- > 0.1
then
pe(’ As there is evidence of grading then
usc 10 lamcliec.’);nl(2);

clec

pe(’ As there is NO evidence of grading then
use 1 lamella.");nk2);

endif;

endif;
pr("  Relaxation : Depends on whether MISMATCH is large and
whether layer');al(1);
pe(° or layers arc thick. In this case’);nl(1);
if (relaxation > 0.8)
thea
peC Choose 100 percent relaxation. *);nl(2);
clueif (relaxation > 0.5 or relaxed_mismatch > 500 or relaxed_mismatch
-muhyaum>080rhymmm>0l)

p(' Choose relaxation greater thes 50 percemt and’);al(1);
peC vary the amount of relaxation until peak *);al(1);
peC scperation is OK.");0K(2);

peC
al(10);
enddefmethod;

elseif (relaxation > 0.2 or relaxed mismatch > 100 or relaxed mismatch
< -100 or layer is_thick > 0.3 or layers are_thick > 0.3)
then

pr(’ Choose relaxation greater than 20 percent.');nl(2);
else

or(” Choose ZERO relaxation.”);nl(2)
endif;

pr(" Total aumber of blocks : *);pr(aumber_of blocks);ni(1);
nl(1);pr("Press ENTER to coatinue ...");readline() - > value;nl(1);

e R

pr(*Seventh window: LAYER DEFINITION');nl(2);
if number of layers >
then
layer frame(x) < -slot3 - > slot;
slot < -value -> layer chemistry
endif;
pr(’  Select layer chemistry : °);pr(layer_chemistry);ni(2);
if number_of layers > 1
then
layer_frame(x) < -slo2 -> slot;
slot < -value -> layer material
endif;
pr(’  Material for current layer : °);pr(layer_material);nl(2);
pr(’ Constants defining X composition :');nl(1);
pr("  These ficlds are used when simulating grading ...");nl(2);
if (grading of the laycr > 0.1 or grading occurs_through AB_layers
> 0.1 or grading_or dispersion of layer thicknesses > 0.1)
then
pr(’  There is evidence of grading 30 choose’);nl(1);
pr’ A = 0; B = some constant; C = some coastant ... for
linear grading');nl(1);
if (type_of_structure="a single layer’ or type of structure="a single
graded layer’)
then

prC Att=0 X=C; t=");pr(grading distance);
pr(’ X=A*");pr(grading distance);pr(' +C');nl(1);
pr("’  This depends on the proportions of cach material
in the alloy. ');al(2);
endif;
pr(’ or’);nl(1);
o’ A = some constant; B = 0 or some constant; C = some
constant ... far quadnatic grading’);nl(2);
pr("  Similar constraints used to define Y composition
| for quaternary’);nl(2);
else

pr(° There is NO cvidence of grading so choose’);nl(1);
pr(" A =0;B = 0; C = some constant.');nl(1);
eadif;nl(2);
Pr('Press ENTER to coatinue ...");readline() -> value;nl(1);
e %
nl(2);
pr(’Eighth window: STRAIN DEFINITION');nl(2);
pr(" This window is used for additional strain definition. ');ni(1);
pr(’  Strain is additional to that defined by material composition. *);al(2);
pr(’  This window is here for when you have something
like mechanical’);nl(1);
pr(’  damage or ion implantation ctc and you can use this window
to *);ni(1);
pr(' simulste composition change by means of a strain change ...");ni(2);
pr(’ For relaxed mismatch:*);nl(2);
pr(’  ");pr(relaxed mismatch);pr(' ppm = AZ + Bt + C wherc tis
height above');nl(1);
prC bottom of Isyer. *);nl(2);
pr("  You can also usc experimental mismatch in this equation. ');nl(2);
pr(’ DEFINE A B and C ACOORDINGLY ... itisup ® the
uger to°);0i(1);
pr(’  enter scasible values.');nl(1);
nl(1);pe("Press ENTER to coatinue ...");readline() - > value;nl(1);
pr(’ %
1K2);
x+1->x
enduntil;
0i(3);

endfiavour;




s: 28. FUZZY VARIABLE OBJECT
flavour FUZZY_VARIABLE;

ivars input_value fuzzy set;

ivars membership;

defmethod calculate value_of premise(value, A);
Ivars value A size;
ivars count i start finish halfway midpoint;

round(length(A) / 2.0) - > size;
oewarray([] “size]) - > membership;

1 -> count;
1->1;

until i>10

do

A() -> start;
i+1->1i;
A(i) -> finish;

(finish - start)/2.0 -> halfway;
start + halfway -> midpoint;

if value < midpoint
then

(value - start) / (midpoint - start) - > membership(count)
clse

((midpoint - valuc) / (finish - midpoint)) + 1.0 -> bershi

endif’;

if bership ) > 1.00r bership at) < 0.0
then

0.0 -> membership(count)
endif;

count+1 -> count;
it1->1i
enduntil;
return(membership);
enddefmethod;
defmethod calculate value of conclusion(fuzzy variable number);
Ivas fuzzy varisbie _sumb bership functi
Ivars i B values size defuzzify Yj;
Ivars temp_list j value count y_value k;

vars start finish halfway midpoint top_value bottom_valuc;
Ivars ceatroid_defuzzification;

fuzzy variable_number - > i;
fuzzy_varisble(i,7) -> B,

10.00.10.20.30.40.50.60.70.8 0.9 1.0] - > values;

length(B) / 2 - > size;
newarray([1 "size]) -> defuzzify;

length(valucs) - > size;
newarmay((1 “size 12]) -> Yj;

values -> temp_list;
0->j;

untit ccmp_tist=[)
do

hd(temp_list) -> value;
jti->j;

1-> count;

0.0 -> y_value;

until count > §
do
if fuzzy_varisble(i, count) > 0
thes
2*count) - 1 -> k;
B(k) -> start;
k+1->k;
B(k) -> finish;

(fimish - start) / 2 -> haifway;
sart + halfway -> midpoint;

if value < start or value > finish
thea
0.0 -> defuzzify(count)
else
if value < midpoint
then
(value - start) / (midpoint - start) - > defuzzify(count)
else
((midpoint - value) / (finish - midpoint)) + 1 -> defuzzify(count)
endif;
endif;

if defuzzify(count) > fuzzy variable(i, count)
then

fuzzy variable(i, count) -> defuzzify(count)
endif;
else
0.0 -> defuzzify(count)
eadif;

max(defuzzify(count), y_value) -> y_value;
count+ 1 -> count
enduntil;

value -> Yj(j, 1);
y_value - > ¥j(j,2);

t(temp list) -> teop_list;
enduatil;

0.0 -> tp_value;

0.0 -> bottom value;
1->j

until j > length(values)
do

YiG,1) * Yj(,2) + top value -> top_value;
Yj(j,2) + bottom_value -> bottom_value;
jrr->j;

enduntil;

if bottom_value = 0

then
0.0 -> centroid_defuzzification

clse
top_value / bottom_value - > centroid_defuzzification;
clean(ceatroid_defuzzification)

endif;

clean(centroid_defuzzification) - > centroid_defuzzification;
centroid_defuzzification - > fuzzy variable(i,6);

enddefmethod;
eadflavour;
;35 FUNCTIONS DEFINING INEQUALITIES FOR THE RULE OBJECT

define is_cqual_to(x,y) -> r;
if x=y
then true -> r
clsc false -> r
cadif;
enddefine;

definc is_not_cqual_to(x,y) -> r;
if x=y
then false -> r
clsetrue -> r
eadif;
enddefine;

define greater_than(x,y) -> r;
fx>y
then true -> 1
else false -> r
endif;
enddefine;

define less_than(x,y) -> r;
fx<y



then truc -> r consequence(1) -> i;

else false -> r
endif; if consequence(d) = 'EXTREME’
enddefine,; then
max(truth_value of premise, fuzzy variable(i,5)) - > fuzzy varisble(i,5)
elseif consequence(4) = "VERY’
define greater_than_or_equal to(x,y) -> r; then
if (x > y or x=y) h value_of premise, fuzzy varisble(i,4)) -> fuzzy variable(i,4)
then true -> r elscif consequence(4) = “FAIRLY"
else false -> r then
endif; max(truth_value_of premise, fuzzy variable(i,3)) -> fuzzy variable(i,3)
enddefine; elscif consequence(4) = 'SOME'
then
max(truth_value_of premise, fuzzy variable(i,2)) -> fuzzy variable(i,2)
define less_than or_cqual to(x,y) -> r; clse
if (x < yor x=y) th_value of premise, fuzzy variable(i,1)) -> fuzzy varisble(i,1)
thes true -> r endif;
elsc false -> r
endif; if truth_value_of premise > 0.0
enddefine; then
1-> fired
define is_assigned_the value(x,y); endif;
y->x
enddefine; return(fired)
enddefmethod;
;s 29. RULE OBJECT
endflavour;
flavour RULE;
ivars premise consequence; a
defmethod use_rule(head, tail);
Ivars head tail truth_value_of premise; ;3 30. FUNCTION TO ADD RULES TO A CONNECTION MATRIX
Ivars count i check Bj fired A; N (This function uses recursion)
hesd -> premise; define add_rules tn CM(matrix,list of rules);
tail -> consequence; vars rule_number row column;
1.0 -> truth_value_of premise; if list_of rules=[]
0 -> fired; then
clse
if length(premisc) > 3 hd(list_of_rules) - > rule_number;
then (rule_number * 2)-1 -> row;
1 -> coust; (rule_number * 2) -> column;
1->1;
until i > leagth(premisc) 1-> matrix(row,column);
do add_rules_to_CM(matrix,ti(list_of_rules))
if premise(i) = | endif;
then enddefine;
apply(premise(i+1), premise(i +3), premise(i+2)) -> check;
if check = true
then ;55 31. CONNECTION_MATRIX OBJECT
1.0 -> check
clse flavour CONNECTION MATRIX;
0.0 -> check ivars matrix name matrix cred matrix list of rules credibility weight
endif; history of_decisions history of incs_decs;
i+5->i
clse +s; LIST OF METHODS
make_instance([FUZZY _VARIABLE]) -> A; 4
A <-cakulste_valuc_of_premisc(premise(i + 1), premise(i +4)) - > Bj; 555 1) creatc_a_connection matrix(name, rules);
cancel A; 333 2) assign_credibility_weight(number);
s 3) scalar multiply();
if premise(i+3) = "EXTREME’ iii 4) access_cred_matrix(i,j);
then i3+ 3) updete_history(outcome);
Bi(5) -> check 337 6) check success(percentage);
clseif premise(i +3) = "VERY® 331 7) change credibility weight(inc_or_dec);
thea i;; 8) amign_histaries(number);
Bj(4) -> check i 9) mve_to_file(x);
elacif premise(i +3) = 'FAIRLY’ ;33 10) retrieve_from_file(x);
then 33 11) sore_angst;
Bj(3) -> check i3 12) printself;
clgeif premise(i+3) = "SOME’
then
Bj(2) -> check :;; METHOD: 1) cresc_a_conmection_metrix(name, ruleset);
clse ;+; Method 10 creste a conaection matrix
Bi(1) -> check defmethod create_a jon_matrix(name, ruleset);
cadif; Ivars name ruleset size of matrix;
i+6->1 name - > matrix_name;
cadif; ruleset - > matrix;
min(wuth_value_of_premise, check) -> truth_valkie_of f_premise; oumber_of rules * 2 -> size of matrix;
eaduatil; - newarray([] “size_of matrix 1 “size of metrix),0) - > cred marix;
endif; enddefmethod;
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;»; METHOD: 2) assign credibility weight(number);
;;; This method assigns a credibility weight to an expert
defmethod assign_credibility weight(number);

Ivars sumber;

number - > credibility weight
enddefmethod;

;3; METHOD: 3) scalar multiply();
;;; This method scalar multiplies the expert’s connection matrix by the
credibility weight
defmethod scalar_multiply;
Ivars size of matrix i j;

1->14;
1->j;
number_of rules *2 -> size of matrix;

until i>size_of matrix
do
until j>size of matrix
do
matrix(i,j) * credibility weight - > cred matrix(i,j);
jH1->j
enduntil;

1->j;
i+1->1i

caduntil;

eaddefmethod;

:;; METHOD: 4) access_cred_matrix(i,j);

;;; This method allows access to the value contained at specific indices of the
;;; conncction matrix. It is used by the Combined Matrix object (sce below).
defmethod access_cred matrix(i,j);

Ivarsi j;

cred_matrix(i,j)
enddefmethod;

:;; METHOD: §) update history(outcomge),

;;; This method updates the history of expert system decisions for this cxpert
;;; Each new outcome of decision is put st the END of the list
defmethod update _history(;

tvars Number of decisi

20 -> Number_of decisions;
if leagth(history_of decisions) < Number_of decisions
then

history of_decisions < > ["outcome] -> bistory_of _decisions
cise

ti(history_of decigions) < > ["outcome] - > history of decisions
endif;

eaddefmethod;

; METHOD: 6) check success(percent!, percent2);
" This method decides whether i pl

: made to the credibility weight.

; This depends on the recorded hissary of cxpert sysem decisions.

;;; 1t uses the next method in order to implement any change to the weighting.
defmethod check _success(percent!, percent2);

Ivars percent] percent2 SPECIAL_VARIABLE;

tvars temp_list outcome success failure inc_or_dec;

=re o be

0 -> SPECIAL_VARIABLE,
bistory_of_decisions -> temp_list;
0 -> success;

0 -> failure;

essful decisi ded

;;; Count the number of successful and
;;; im the history_of _decisions
until temp list = )
do
ix)(temp_ket) - > outcome;

208

if outcome = 1

then

success+ 1 -> success
else

failure+1 -> failure
endif;

t(temp list) -> temp_list
enduntil;

;;; If this expert has consistently successful rules
1+; then the credibility weighting is incremented.
if (success > percent] or success = percent!)
then

1-> inc_or_dec;

“change_credibility weight(inc_or_dec);

1-> SPECIAL VARIABLE;

1-> angst;

“store_angst;
eadif;

++; If this expert has consistently unsuccessful rules
:;; then the credibility weighting is decremeanted.
if (failure > percent2 or failure = percent2)
then
0-> inc_or_dec;
“change_credibility weight(inc_or dec);
1-> SPECIAL_VARIABLE;
1-> angst;
“store_angst;
endif;

return(SPECIAL_VARIABLE)
enddefmethod;
i;i METHOD: 7) change_credibility_weight(inc_or_dec);
;5; This method implements the mathematical formula;
i Inc = (0.5 modulus(0.5 - W)) * f(p,q) * 1/kappa
;i Dec = (0.5 modulus(0.5 - W)) * f(1/p,1/q) * 1/kappa
w where f(p,q) = Min((p+1)/{g+1)) / Max((p+1)/(q+1))

"

+5: This formulz is used to

the size of i and d
1+ the credibility weight
defmethod change credibility_weight(inc_or dec);
Ivars inc_or_dec;

3+ Varisbles used in the above mathematical formula
Ivars W epsilon p q f g;

++; Temporary varisbles used o define the above sct of variables
Ivars temp list i P_positive P_negative Q_positive Q_negative Inc;

;++ The cusrent credibility weight is tranaferred to a local variable
credibility weight - > W,

history of incs_decs -> temp_list;

+3; Variabies used in calculations of p and q
0-> P_positive;
0-> P_ncgative;
0 -> Q positive;
0-> Q_ncgative;

until temp_list = [}
do
hd(temp_list) - > i;

;:; These values are used to calculate p
ifi=1

then

P_positive +1.0 -> P_positive

clse

P_ncgative+1.0 -> P_ncgati

33» These values are used to calculate q

ro/kappa -> cpsilon;
0 - epailon -> ru;



clean(ro) -> ro; q-> q valug;

f-> f value;
fi=1 Inc -> inc value;
then
Q positive +ro - > Q_positive enddefmethod;
else
Q_ncgative +10 -> Q negative
endif; ;s METHOD: 8) assign _histories(aumber);
;3; This method assigns past histories stored in files
t(temp_list) -> temp list defmethod assign_histories(number);
enduntil; Ivars number;
1.0-> ro; hist of decisions(number) -> history of decisions;

hist of incs_decs(number) -> history_of incs decs;
;3» Do not allow devisors equal to zero

if P_positive = 0 enddef method;
then
1.0 -> P_positive
endif; ;»; METHOD: 9) save to_file(x);

355 Saves credibility weight, history of decisions,
if P_negative = 0 ;+»  history of increments/decrements and to files
then defmethod save to file(x);

1.0 -> P_negative Ivars x filed;
endif;
credibility_weight - > cred_weight(x);
if Q_positive=0 history_of decisions - > hist of decisions(x);
then
1.0 -> Q_positive syscreate{ “credwt®, 1, *line”) -> filed;
cndif; cred_weight -> datafile(filed);
sysclose(filed);
if Q_negative = 0 syscreate("histdec”, 1, "line”) - > filed;
then hig_of decisions -> damafile(filed);
1.0 -> Q_ncgative sysclose(filed);
endif; syscreate(“histid", 1, "line*) - > filed;
hist of_incs decs - > datafile(filed);
sysclose(filed);
113 Calculate p and ¢, depending oo whether it is an i or a &
;;; 10 the credibility weight enddefmethod;
if inc_or_dec =1
thea
P _positive/P_negative -> p; 133 METHOD: 10) retrieve_from_file(x);
Q_positive/Q_negative -> q 3+ Retrieves credibility weight, bistory of decisions,
else ;+;  history of increments/deceements from files
P_negative/P_positive - > p; defmethod retrieve from file(x);
Q_negative/Q_positive -> ¢ Ivars x filed;
eadif;
sysopen("credwt* 0, “line") -> filed;
;13 Calculate the functions f and g datafile(filed) - > cred_weight;
if inc_or_dec = 1 sysclosc(filed);
then sysopen(“histdec®,0, "line™) - > filed;
min((p+1),(g+1)) / max((g+1),(p+1)) -> £ datafilesfiled) - > hist_of decisions;
clx sysclose(filed);
min(((1/p)+1),((1/g) +1)) / max(((1/@) +1),((1/p) +1)) -> f; sysopea(“histid" 0, "line”) - > filed;
endif; datxfile(filed) - > hist_of incs_decs;
sysclose(filed);
1/kappa -> g;
ifx=1
;;; Calculate the increment, or decrement, to the credibility weight then
ifW>05 ‘Professor DK Bowen' -> matrix_nsme;
then cred_weight(1) - > credibility_weight;
03-(W-05)*f*g->Inc hist_of decisions(1) -> history_of_decisions;
clse hist_of incs_decs(1) -> history of_incs_decs;
©5-0.5-W)*f*g->inc;
endif; if type_of_structure = “substrate only”
then
;;; Implement the change in the credibility weight sysopen(“lofrisl®,0, line™) - > filed;
++; and record this change datsfile(filed) - > list_of rules;
B sysclose(filed);
;+; This history is stored in a list called history of incs_decs and
;:; each mew increment/docrement is added 10 the FRONT of the List. clseif type_of_structure = 's single layer’
;3: The value 1 significs an increment, 0 significs a decrement. then
if inc_or_dec =1 sysopen(“lofr1e2°,0, "line®) - > filed;
then datafile(filed) -> tim_of_rules;
W + Inc -> credibility_weight; sysclose(filed);
[1] <> hisory_of_incs decs - > history_of incs decs elpeif type_of_sructure = "multiple layers’
else then
W - Inc -> credibility_weight; sysopen{“lofr1137,0,"linc") - > filed;
[0} <> history_of inca_decs -> history_of_incs_decs; damfile(filed) -> list_of reles;
(-1)*Inc -> Inc ellly:szlole(ﬁle(l);
’ sysopen(“lofr14°,0, "line") - > filed;
1;; Record certain valucs in global varisbics datefile(filed) -> list_of_rules;
;3 for monitoring the seasitivity of change ... syscloacfiled);
p-> p_valuc; eadif;
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elgeif x = 2

then
'Professor BK Tanner® -> matrix_name;
cred weight(2) -> credibility_weight;
hist_of decisions(2) -> history_of_decisions;
hist_of incs decs(2) - > history_of incs_decs;

if type_of structure = 'substrate only’
then
sysopen(“lofr2s1°,0,"line") -> filed;
datsfile(filed) -> list_of rules;
sysclosetfiled);

clscif type_of structure = "a single layer’
then
sysopen(“lofr252°,0, line") - > filed;
dawafile(filed) - > list_of rules;
sysclose(filed);
clseif type_of structure = "multiple layers’
then
sysopen(*lofr2s3",0, "tine™) - > filed;
danfile(filed) -> tist_of rules;
sysclose(filed);
clic

sysopen(“lofr2s4" 0, "line") - > filed;

datafile(filed) - > fist of rules;

sysclose(filed);

eadif;

elgeif x = 3

then
*Docsor Neil Loxley® -> matrix_name;
cred_weight(3) -> credibility weight;
hist_of decisions(3) -> history_of decisions;
hist_of_incs_decs(3) -> history of incs_decs;

if type_of_structure = *substrate only’
then
sysopen("lofr3si®,0, line") - > filed;
damafile(filed) - > list of rules;
sywlose(filed);

elgeif type_of structure = 'a gingle layer’

thea
syvopen(“lofr352",0, linc™) - > filed;
datafile(filed) -> list_of rules;
sysclose(filed);

elseif type_of_structure = "multipie layers’

thea
sysopen(“lofr3s37,0,"line") - > fifed;
datafile(filed) - > list_of rules;
sysclose(filed);

clse
sysopen(“lofr3s4”,0,"line") - > filed;
datafile(filed) -> list of rules;
sysclose(filed);

endif;

i

elgeif x = 4

then
*Doctor CR Thomas' -> mafrix_name;
cred_weight(4) -> credibility_weight;
hist_of_decisions(4) -> history of decisions;
hist_of incs_deca(4) - > history_of_incs_decs;

if type_of_structure = *substrate only”
thea
sysopen(“lofrds1® 0, linc®) - > filed;
detafile(filed) - > list_of rules;
sysclosc(filed),

elseif type_of structure = 'a single layer’
then

sysopen(“lofr462°,0, "line”) - > filed;
dutafile(filed) - > tist_of rules;
sysclosc(filed);
elgeif type_of_structure = 'maltiple layers®
then

sysopen(*kafr4e3",0, “line”) - > filed;
duafile(filed) -> tist_of_rules;
sysclosc{filed);

clse
sysopen(“lofcésd™ 0, "line™) -> filed;
detafo(filed) - > list_of rules;
sysclose(filed);
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endif;

clse

then
*Dummy Expert’ -> matrix_name;
cred_weight(5) - > credibility weight;
hist_of decisions(5) -> history of decisions;
hist_of incs_decs(S) -> history_of incs_decs;

sysopen(“lofr5s1” 0, “line") - > filed;
datafile(filed) - > list_of rules;
sysclose(filed);

elseif type_of structure = "a single layer’

then
sysopen(“lofr5s2°,0, “line*) -> filed,
darafile(filed) - > list_of rules;
sysclose(filed);

elseif type_of_structure = 'multiple layers’

then
sysopen( “lofr5s3",0, “line") -> filed;
datafile(filed) - > list_of rules;
sysclose(filed);

else
sysopen(“lofr5s4°,0, "line”) -> filed;
datafile(filed) -> list_of rules;
sysclose(filed);

endif;

endif;

enddefmethod;

;33 METHOD: 11) store_angst;
Jdefmethod store_angst;
Ivars filed;

if type_of _structure = 'substratc only’
then
syscreate( "angst1®, 1, “line”) - > filed;
angst - > datafile(filed);
sysclose(filed);
clseif type_of structure = 'a single layer’
then
syscreate( “angst2°,1,*line®) -> filed;
angst - > dutafile(filed);

elseif type_of_structure = 'multiple layers’

syscreste("sngst3", 1, "line™) -> filed;
angst - > datafile(filed);
sysclose(filed);

else
syscreate( "angst4°, 1, "linc*) -> filed;
angst - > datafile(filed);
sysclose(filed);

eadif;

enddefmethod;

;;; MIETHOD: 12) printscif;
defmethod printself;
al2);pr(’ 7):ak(2);
0l(2);pr(C'CONNECTION MATRIX CREATED FOR AN EXPERT");nl(2);
pr(*Name of the expert: '); pr(matrix_name);nl(2);
pr("  List of rules used by this expert:");nl(1);
pC *);peilist_of_rulcs);n}(2);
pr("  Credibility Weight for this expert = *); pr(crodibility_weight);al(2);
pe("  History of most recentt decisions using the rules of this expert’);nl(1);

pC Tisa ful decision, 2 is sful’);ni(1);
pe(’ ");prihistory_of_decisions); nl(2);
pC )ial(2);
enddefmethod;
endfavour;




;3 32. COMBINED MATRIX OBJECT

flavour COMBINED MATRIX;
ivars matrix_name matrix;

;53 LIST OF METHODS

1 1) create(expert),

;3 2) access_combined matrix(i,j);
150 3) make deductions();

;;; 4) invoke unasserted _rules();
3 35) save_to file();

;5; 6) retrieve_from_file();

33 7) printscif(number_of _experts);

;3; METHOD: 1) create(expert);
13 Create a combined connection matrix foc a specified number of experts
defmethod create{cxpert);

Ivars expert size_of_matrix i j k filed;

'‘COMBINED CONNECTION MATRIX' -> matrix_name;

number_of rules * 2 -> size_of matrix;
newnrray([] “size_of matrix | “size of matrix),0) -> matrix;

nl(2);pe(’ Scalar multiply each connection matrix by the credibility

weight of the expert.’);nl(2);
:33 SCALAR MULTIPLY EACH CONNECTION MATRIX
1->14
until i > number_of experts
do
expert(i) <- scalar_multiply;
i+1->1i
eaduntil;
pr("Use simple matrix addition to add the connection
matrices together.*);nl(2);
1->14
1->j;
1->k;
until i > size_of matrix
do
until j > size_of matrix
do
until k > number of experts
do
matrix(i,j) + expert(k) <-access_cred_matrix(i,j) - > matrix(i,j);
k+1->k
enduntil;
1->k;
jH1->
eaduntil;
1->j;
i+1->1i
enduntil;
enddefmethod;

;;; METHOD: 2) access_combined matrix(i,j);
:;; This method accesses the value at specified indices of the combined matrix
defmethod access_combined matrix(i,j);

tvanij;

matrix(i,j)
enddefmethod;

Ivars tist_of_sules i j sizc_of_matrix largest_valuc;
tvars rule_oumber no_of _rules rule_set mask;
Ivars arule premise consequence temp_list;

tvars filed temp fired k;

;;; CRBATE AN EMPTY LIST OF RULES
01 -> tis_of rules;
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number of rules ®* 2 -> size of matrix;

11+ MAKE LIST OF RULES WITH THE HIGHEST VALUE IN THE
COMBINED MATRIX

1->i;

1->3j

until i > size of matrix

do
0-> largest_value;
0 -> rule_number;

until j > size of matrix
do
if matrix(i,j) > largest value
then
matrix(i,j) - > largest valuc;
j/2 -> rule number
endif;
jH1->j
enduntil;

if rule_number > 0
then

;35 Add rule number to the list of rules

list_of rules < > {"(rule_numbcr)] -> list of rules
endif;

1->j;
itl1->i
enduntil;

++s The length of this list equals the number of rules
;+; used by the expert system for the current decision
length(list_of rules) -> no_of rules;

lig_of_rules -> temp_list;

;+» CREATE THE RULE SET (AS AN ARRAY OF RULES)
ncwamay([1 3 1 “no_of rules]) - > rule set;

newarray([1 “no_of rules]) -> mask;
if type_of_structure = ‘substrate only’
then
sysopen(“rmask1°,0, "line®) -> filed;
datafile(filed) - > masking of rule;
sysclose(filed);
elseif type_of_structure = "a single layer’
then
sysopen(“rmask2” .0, “line") -> filed;
datafile(filed) - > masking of rule;
sysclose(filed);
clscif type_of_sructure = "multiple layers’
thea
sysopen(“rmask3",0, “linc*) -> filed;
datafile(filed) - > masking of rule;
sysclose(filed);
else
sysopen( “rmask4° .0, "line") -> filed;
datafile(filed) - > masking of rule;
sysclose(filed);
endif;

1->4;
until i > no_of_rules
do

bd(semp_lis) -> j;

73+ Add a rule o the rulesct
rule(1,§) -> rule_set(1,i);
rule(2,j) -> rule_set(2,i);
ule(3,j) -> rule_ser(3,i);

masking of rule(j) - > mask(i);

d(semp list) -> twemp_list;
i+l->i
eadunsil;

list_of_rules -> original Yist of rules;
0 -> xemp;
1->k;

0l{2);pr("Fire reles layer by layer and calculate the');al(1);
pr(’ values of the conclusion variables.");n(2);



untitk > 2
do
list of rules-> temp list;

1->14
until i > no_of rules
do

hd(temp list) -> j;

if mask(i) = "ASSERT" and hd(rule_set(3,i)) = k
then

;13 create a rule object and use the rule
make_instance([RULE]) - >arule;

rule_set(1,i) -> premise;
rule_set(2,i) -> consequence;

arule <- usc rule(premise, consequence) - > fired;

if fired=1

then

temp < > [*j] -> temp
cadif;

endif; '
d(temp_list) - > temp_list;
it1->1i
enduntil;
k+t->k;
load fuzzout.p;
enduntil;
nl(3);pc("The following rules are used in this decision: ');nl(2);
pritcmp);nl(3);

ni(3);
pe(’ *);al(3);
nl(3);pr"  DEDUCTIONS MADE BY THE FUZZY SYSTEM');ni(3);

temp - > list of rules;
return(list_of_rules);

eaddefmethod;

;;; METHOD: 4) invoke_unasserted rules;

;;; Whenever there is not enough information produced by the ASSERTed
rules, then the

+;; UNASSERTed rules arc invoked. In this casc, the user is prompted to
evaloate each

;;; deduction as it sppears oo the screea.
thod invoke | d_rules;
Ivars no_of rules temp list mask rule_set i j arule premise consequence;
tvars answer temp fired rule_hissory filed;

PP

if type_of_structure = 'substrate only’
then
sysopea(“rhist1°®,0, "line"™) - > filed;
detafile(filed) -> rule_history;
sysclose(filed);
clseif type_of_structure = °a single layer’
then
sysopen(“rhis2° 0, “tinc") -> filed;
datafile(filed) -> rule_history;
sysclose(filed);
clscif type_of_structure = "multiple layers’
then

sysopea("rhin3*,0, "linc*) -> filed;
datafile(filed) - > rulc_hisory;
sysclosc(filed);

™
sysopea("rhist4* 0, “line") - > filed;
detaflleqfiled) -> rule_history;
sysclose(fiicd);

endif;

;;; The length of this list equals the sumber of rules
;3; wsed by the cxpert system for the current decision

lcagth(original_list_of rules) -> 80_of _rules;
original_list_of_rules -> temp_list;

;;; CREATE THE RULE SET (AS AN ARRAY OF RULES)

newarray([1 2 1 “no_of rules]) -> rule set;
newarray([1 “no_of rules]) - > mask;

1->1i

until i > 0o of rules

do
bd(temp _list) -> j;
;37 Add a rule to the ruleset
rule(1,) -> rule set(1,i);
rule(2,j) -> rule_set(2,i);
masking of rule(j) - > mask(i);
ti(temp_list) -> temp list;
i+l->i

enduntil;

1+» USE THIS SET OF RULES TO MAKE DEDUCTIONS

newarmay({! “no_of rules]) - > arule;

original list_of rules -> temp list;
0 -> temp;
1->1i;
until i > no_of rules
do
bdtemp_lis)) -> j;

if mask(i) = *UNASSERT"
then

DEDUCTION MADE BY AN
UNASSERTED RULE’);ni(3);

al(S);pe(’

make_instance({[RULE]) - > arule(i);

rule_set(1,i) -> premise;
rule_set(2,i) -> consequence;

355 creste a rule object and use the rule
arule(i) <- use_rule(premise, consequence) - > fired;

if fired =1

then

temp <> [j] -> temp
endif;

A -> answer;
until answer=[y] or answer=[Y] or answer=[n] or answer={N]
do

nl(2);pr(’ Is this deduction correct (Y/N)?*);

nl(1);pr(" Pleasc type in your answer ...");

readline() -> mnswer;
enduntil;
hd(temp _list) - > j;

if leagth(rule_hisory(D) > (N - 1)
then
ti(rule_history(j)) - > rule_history(i)

if answer=[y] or answer=[Y]
thea

rule_hisory() < > {1]
clse

ruke_history() <> [0)
endif;

cadif;
i+1->1i;

t(teamp lim) -> temp_lint

if type_of_structere = "substrat¢ only’
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thea
syscreate( "rhist1®,1,"line") - > filed;
rule_history - > datafile(filed);
sysclose(filed);

elseif type_of_structure = 'a single layer’

then
syscreate(“rhist2® 1, “line") - > filed;
rule_history -> datafile(filed);
sysclose(filed);

elscif type_of_structure = 'multiple layers’

then
syscreste( "rhist3", 1, “line®) - > filed;
rule_history - > dutafile(filed);
sysclose(filed);

else
syscreste("rhist4", 1, “linc") - > filed;
rulc_history - > datafile(filed);
sysclosct(filed);

endif;

enddefmethod;

;»; METHOD: 5) save_to_fileQ;
;i; Saves the combined connection matrix to file
defmethod save _to_file;

Ivars filed;

syscreate("cmname”, 1,"linc") - > filed;
matrix_name - > datafile(filed);
sysclosc(filed);
if type_of structurc = ’substrate only’
then
syscreate(“cm1°,1,"line®) -> filed;
matrix - > datafile(filed);
sysclose(filed);
clscif type_of_structure = "a single layer’
then
syscreste("cm2°,1,"line") -> filed;
matrix -> datafile(filed);
sysclose(filed);
elseif type_of_structure = "multipic layers’
then
syscreate("cm3”, 1, line”) -> filed;
matrix -> datafile(filed);
sysclosc(filed);
clse
syscreate("cm4”, 1, line") -> filed;
matrix - > datafile(filed);
syxclose(filed),
eadif;
enddefmethod;

METHOD: 6) retrieve_from _file();
B i the bined jon matrix from file
defmethod retrieve_from_filc;

tvars filed;

ey

sysopen(“cmmame* 0, "line") - > filed;
detafile(filed) -> matrix_name;
sysclose(filed);
sysopes(“noexp” 0, "linc”) -> filed;
detafile(filed) -> number_of experts;
sysclose(filed);

if type_of_structure = "substrate only’

thes
sysopes(“cn1”,0,"tine") -> filed;
dutafile(filed) -> matrix;
sysclose(filed);
sysopes("rmol *,0, "line*) - > filed;
detefilo(filed) - > sumber_of_rules;
sysclose(filed);

clsoif type_of structure = °a single layer’

then
sysopen(*cm2” 0, Hine") -> filed;
datafile(filed) -> matrix;
sysclose(filed);
M'l'.ﬂ'.o.'h') -> filed;
detafile(filed) -> sumber_of rules;
sysclose(filed);

clocif type_of_structure = "muitiple layers’

then
sysopen(“cm3”,0,"line") - > filed;
dawafile(filed) - > matrix;
sysclose(filed);
sysopen("rno3°”,0, line") - > filed;
datafile(filed) - > oumber of rules;
sysclose(filed);
clse
sysopen(“"cm4” 0, “tine”™) -> filed;
datafile(filed) - > matrix;
sysclose(filed);
sysopen(*rnod” 0, "line*”) - > filed;
datafile(filed) - > number of rules;
sysclose(filed);
endif;
enddefmethod;
;3; METHOD: 7) printsclf(number of _cxperts);
defmethod printself(number of experts);
Ivars number_of_experts i;

al(2);pr(’

1l(2); pr(’COMBINED CONNECTION MATRIX CREATED FOR THE

FOLLOWING EXPERTS");ni(2);

1->4
until i > number_of_experts
do

i pr(’Name of expert’);pr(i);pr(’: ");pr(expert(i) < -matrix_name);nl(1);

i+1-> i
enduntil;

_—

enddefmethod;

;57 33. FUNCTION o check if clement is a member of a list

define ismember(clement, list);
if list matches [== “element = =]
then true
clac false
endif
enddefine;

define get_median_value(list);
Ivars list list2 check a median_value;

;;; RANK THE LIST
0-> check;
while check =0
do
1 -> check;
0-> lis2;
hd(list) -> a;
lim2 <> ["a] -> lis2;
d(list) -> list;
until lim = [}
do
if hi(list) < &
then
hd(list) -> a;
2] <> lis2 -> his2;
0 -> check
clse
hd(ligt) -> a;
is2 <> [“a] -> lis2;
endif;
d(list) - > list
enduntil;
Le2 -> list;
endwhile;
list(9) - > median_value;
return(median_valuc);
enddefine;



;5 EXPERT SYSTEM

;;s FUZZY SYSTEM OBJECT

533 LIST OF METHODS:

5; 1) initialise_rocking curve parameters(x);

;55 2) store_rocking_curve_parameters(x);
;5s3) create_the_connection_matrices;

)] lond the rules_from_file;

s 9 :_the ) -> decisi

355 6) use_the unasserted rules;

;s 7) update_the_histories;

i 8) retrieve_from fiks 1();

i 9) save_to files 10;

3 10) check_experts_crodibility_weights(an_expert);
s 11) monitor_parameters_for seasitivity(i);

12) set_up_some_variables;

;53 13) check_ ASSERT_UNASSERT _functions();
i 14) save_to_files_2();

15) fine_tuning membership functions;

;i 16) retrieve_from_files 20);

17) choosc_which_variable(sumber1, number2);
18) save_to_filkes_30;

3ii 19) were_changes made_to_credibility weights();
335 20) record_varisble_values();

s 21) run the sysem();

flavour FUZZY_SYSTEM;
ivars outcome_of decision;

;;; METHOD 1: initialise_rocking curve parameters(x);
;5; This method gives initial (default) values to varisbles that
;;; stare the rocking curve parametery

defmethod initialise_rocking curve paramecters(x);
Ivars x;

if x=1

then

;;; From Experiment Frame 1
0 -> wavelcngth;

0 -> b_reflection_index;
0-> k_reflection_index;

0 -> 1_reflection_index;
*VOID® -> substrstc_matcrial;
"VOID" -> reflection_orientation;
0-> b_surface_normal_index;
0-> k_surface_normal_index;
0 -> |_surface sormal_index;
0 -> Bragg angic;

0 -> wmart_of scan_range;
0-> end of scan mange;
endif,

fx=1
then
;+; From Layer-Frame
*VOID® -> layer_material;
*VOID" -> layer_chemistry;
0 -> layer_thickness;
0 -> layer_thickness_greater_than balf micron;
0 -> luyer_thickness_lcss_than 5 microns;
endif;

;;; From Substrate-Pesk Frame

0 -> mbstrate FWHM;

999 -> substrwte_pesk_broadening;

0 -> substrate_imtcgrated_intensity of peak;
999 -> gabstratc_ssymmetry in_pesk;

0 -> split_sebstrac_pesk;

;3 From Layer-Peak Prame

0-> layer FWHM;

*VOID" -> layer_pesk broadesing;

0 -> luyer_istogratod_istonsity_of_peak;

0 -> layer_istogratod_istensity_of pesk is_zero;
999 -> layer_ssymmctry_is_pesk;

999 -> lsyer_wedge._shaped_pesk;

0-> layer_wplit_pesk;

999 -> imteasity_of layer_pesk;

;3; 34. OBJECT USED TO CONTROIL. THE MECHANISMS OF THE
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;»» From Multiple-Layer-Peaks Frame

"VOID" -> multiple layers peak broadening;
“VOID" - > multiple layers any asymmetry;

999 - > multiple_layers_asymmetry in_peak;

"VOID* -> multiplc_layers_any_wedge shaped peaks;
999 -> multiple_layers wedge shaped peak;

;;; From Single-Satellite-Peak Frame
0 -> satellite_intensity of peak;

0 - > satellite FWHM;

0 -> satellite_order;

0 -> saxcilitc_position;

;3; From Satellite-Peaks Frame

999 - > satellite_visibility;

0 -> satellite_spacing of peaks;

999 - > smellite asymmetry of pius_and_minus_peaks;

0 -> satellite_ number_of peaks;

0 -> satellite_relative_intensities;

0 -> sawllite_relative_width_of peaks;

0 -> satellite_relative_integrated_intensities;

"VOID"® - > satellite peak_splitting;

0 -> satellite_order 1;

0 -> sacllite_position_!;

0 -> satellite_order 2;

0 -> satellite_position_2;

1 -> satellite_spacing greater than_zero;

0 -> sawcllite_subsidiary interference effects;

0 -> saellite_broadening_of higher order_peaks;

0 -> satellite_relative_width_of peaks greater than zero;
0 -> sateltitc_rclative_intcgrated _intensitics_greater than_zcro;
0 -> thickness_of_superiattice_less_than half micron;

++; From Zero-Order Peak Prame

0 -> zero_order FWHM,;

0 -> zero_order_integrated_intensity of peak;
999 -> zero_order_ssymmetry in_peak;

;»; From Interference-Fringes_frame

999 - > interference_fringes;

0 -> spacing_of interference fringes;

0 -> spacing_of_interference_fringes_is_low;
999 - > visibility of interference_fringes;

3+ From Substrate-Only Frame
if x=1
then
1-> number_of layers;
endif;
0 -> number_of peaks_is_onc;
0 -> pumber of peaks is_more_thas osc;
0 -> number_of peaks_is_nonc;

;+; From Sisgle-Layer-Frame
0 -> number_of peaks_is two;
0 -> number_of _peaks is_more_than_two;
0 -> substrate_layer_peak overlap;
0-> substrate_material_cqual t0_layer;
0-> peak_splitting;
0 -> peak_separation_is_low;
0-> peak_splitting is_zero;
0-> peak_splieting less_than_three times width_of peak;
0-> peak_splitting is_high;
if x=1
then
“VOID" -> relaxed layer;
endif;
0 -> three_times_width_of pesk;

;;; From A-Number-of-Layers-Frame
if x=1
thes
"VOID® -> layer_composition;
0 -> sumber_of blocks
eadif;

;33 From Superiattice-Frame
ifx=1



;+» From Multiple-Layers Frame
if x=1
then
*VOID® -> layers_in_blocks;
endif;
0 -> correspondence_between Iayers_and peaks;

;3 From Superlatticc-With-a-Few_Layers Frame
if x=1
then
"VOID" -> twp_layer composition;
0 -> top_layer_thickness;
“VOID" -> bottom_layer_composition;
0 -> bottom_layer_thickness;
0 -> number of top_layers;
0 -> number_of_bottom_layers;
endif;
0 -> number_of_peaks;
"VOID" -> overlap_of peaks;

if x=1
then
0 -> experimental mismatch;
1-> relaxed_mismatch;
0 -> relaxed mismatch_is_high;
1 -> spacing of_planes;
0 -> lattice_parameter;
0 -> period_of_superiattice;
0 -> period_dispersion;
0 -> thickness_of_layer
cadif;

enddefmethod;

;;; METHOD 2: store_rocking curve_parameters(x);
:;; This metbod stores rocking curve parameters to file

defmethod store_rocking curve parameters(x);
tvars filed substrate layer ratio_of_integrated_intensitics;

if type_of_structure = 'substratc oaly’
then
sewarray((1 25]) - > dummy_smay;

type_of_structure -> dummy_array(1);
waveleagth - > dummy_array(2);
b_reflection_index -> dummy_srray(3);
&_reflection_index - > dummy_array(4);
1_reflection_index - > dummy_srray(5);
substratc_metcrial -> dummy_array(6);
reflection_cricntation - > dummy_array(7);
h_surface_normal_index -> dummy_array(8);
k_surface_normal_index -> dummy_armay(9);
1 surface_normal_index -> dummy_ array(10);
Bragg_sagic -> dummy_armay(11);
start_of scan_range -> dummy_aray(12);
end_of scan_range -> dummy_amay(13);
sebetrsee FWHM -> dummy_array(14);
substrate_pesk_broadesing -> dummy_array(15);
substrate_imtegrated_intensity_of pesk -> dummy srray(16);
substratc_ssymmetry_in_pesk -> dummy_srray(17);
mufauee . fringes -> dummy_srruy(18);

g_of_inserf » fringes -> dummy_srray(19);
visibilny of_imerfereace_fringes -> du-y aray(20);
sumber of pesks -> dummy_array(21);
type_of_structure_is_substrate_cnly -> dummy_srray(22);
oumber_of_peaks_is_oac -> dummy_smay(23);
sumber_of pesks is morc_than_one -> dummy_aray(24);
number_of_pesks_is_nonc -> dummy_srray(25);

elaeif type_of_sructure = 'a single layer’
then
newarray([1 47]) - > dummy_sorey;

type_of_structure -> dumamy_armey(1);
wavelength - > dummy_array(2);
b_reflection_index -> dummy_array(3);
k_reflection_index - > dummy_arrsy(4);
lmm > dammy_arrsy(5);
m_mnl~>amy array(6);
reflection_oricatation - > dummy_array(7);
hmww»uuy wray(8);
k_surface_mormal_index - > dummy_sray(9);
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I surface normal_index -> dummy_array(10);
Bragg angle - > dummy_array(11);
start_of scan_range - > dummy array(12);
end_of scan range -> dummy_array(13);
layer_material - > dummy_array(14);
layer_chemistry - > dummy_array(15);
layer_thickness - > dummy_array(16);
substrate FWHM - > dummy array(17);
bstrate_peak_broadening - > dummy_array(18);
b d i y of peak -> dummy_arcay(19);
substrate lsymmary in M -> dummy array(20);
layer FWHM -> dummy_array(21);
Iayer_peak _broadening - > dummy_array(22);
layer_integrated_intensity of peak - > dummy array(23);
layer_asymmetry in_peak -> dummy array(24);
layer_wedge shaped peak -> dummy_array(25);
if layer_split_peak = [Y)
then
1 -> layer_split_peak;
else
0-> layer_split_peak;
endif;
layer_split peak -> dummy_array(26);
interference fringes - > dummy_array(27);
spacing_of_interfy _fringes - > dummy_array(28);
visibility of_interference fringes - > dummy_array(29);
number of peaks -> dummy_ array(30);
type_of_structure_is single layer - > dummy_array(31);
number_of peaks_is_one - > dummy_array(32);
number_of_peaks_is_two -> dummy_array(33);
number_of peaks_is_more_than_two - > dummy_array(34);
number_of peaks_is_nose -> dummy_array(35);
subsrate_material equal to_layer - > dummy_armay(36);
peak_separation_is_low - > dummy array(37);
layer_integrated intensity of peak is_zero -> dummy array(38);
layer_thickness greater than half micron -> dummy_ array(39);
layer_thickness_less_than_S_microns - > dummy_array(40);
peak_splitting is_zero -> dummy array(41);

peak_splitting less_than_three_times width_of peak- >dummy_array(42);

relaxed_mismatch is_high - > dummy_array(43);

peak_splitting is_high - > dummy_array(44);
spacing of interference_fringes is_low -> dummy_arvay(45);

ifx =1
then

b > FWHM * sub il ity of peak ->

hquWHM’hyummmdmmydpelk -> layer;

layer / substrate -> ratio_of_integrated_intensitics;

ratio_of_integrated _intensitics - > dummy_array(46);

else

layer i d_intensity of peaidut . integrated i
-> ratio , of integrated intcasitics;

ratio_of _integrated_intensities - > dummy_array(46);

endif;

intensity of layer peak -> dummy mmray(47);

clacif type_of_structure = *multiplc layers’
then

ncwarray([1 33)) ->dummy_smray;

type_of_structure - > dummy array(1);
wavcieagth - > dummy_array(2);
b_reflection_index - > dummy array(3);
k_reflection_index -> dummy_srray(4);
1_reflection_index -> dummy_srray(5);
mbetrate_material - > dummy_srmay(6);
reflection_orientation -> dummy_amay(7);
h_surface normal index -> dummy_sray(8);
k_surface_normal_index -> dummy array(9);
1_surface_normal_index - > dummy_srray(10);
Bragg angle -> dummy_array(11);
start_of scan _range - > dummy_srray(12);
ead_of scan_range -> dummy_srray(13);
substrate FWHM - > dummy_array(14);
substrate_peak | bmldening-> dummy_aerxy(15);



number_of blocks - > dummy array(25);

npumber_of peaks -> dummy aray(26);

interference_fringes - > dummy _array(27);

spacing_of interference fringes -> dummy_array(28);
vigibility of interference_fringes -> dummy_array(29);

type_of structure is_multiple layers -> dummy_array(30);
correspondence_between_layers and_peaks - > dummy_amay(31);
number_of_peaks_is_none -> dummy_array(32);

split_substrate peak -> dummy_amray(33);

elseif type_of_structure = 'MQW structure’
then
newarmay([1 60]) ->dummy_array;

type_of structure - > dummy_array(1);

wavelength - > dummy_amay(2);

b_refiection_index - > dummy amay(3);

k_reflection_index -> dummy_array(4);

I_reflection_index - > dummy_wmray(5);

substratc_material - > dummy amay(6);

reflection_orientation -> dummy_array(7);
h_surface_normal_index -> dummy array(8);
k_surface_normal_index - > dummy_srmay(9);

| surface_normal_index -> dummy_srray(10);
Bragg_angle -> dummy amay(11);

start of scan_range - > dummy smay(12);

end_of_scan_range -> dummy array(13);

sutellite_visibility -> dummy_array(14);
satellite_spacing of peaks -> dummy_mmay(15);
satellite_asymmetry_of plus_snd_minus_pesks - > dummy_array(16);
sacllite pumber_of peaks -> dummy array(17);
satedlite_relative_intensitics -> dummy_array(18);
satellite_relstive_width_of pesks -> dummy_srmay(19);
satellitc_relative_integrated_intensitics - > dummy _array(20);
sstelliec_subsidiary interference cffects -> dummy array(21);
satelliee peak splitting - > dummy array(22);
satcllite_broadening of higher _order_pesks -> dummy_amay(23);
substrate FWHM -> dummy_srmay(24);
substrate_peak_broadening -> dummy_srray(25);
substratc_integrated_intensity of peak -> dummy_mmay(26);
substrate_asymmetry_in_pek -> dummy_smay(27);
zer0_order FWHM -> dummy_array(28);
zero_order_integrated intensity of peak -> dummy_array(29);

spacing of fringes - > dummy_amay(32);
visibility_of_interfi : fringes -> dummy_mmay(33);
number_of_layers -> mmmy amay(34);

thickness _of superlattice -> dummy _array(38);
more_than_two_peaks - > dummy_array(39);
idestify_the_peaks -> dummy_array(40);
type_of_structure_is MQW -> dummy_array(41);
setelliec_spacing gresier than zero - > dummy_ amay(42);

satellite relative width of peaks grester than zero- > dummy_array(43);

sacllise_relative_integrased_imtengitics gremter_than zero

-> dummy_srray(44);
thickness_of_superiatticc_lems_thas half microo -> dursmy smay(45);
oumber_of peaks is_nonc -> dummy_svay(46);

bottoa _lsyer_composition - > (hmmy uny(49).
botom_layer_thickness - > dummy wsrray(50);
oumber_of_wop_layers - > dummy_scray(31);
oumber_of_bottom_layers - > dummy_array(52);

number_of peaks -> dummy_sray(53);

overlap_of_peeks -> dummy_array(54);
multiple_layers_peak_broadening - > dummy_array(3S);
muktiple_layers_soy_ssymmetry -> dummy_arsy(56);
multiple_layers_asymmetry_in_peak -> dummy_array(37);
multiple_layers_any_wedge_shaped_peaks - > dummy_array(S8);
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syscreate( “exper”, 1, "line") - > filed;
dummy_array - > datafile(filed),
sysclosc(filed);

else
syscreate( “simul”®, 1, "line”) - > filed;
dummy array - > datafile(filed);
sysclosc(filed);

endif;

enddefmethod;

;3 METHOD 3: create_the coannection_matrices;
;;; This method creates the connection matrices for three experts

defmethod creaie_the connection_matrices;
Ivars an_expert ruleset] ruleset2 ruleset3 rulesetd filed;

sysopen(“noexp”,0, line”) - > filed;
datafile(filed) - > number of experts;
sysclose(filed);

;3> This array will contain all the connection matrices for all experts
newarray([! “number_of_experts]) - > an_expert;

;+» Basic connection matrices were crested by the
;:: program "initial.p’ and stored in a series of files
if type_of_structure = 'substrate only’
then
sysopen(“rnol 0, “line”) - > filed;
datafile(filed) - > number_of rules;
sysclose(filed);
sysopen(“melsi”,0, "line") - > filed;
datafile(filed) - > ruleset!;
syaclosc(filed);
sysopen(“me231°.0, "linc") - > filed;
damafile(filed) - > ruleser2;
sysclose(filed);
sysopen(“me3s1",0, "line") - > filed;
datsfile(filed) - > ruleset3;
sysclose(filed);
sysopen(“meds1”,0, line") -> filed;
datafile(filed) -> ruleserd;
sysclose(filed);
cleif type_of_structure = ’a single layer”
then
sysopen(“rao2”,0, line") - > filed;
datafile(filed) - > number_of rules;
sysclosc(filed);
sysopen(“mel52”,0, " line") - > filed;
datafile(filed) - > ruleset];
sysclose(filed);
sysopen(“me2s2",0, *line") - > filed;
datafile(filed) - > ruleser?;
sysclose(filed);
sysopen(“"me3g2°,0, "line®) - > fiked;
datafile(filed) - > ruleset3;
syswclosefiled);
sysopen( "me4a2" 0, "line") - > filed;
datafile(filed) - > rulescts;
sysclose(filed);
eleeif type_of_structure = *muktiple layers®
then

sysopen(“rno3°,0,"line") - > filed;
detafile(filed) - > number of rules;
sysclose(filed);
sysopen("me153°,0,"line™) -> filed;
duatafile(filed) - > ruleset!;
sysclose(filed);
sysopen("me213",0, “line") - > filed;
danafile(filed) - > rulese?2;
sysclose(filed);
sysopen(*me353",0, "tine") - > filed;
detafile(filed) - > ruleset3;
sysclose(filed);
sysopen("me4s3”,0, "line") - > filed;
dutafile(filed) - > rulesetd;
sysclose(filed);

el
sysopen("reod" 0, "lise") - > filed;
datafile(filed) - > number of rules;
sysclose(filed);
sysopen(*me154°,0, "line”) - > filed;
datafile(filed) -> ruleset];



sysciose(filed);
sysopen(“me2s4" .0, line") - > filed;
datafile(filed) - > ruleset2;
sysclose(filed);
sysopen(~me3sd® 0, line”) - > filed;
damfile(filed) - > ruleset3;
sysclosc(filed);
sysopen(“medsd® .0, linc") -> filed;
datafile(filed) - > rulesets;
sysclosci{filed);
endif;

sysopen(“credwt® 0, "line™) - > filed;
datafile(filed) - > cred_weight;
sysclose(filed);

make_instance(|CONNECTION_MATRIX]) - > an_expert(1);

nl(1);pr(’ Creating the connection matrix for DKB’);

an_expert(l) <- creste a_ jon_matrix(*Professor DK Bowen',
rulesetl);

an_expert(1) <- assign_credibility weight(cred _weight(1));

make_instance([CONNECTION MATRIX]) - > an_expert(2);

nl{1);pe("Creating the connection matrix for BKT');

an_expert(2) <- create_a_ jon_matrix('F BK Tanner’,
ruleset2);

an_expert(2) < - assign_credibility_weight(cred_weight(2));

make_instance(JCONNECTION MATRIX]) - > an_expert(3);

ni(1);pe(’ Creating the connection matrix for NL');

an_expert(3) <- create_a_connection_matrix(*Doctor N Loxley', ruleset3);
an_expert(3) <- assign_credibility weight(cred_weight(3));

make _instance([CONNECTION_MATRIX]) -> sn_expert(4);

nl(1);pe(’ Creating the connection matrix for DE’);

an_expert(4) <- create_a_coancction_matrix('DUMMY expert’, rulesetd);
an_expert(4) <- assign crodibility weight(cred_weight(4));

return(an_expert)
enddefmethod;

;;; METHOD 4: load_the_rules_from_file;
+;; This method creates the connection matrices for three experts

defmethod load_the_rules_from_ file;
tvast filed;

;;; RULES ARE STORED IN A 2XM MATRIX (where M is the number
33; of rules)
newarray([1 3 1 “pumber_of rules]) - > rule;

nl(2);pr(’Loading the ruleset from file');nl(2);
;:; Rules are stored in files “rulesl.p”, “rules2.p”, “rules3.p”, “rulesd.p®
if type_of_structure = "substrate only”
then
sysopen(“fuzznol * 0, linc") - > filed;
detafile(filed) - > number of furry variables;
sysclose(filed);
sysopen(“rvar1*,0,"linc”) -> filed;
dutafile(filed) -> rule_varisble;

sysclose(filed);
sysopen(*memfunc]®,0, "lisc®) -> filed;
dunfile(filed) - > membership functions;
sysclose(filed);
sysopen(“memfl *,0,"tinc”) -> filed;
detafile(filed) -> mf;
sysclose(filed);
load rales].p;
elscif type_of_structure = "a single layer’
thes

sysopen(*fuzzao2" 0, linc") - > filed;
detafile(filed) -> sumber of furzy varisbles;
sysclosc(filed);

sysopen(“rvar2°,0, "line”) -> filed;
detafile(filed) -> rule_variable;
sysclose!(filed);
sysopes(“memfunc2® .0, "line”) -> filed;
danafilo(fiied) -> membership functioas;
sysclose(filed);
sysopes("memf2",0, "line") -> filod;
danafile(fiicd) -> wf,

sysclose(flled);
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load rules2.p;

elseif type_of structure = 'multiple layers’

then
sysopen( “fuzzno3® 0, "linc") -> filed;
datafile(filed) - > number of fuzzy variables;
sysclose(filed);
sysopen(“rvar3®,0,"line”) - > filed;
datafile(filed) - > rule variabie;
sysclose(filed);
sysopen("memfunc3”®,0, " line®) - > filed;
datafile(filed) - > membership_functions;
sysclose(filed);
sysopea(“memf3",0,"line") - > filed;
datafile(filed) - > mf;
sysclosc(filed);
load rules3.p;

else
sysopen("fuzmod® 0, "line*) - > filed;
datafile(filed) - > number_of fuzzy variables;
sysclose(filed);
sysopen(“rvar4*®,0,"line") - > filed;
datafile(filed) -> rule_variable;
sysclose(filed);
sysopen(" memfunc4” 0, "line”) - > filed;
datafile(filed) - > membership functions;
sysclose(filed);
sysopen(*memf4”,0, line") - > filed;
datafile(filked) -> mf;
sysclosc(filed);
Toad rulesd.p;

endif;

;»: rules are stored in the array rule(3,m)

enddefmethod;

;i» METHOD 5: : the 4 ) -> decisi
;+; This method calculates the outcome of the current decision

defmethod calculate_the outcome -> decision;
Ivars filed experimental_curve simulated curve variable_list;
Ivars number total of_outcomnes ratio_of_values i decision;
hars history of real_values;

33 Load the descriptions of the curves from duta files: cxper & simul

sysopen("exper” 0, "line*) - > filed;
dutafile(filed) - > experimental_curve;
sysclose(filed);

sysopen("simul” 0, "line*) - > filed;
datafile(filed) - > simulated curve;
sysclosc(filed);

++; Choose the relevant variables for the currest structure

31> The numbers of the variables arc stored in a list: variable_list
if (experimental curve(1)="substrate only’)

then

[14 15 16 17 23 24 25] -> varisble_list;
++5 Translate oumber of peaks into pumerical values
elgeif (experimental curve(1)="a single layer’)
then
[17 18 20 21 22 24 25 26 32 33 34 35 42 44 46) - > variable_list;
claeif experimental curve(1)="multipic layers’
then

(14 15 16 17 18 19 20 21 22 31 32) -> variable_list;
cisc
if type_of structurc2 = "additional layers’
then
[14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
39 40 42 55 56 57 58 59] - > variable list;
clsc
[14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
39 40 42] -> variable_list;
endif;
endif;

+++ Calculate the outcome of the decision by objective means
length(varisbic_list) - > sumber;

0.0 -> ratio_of _valucs;

0.0 -> twtal_of_owicomes;

0->i;
until varisble list=[1



do
evariable _list) -> i;

;+: Translate Y/N answers into Boolean values
if experimental_curve(i)=[Y]
then
1.0 -> cxperimental_curve(i)
elseif experimental _curve(i)=[N]
then
0.0 -> experimental _curve(i)
cise
endif;

if simulated_curve(i)=[Y}
then

1.0 -> simulated_curve(i)
clseif simulated_curve(i)=[N]
then

0.0 -> simulated_curve(i)
cize
endif;

if experimental_curve(i) = *VOID*
then

1.0 -> experimental_curve(i)
endif;

if simulated_curve(i)="VOID"
then

1.0 -> simylated_curve(i)
endif;

;;; Calculate a ratio of experimental to simulated for cach variable
if experimental_curve(i)=0 and simulated_curve(i) =0
then
1.0 -> ratio_of values;
else
min{experimental_curve(i), simulated_curvei)) /
max(experimental_curve(i), simulated_curve(i)) - > ratio_of_values;
endif;
total_of outcomes +ratio_of_valucs - > total_of outcomes;
ti(variable_list) - > variable_list;
enduntil;

1:; Calculate an overall outcome for this decision
(total_of_outcomes / number) -> decision;

;+; Update history of decision valucs
sysopen(“histrv",0, "lime") - > filed;
deuafile(filed) -> history of rcal_valucs;
sysclose(filed);

clean{decision) - > decision;
hissory_of resl_values < > ["decision] -> hissory_of real_values;

syscreste(“histrv®, 1, "line”) -> filed;
history_of_real_valucs -> detafile(filed);
sysclose(filed);

enddefmethod;

;;; METHOD 6: usc_the_unasserted_rules;
:;; This method uscs unasserted rules when the decigion is
55 close 90 but just below the threshold

defmethod use_the_umassorsed rules;
Ivars combined _commection _matrix;

meke_instance(|COMBINED_MATRIX]) - > combincd_conmcction_matrix;
combined_coomection_matrix < - retrieve_from_file;
combimed_conmection_metrix < - invoke_unasscricd_rules;
camcel combised conmection matrix;

eaddefmethod;

;;; METHOD 7: update_the_histories;

;;; This method updetcs Hists recordiag the historics of decisions
;3 for experts, rules and varisbies

defmethod updete_the _himories;

Ivars an_cxpert i temp_list;

33; Retrieve the individual i ices from files
newarray([1 “asumber_of experts]) - > an expert;
1->i;
untit i > number of experts
do
make_instance([CONNECTION MATRIX]) -> an_expest(i);
an_cxpert(i) <- retrieve_from_file(i);
i+1->i
enduntil;

;;; METHOD 8)
“retrieve_from_files {;

335 Check through the list of rules used in this expert system decision.
;3> If an expert’s rules are used then the number of this expert is
33+ recorded in the list: lim_of _experts
[l -> list_of_experts;
1->i4;
until i > number_of experts
do
lit_of rules used -> temp list;

until temp_list = [}
do

if ismember(bd(temp list), an_expert(i) <-list_of rules)
then
list of experts <> {"i] -> list_of experts;
{1 -> temp_list
clse
d(temp_list) -> temp _list;
endif;
enduatil;
it1->1i
enduntil;

353 If the rules of an expert are used, thea record the outcome for this
1+, decision is recorded in the history of decisions for this expert
lit_of_cxperts - > temp_list;

until temp_li = (]

do

hd(temp _list) -> §;
an_expert(i) <- update_history . of_decision)
t(temp list) -> temp_list

enduntil;

;+» Check for cach rule if it was used in the decision.
33s 1 yes, then record this in its rule bistory.
1+ New decision is recorded at the END of the list.
list_of rules_uscd - > temp list;
until ewmp ligt = |
do
hd(temp _list) -> i;
if masking of rule(i)="ASSERT"
then
if length(rule_history(i)) > (N - 1)
then

ti(rale_hissory(i)) - > rule_history(i)
endif;;
rule_history(i) < > ["outcome_of_decision] - > rule_history(i)

endif;
t(wemp_list) -> temp_ligt
cenduntil;

;s METHOD 9)
“save_to_files_1;

return(an_expert)
enddefmethod;

;s METHOD 8: retricve_from files 10;
defmethod retricve_from_files 1;
Ivars filed;

if type_of_structurc = “substrae only
then
sysopen( “rhist] *,0, "linc”) - > filed;
datafile(filed) -> rule_history;
sysclose{filed);
clacif type_of_structure = 'a single layer’
then

sysopen(“rhist2" 0, "line") - > filed;
duafile(filed) - > rule_history;
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sysclose(filed);
sysopen(“rmask2" 0, line") - > filed;
datafile(filed) - > masking of rule;
sysclosc{filed);

cleeif type_of structure = 'multiple layers’

then
sysopen(“rhist3,0, linc") - > filed;
datafile(filed) - > rule_history;
sysclose(filed);

else
sysopea(“rhist4* 0, line”) - > filed;
datafile(filed) - > rule_history;
sysclose(filed);

endif;

enddefmethod;

;;; METHOD 9: save to_files 1();
defmethod save_to_files 1;
tvars filed;

if type_of _structurc = “substratc_only’
then
syscreate(“rhist1®, 1, *line”) - > filed;
rule_histary -> datafik(filed);
sysclose(filed);
elseif type_of structure = "a single layer’
then
syscreate("rhist2",1, "line®) - > filed;
rule_history - > datafile(filed);
sysclose(filed);
elseif type_of_structurc = 'multiple layers'
then
syscreate("rhist3°,1,"linc") - > filed;
rule_history - > datafile(filed);
sysclose(filed);
else
syscreate(“rhist4”, 1, "linc") - > filed;
rule_history - > detafile(filed);
sysclosc(filed);
cadif;

enddefmethod;

+;; METHOD 10: check_cxperts_credibility weights(an_expert);
defmethod check_experts_credibility weights(an_expert);

Ivars an_expert i percent_for_success percent_for failure;

Ivars temp_list SPECIAL_VARIABLE filed;

;;; 1 indexes the experts

;;; If one expert's rules are successful in percent for_success percent

:;; of expert system decisions then increase that cxpert’s credibility weighting
;;; and vice-versa if unsuccessful ... using percent for_failure
sysopen(“pfors® 0, "linc") -> filed;

dutafile(filed) - > percent_for_success;

sysclose(filed);

sysopen(“pforf™,0, linc") - > filed;

datafile(filed) - > percent_for_failure;

sysclosc(filed);

list_of_experts -> temp_list;

0 -> SPRCIAL_VARIABLE;

wntil semp list = )

do

hd(temp_list) -> i;

an_expert(i) <- check_success(percent_for_success, percent_for_failure)
-> SPECIAL_VARIABLE;

an_expert(i) <- mve_to_file(i);

if SPRCIAL_VARIABLE =

0-> hist_of_incs decs;
eaddefmethod;
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;3 METHOD 11; s for
defmethod monitor parameters for_sensitivity(i);
Ivarsi filed;
Ivars p_values ¢ values f_values inc values;

ivity(i);

sysopen(“pfunc”,0, "line®) -> filed;
datafile(filed) -> p_values;
sysclose(filed);
sysopen("gfunc”,0, "line*) - > filed;
datafile(filed) - > q values;
sysclose(filed),
sysopen(“ffunc®,0, *line*) - > filed;
datafile(filed) -> f_values;
sysclose(filed);
sysopen(“incvals® 0, "line*) -> filed;
daafile(filed) - > inc_values;
sysclose(filed);

p_values(i) <> ["p_valuc] -> p_values(i);
q values(i) <> ["q value] -> q_values(i);
f_vatues(i) < > [*f value] -> f valuex(i);
inc_values(i) <> ["inc_value] -> inc_values(i);

syscreate( “pfunc”, 1, "line”) - > filed;
p values - > datafile(filed);
sysclose(filed);
syscreate("qfunc®, 1, line") - > filed;
q_ values - > datafile(filed);
sysclose(filed);
syscreate(*ffunc”, 1, line®) - > filed;
f values -> datafile(filed);
sysclose(filed);
syscreate("incvals®, 1, line") - > filed;
inc_values - > datafile(filed);
sysclose(filed),

enddefmethod;

;;; METHOD 12: set up_some_variables;
defmethod sct_up_some variables;
Ivars filed;

sysopen(“pthresh®, 0, “tinc”) - > filed;
datafile(filed) - > positive_threshold;
sysclose(filed);
sysopen("mathn” 0, *linc”) - > filed;
daafile(filed) - > N;

sysclose(filed);
sysopen(”mathro®,0, line") - > filed;
datafile(filed) - > ro;

sysclose(filed);
sysopen("mathk® 0, “linc*) - > filed;
datafile(filed) - > kappa;
sysclosei(filed);

enddefmethod;

;»; METHOD 13: check_ASSERT_UNASSERT _functions();

defmethod check ASSERT _UNASSERT _functions;
Ivars ASSERT UNASSERT temp_list;
tvars ASSERT _percent UNASSERT_percent;

;1» UNASSERT unsuccessful rules and reASSERT successful rulcs

;+; that have previously been UNASSERTed

(98 * N)/ 100 -> ASSERT percent;
(2*N)/ 100 -> UNASSERT percent;

1->i4;
until i > number_of rules
do

0 -> ASSERT;

0 -> UNASSERT;

rule_bissory(i) - > temp_list;
until temp_tist = []
do
if he(temp tist) = 1
then
ASSERT + 1 -> ASSERT
clse
UNASSERT + 1 -> UNASSERT



eadif;
ti(temp_list) -> temp_list
enduntil;

if ASSERT > ASSERT percent
then

"ASSERT" -> masking of rule(i)
endif;

if UNASSERT > UNASSERT percent
then

*UNASSERT" -> masking of rule(i)
endif;

i+1->1i
enduntil;

;;; METHOD 14)

“save to_files 2;

;;; Reassign global variable to null value
0 -> masking of rule;

enddefmethod;

;;; METHOD 14: save to files 2();
defmethod save_to files 2;
tvars filed;

if type_of structure = "substrate only’

then
syscreate( “rmask1°,1,"linc®) -> filed;
masking of rule -> datafile(filed);
sysclosc(filed);

elacif type_of structurc = °s single layer”

then
syscreste(“rmask2", 1, "line") - > filed;
masking_of rule -> detsfile(filed);
sysclose(filed);

elscif type_of_structure = *multiple layers’

then
syscreste( "rmask3", 1, *line”) -> filed;
masking of rule -> detafile(filed);
syscloset(filed);

clacif type_of = "MQW

then
syscreste("rmask4°,1,"line") -> filed;
masking of rule -> detafile(fied);
syxclose(filed);

elsc

endif;

enddefmethod;

;; METHOD 15: finc_tuuing membership functions

+; FINE-TUNING AND CHANGING RULES TO DEAL WITH NEW FACTS

:::SAM!’LBOFZOUSED
defmethod fine_tuning membership_functions,

Ivars i temp_list value variable numbermmpz tist rule_oumber j;

Ivars tally of_neg_dec;

erh

Ivarsrange_of_npegative_values member i Pq ip_|

Ivars positive_highest positive_lowest median_valuc;

Ivars segative_highest temp3 _list;

Ivars negative_lowest above below temp4_list variable_sumber?2;
Ivars x siga_of_increment;

Ivars toponc] bottom2 top1 bot! top2 bot2 y1 y2 height q width;

;:s METHOD 16)
“retricve_from_files 2;

1->1;

untili > 2

do

fuzzy rules(i,1) -> temp_list;
fuzzy rules(i,2) - > tempd_list;
uatil tcmp tist = [}

do
if not(semp4_list = [1)
thea
ifi=2
then
bd(temp4_tist) - > varisble_number;
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ti(temp4 _list) -> tempA list;
bd(temp4 list) - > variable number2;
clse
hd(temp4 list) - > variable _number;
endif;
endif;

;3» CHECK IF RULE WAS USED IN THE CURRENT DECISION

if ismember(hd(temp list),list_of rules used)
then

ifi =2

then

“choose_which variable(variable_number, varisble_number2) -> x;

ifx=2
then
variable_number2 - > variable_number
endif;
endif;

cxp_variable(variable number) - > value;

333 CHECK IF OUTCOME OF DECISION WAS +VE OR -VE
if outcome_of _decision = 1

then

;»» ADD VALUE PASSED TO THE RULE TO A LIST OF +VE

;+; DECISIONS
if length(variable_history(1,variable number)) < 20
then
variable_history( I, varisble_number) < > [“value]
-> varisble_history(1,variable_mumber)
clse
t(variable_history(1,variable_number)) < > ["value)
-> variable history(1,variable number)
endif;
cise
;;; ADD VALUE PASSED TO THE RULE TO A LIST
;33 OF -VE DECISIONS
if length(variable history(2,variable_number)) < 20
then
varisble _history(2, variable_number) < > [*value]
-> variable_history(2, variable_sumber)
else
ti(variable _history(2, variable_number)) < > [“value]
-> variable_history(2,variable number)
cndif;
endif;

;33 PICK UP THE RULE HISTORY AND STORE IT IN temp2 list

hd(temp_list) - > rule_number;
rulc_history(rule_pumber) - > temp2_list;
0-> nlly of neg _dec;
1->j;
;;» COUNT THE NUMBER OF -VE DECISIONS INVOLVING
;+» THIS RULE
until emp?2 _list = {]
do
if hd(temp?2_list) = O
then

tally of neg dec+1 -> tally of meg dec
cadif;
t(eemp2_list) -> temp? _list;
enduntil;

;;; THRESHOLD SET FOR NEGATIVE DECISIONS
if tally_of_neg_dec > 18
then
if rule_varisblc(varisble_number) = '"NONE'
then
1 -> member;
elscif rule_variable(variable_number) = *SOME’
then
2 -> member,;
elscif rule_varisble(variable number) = "FAIRLY®
then
3 -> member;
clseif rule_varisble(variable_number) = 'VERY’
then
4 -> mewmber,;
clse
5 -> member;
endif;

;;» GBT THE MEMBERSHIP FUNCTION FOR THIS VARIABLE

mf(variable_oumber) -> g;
membership_functions(q) - > membership_fuaction;



variable_history(1,variable_number) - > temp3_list;

got_median_value(temp3 list) - > median value;

0.0 -> positive_highest;

1.0 -> positive lowest;

until temp3 list = [}

do
max(bd(temp3_list), positive_highest) - > positive _highest;
min(hd(temp3 _list), positive lowest) - > positive_lowest;
d(temp) list) -> temp3 list

enduatil;

variable_history(2,variable_number) - > temp3 _tist;
0.0 -> range_of negative values;
0.0 -> negative_highest;
1.0 -> negative lowest;
0-> above;
0-> below;
until temp3_list = {]
do
max(hd(eemp3_list), negative_highest) - > negative_highest;
min(hd(temp3 _list), negative_lowest) - > ncgative_lowest;
if hd(temp3_list) > (positive_highest -
((positive_highest - median_value) * 20/100))
then
above + 1 -> above
elscif bd(temp3_list) < (positive_lowest +
((median_value - positive_lowest) * 20/100))
then
below + 1-> below
clse
eadif;
t(temp3_list) - > temp3_list
enduntil;
negative_highest - negative_lowest - > mange_of negative_values;

if above > 16 and member < §

then

;;; DECREASE UPPER BOUNDARY OF

;;; MEMBERSHIP FUNCTION

member * 2 -> p;

membership_function(p) - > toponcl;

(0.5 - abs(0.5 - membership functioa(p))) *
(ll(nngelfnepuvevﬂw‘l())) >muemem

(P ->

L 4

membership_function(p) - > topl;
(membership_function(p) + membership_function(p-1))/2 -> botl;

mbu' + 1 -> member;

;. DECREASE LOWER BOUND OF NEXT

;:; MEMBERSHIP FUNCTION BY THE SAME AMOUNT

(member *2) - 1 -> p;

membership_functioa(p) - > bottom2;
bership_function(p) - i S .

(membership_function(p) + membership_functioa(p +1))/2 -> top2;

membership_function(p) - > bo2;

((bot] - ((topl + bo2)/2)) / (sopl - botl)) + 1 -> yl;
(((opl + bot2)/2) - bot2) / (top2 - bow2) - > y2;
yl + y2-> height;

if beight > 1.0
then

(member - 1) *2-> p;

toposc] -> membership_fusction(p);
(member *2) - 1-> p;

bottom?2 -> membership_function(p);
cadif;

hip_function(p);

(member - 1) *2-> p;
(member *2)-1-> g;
(membership_function(q + 1) - membership_functioa(q)) -> width;

if membership_functioa(p) > (membership_function(q) - (widt/10))

then
(membership_function(q) - (width/10)) - > membership_functios(p)

endif;

if membership _f (p) < (membership_f (q) - (width/2))

m .
(mcmbership_function(q) - (width/2)) -> membership_function(p)

endif;

1-> sign of incremeot;
endif;

if below > 16 and member > 1

then
;+s INCREASE LOWER BOUNDARY OF
;;; MEMBERSHIP FUNCTION
(member *2)-1->p;
membership_function(p) - > bottom2;
(0.5 - ab(0.5 - membership_function(p))) *

variable number);

(ll(nnge of negative values * 10)) -> mmmcm

hin £ N

ship f o>

p) +i

ki £

(membership_fi (p) +
membership_function(p) - > bot2;

P_

member - 1 -> member;

hip_function(p);

(P +1))/2-> top2;

;+» INCREASE UPPER BOUND OF THE PREVIOUS

;3» MEMBERSHIP FUNCTION
;+; BY THE SAME AMOUNT

member * 2 -> p;
membersmp funcuon(p) > toponel
ship_function(p) + i -> bership_fi ®);
mnbenlnp fnnamn(p) -> topl;
p_| P+ bership fu p-1))/2 -> botl;

((bot! - ((top] + bor2)/2)) / (topl - botl)) + 1 -> yI;

(((top] + bot2)/2) - bt2) / (top2 - bow2) -> y2;
yi + y2 -> height;

if beight > 1.0
then
member * 2 -> p;
topone! - > membership function(p);
((member +1)*2)-1-> p;
bottom2 -> membership function(p);
endif;

((member + 1)*2)-1-> p;
member * 2 -> q;

e £ . ) - b ehin £

Q P_ 9 P

q-1)) - > width;

if membership_function(p) > (membership functioa(q) + (width/10))

(Q) + (width/2))

then
(membership_function(q) + (width/10)) - > membership_function(p)
endif;
if membership_f (p) < (membership_fi
then

(membership_function(q) + (width/2)) - > membership_function(p)

2 -> sign of iscrement
endif;

if sign_of _increment = |
thea

var_changes(1,variable_number) < > {"increment]
,variable_number);

var_chenges(2, varisble_mumber) < > ["member}
-> var_changes(2,variabic_number)
clse
(~1.0) * increment -> increment;
var_changes(1,variable_number) < > ["incremest)
-> var_changes(1,varisble_sumber);
member + 1 -> member;

var_changes(2, variabl ber) <> [* ber)
->v-'chnp(2vrnblenumb¢)
endif;
endif;
endif;

ti(tcmp4_list) - > temp4_list;
ti(temp _list) - > wemp_list;
eaduntil;
i+1->i
enduntil;
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“sve_to files 1;

;5; METHOD 18)

“save_to_files 3;
enddefmethod;

;3; METHOD 16: retrieve_from _files 2();
defmethod retrieve_from_files 2;
Ivars filed;

if type_of_structure = ’substrate only’

then
sysopen(“frules1*,0, "linc") - > filed;
datafile(filed) -> fuzzy rules;
sysclose(filed);
sysopen(“varhist1®,0, "line”) - > filed;
daafile(filed) - > variable_history;
sysclose(filed);
sysopen(“varch1”,0, "line™) - > filed;
damfile(filed) - > var_changes;
sysclose(filed);

elseif type_of structure = ’a single layer’

then
sysopen("frules2”,0, "linc™) - > filed;
datafile(filed) - > fuzzy_rules;
sysclose(filed);
sysopen( "varhist2*,0, “line ") -> filed;
dstafile(filed) -> variable_history;
sysclosc(filed);
sysopen(“varch2® 0, "line") - > filed;
datafile(filed) -> var_changes;
syscloge(filed);

elseif type_of structure = multipic layers’

then
sysopen(”frules3" 0, “line*) - > filed;
dutafile(filed) - > furzy rules;
sysclosc(filed);
sysopen("varhist3®,0,"line") - > filed;
datafile(filed) - > variable_history;
sysclosc(filed);
sysopen("varch3®,0, “linc”) -> filed;
datafile(filed) - > var_changes;
sysclosc(filed);

clse
sysopen(frulesd .0, linc") - > filed;
datafile(filed) - > fuzzy_rules;
sysciose(filed);
sysopen(“varhist4*,0, "linc") -> filed;
datafile(filed) -> variable history;
sysclosc(filed);
sysopen(“varch4" 0, "linc™) - > filed;
dutafile(filed) -> var_changes;

sysclose(filed);

endif;

enddefmethod;

;;; METHOD 17: choose_which_variable(number1, number2);
defmethod choose_which_variable(number1, number2);

Ivars number] number2 temp_list count number;

Ivars value rule_value membership member;

Ivars start finish halfway midpoint output_valuc;

Tvars first_value x;

0-> temp_list;

temp_list <> ["numberl] -> temp_list;
temp_lig < > [“oumber2] -> temp_list;
1 -> count;

until eermp_ tist = ]
do
hd(temp_list) - > number;

exp_varisbic(number) - > value;
rule_varisbie(number) -> rule_value;
membership_functions(mf(number)) - > membership;

if rule_value = 'NONE’
then

1 -> member
cheif rule_value = "SOME’
then

2 -> member
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elseif rule_value = 'FAIRLY’
then

3 -> member
elseif rule_value = "VERY'
then

4 -> member
else

5 -> member
endif;

(member * 2) - | -> member;
membership(member) - > start;
member + 1 -> member;
membership(member) - > finigh;

(start - finish)/2.0 -> halfway;
start + halfway - > midpoint;

if value < midpoint
then

(value - start) / (midpoint - start) -> output_value
else

((midpoint - value) / (finish - midpoint)) + 1 -> output_value

eadif;

if output_value > 1.0 or output value < 0.0
then

0.0 -> output_value
endif;

if count = 1
then

output_valuc -> first_value
endif;

ti(lemp_list) -> temp_list;
count + 1 -> count
enduntil;

if output_value < first value
then
2->x
else
1->x
endif;

return{x)

enddefmethod;

+»; METHOD 18: save to files 3();
defmethod save to_files 3;
Ivars filed;

if type_of_structure = 'substrate_oaly’
then
syscreanc("rhist] ", 1, “line") -> filed;
rule_history -> datafile(filed);
sysclose(filed);
syscreme("memfuncl®, 1, line®) - > filed;
membership functions - > datafile(filed);
syxclose(filed);
syscreate( “memf1°®,1, " line") - > filed;
mf -> datafile(filed);
sysclosc(filed);
syscreate( “varhist1”,1, “ling") -> filed;
varisble_history - > datafile(filed);
sysclose(filed);
syscreate("varch1®,1, "line”) -> filed;
var_changes - > datsfile(filed);
sysclose(filed);
elseif type_of structure = ‘a single layer’
then
sywcreate("rhist2" 1, “line*) - > filed;
rule_higtory - > datafile(filed);
sysclose(filed);
syscreste( “memfunc2®,1, "line”) -> filed;
membership_functions - > detafile(filed);
sysclose(filed);
syscreste(“memf2*, 1, "tine") - > filed;
mf -> datafile(filed);
sysclowe(filed);
syscreste(“varhist2®, 1, tine") - > filed;



varisble_history - > datafile(filed);
sysclose(filed);
syscreate(“varch2“,1, line”) - > filed;
var_changes -> datafile(filed);
syaclose(filed);
elseif type of structure =
then
syscreate( “rhist3°, 1, "line®) - > filed;
rule_history - > datafile(filed);

"multiple layers’

sysclosc(filed);

lylcreu:( memfunc3 1, line*) -> filed;
-> datafile(filed);

syscloscifiled);

syscreate(*memf3*, 1, "line") - > filed;

mf -> datafile(filed);

sysclose(filed);

syscreate(“varhist3®, 1, "line®) -> filed;
variable_history -> datafile(filed);
sysclose(filed);
syscreate(“varch3®, 1, "line®) - > filed;
var_changes - > datafile(filed);
syxclosc(filed);

elseif type_of _structure = "MQW structure’

then
syscreate( “rhistd ", 1,"line®) - > filed;
rulc_history - > detafile(filed);
sysclosc(filed);
syscreate(“memfunc4®, 1, "linc®) - > filed;
membership_functions - > datafile(filed);
sysclose(filed);
syscreate(“memf4”, 1, “tine”) -> filed;
mf -> datafile(filed);
sysclosc(filed);
syscreate("varhist4”, 1, line") -> filed;
varisble_history -> datafile(filed);
sysclosei(filed);
syscreate(“varch4®, 1, "line*) - > filed;
var_changes -> datafile(filed);
sysclosc(filed);

else

cadif;

;+; Reassign global variables 10 null values
0 -> rule_varisble;

0 -> fuzzy rules;

0 -> rule_history;

0 -> membership_functions;

0-> mf;

0 -> variable_history;

0 -> var_changes;

enddefmethod;

if type_of_structurc = 'substrate only’

sysopes(“angnt1” 0, linc®) - > filed;
dutafile(filed) - > angat;
sysclosc(filed);
syscreste(*angst1 1, line”) - > filed;
x -> datafile(filed);
sysclose(filed);
clseif type_of_strocture =
then
sysopen(“anga2°,0, "linc") - > filed;
Mﬁle(M -> g,
sysclosc(filed)
syscreste(” m 1,line") - > filed;
x -> deafile(filed);
sysclose(filed);
elacif type_of_structure = 'multiple layers’
thea
sysopen(*angn3 .0, “linc”) - > filed,
detafile{filed) - > anga;
sysclose(filed);
syscreate(“smgm3°, 1, linc") - > filed;
x -> datafile(filed);
sysclose(filed);

'a single layer’
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else
sysopen(“angst4 .0, "linc*) - > filed;
datafile(filed) -> angst;
sysclose(filed);
syscreate(“angst4”, 1, "line") -> filed;
x -> datafile(filed);
sysclose(filed);

endif;

enddefmethod;

;;; METHOD 20: record varisble values();

defmethod record_variable_values;
tvars filed instance experimental_curve;
ivars single plc_fuzzy_premise single example g i
Ivars number_of consequents consequent_tally;
vars consequent enmple st fuzzy Ppremise;
Ivars le_set_b ! o

set_conscquent;

Ivmvmnble list variable Iuannzle cnmple boolean_premise;
hvars example_set_boolcan;

if type_of sructure = "substratc only’
then
sysopen(“exper”,0,"line") - > filed;
datafile(filed) - > experimental_curve;
sysclose(filed);
01 -> single example fuzzy premise;
[] -> single_example_boolean premise;
{1 - > single_example_consequent;

[15 17 18 20] - > variable list;
[22 23 24 25) -> variable list2;

for i in variable_list

do
experimental_curve(i) -> instance;
single ple fuzzy premise < > {i )]
-> single example fuzry premisc;
endfor;
for i in variable_lis2
do

experimental_curve(i) - > instance;
single_cxamplc_boolean_premise < > [*i ]
-> single_example_boolcan_premise;
endfar;

sysopen(“coarec] *,0, “line”) - > filed;
daufile(filed) - > consoquent_tally;
sysclose(filed);

7 -> number of_conscquents;
1->i;
until i > number_of _consequents
do
fuzzy variable(i,6) -> comsequent;
single_cxample_consequent < > ["consequent]
-> single example_comsequent;
if consequeat > 0.1
then
consequent_tally(i) + 1-> consequent_tally(i)
endif;
i+1->i
enduntil;

sysopen(“pexset! ©,0,"linc®) - > filed;
datafile(filed) -> example_set_furzy premisc;
sysclose(filed);

sysopen(“bexset1 *,0,"line") - > filed;
datafile(filed) - > exampic_set_boolean_premise;
sysclose(filed);

sysopen(“cexsct1 *,0,"line") - > filed;
datafile(filed) - > example_sct_consequent;
sysclosc(filed),

{"single_example furry premise} < > cxample set fuzry premisc
-> example_set_furzy premise;

["single_example_boolcan_premise] < > exampk_set_boolean_premise

-> example_sct_bookcan_premise;
["single_cxample consequent] < > example_sct_consequent
-> example_set_consoquent;



syscreate("pexset!”, 1, "line*) - > filed;

example_set_fuzzy premisc -> datafile(filed);

sysclose(filed);

syscreate( “bexset] *, 1, "line”) - > filed;
ple_set_boolean_premisc - > datafile(filed);

syclase(filed);

syscreate( “cexset1®,1, "linc*) -> filed;

example set consequent - > datafile(filed);

sysclose(filed);

syscreate("conrecl”,1,"line") - > filed;

consequent_tally - > datafile(filed);

sysclose(filed);

claeif type of structure = "a single layer’
then

sysopea( “exper®,0,"line*) - > filed;
dutafile(filed) - > experimental curve;
sysclose(filed);

1l -> single example fuzzy premise;
{] -> single_example_boolean_premise;
{] -> single example_conscquent;

[18 20 24 25 27 29] -> variable list;
[31 32 33 34 35 36 37 26 38 39 40 41 42 43 44 45] -> variable list2;

for i in variable_list
do
experimental_curve(i) - > instance;
single_cxample_fuzzy p <>
-> gingle_example fuzzy premise;
endfor;
for i in variable_list2
do
experimental_curve(i) - > instance;
single_example boolean_premise < > [“i 1
-> single_cxample_booiean ise;
endfor;

sysopen("coarec2”,0, "line”) - > filed;
datafile(filed) - > consequent_tally;
sysclose(filed);

18 -> oumber_of_consequents;
1->14;
until i > pumber_of_consequents
do
fuzzy_variable(i,6) - > consequeat;
single_cxample_consequent < > |"consequent}
-> single_example_consequeat;
if consequent > 0.1
then
consequent_tally(i) + 1 -> consequent_ tally(i)
cadif;
i+1->i
enduntil;

sysopen(“pexset2”,0,"tine”) - > filed;
datafile(filed) - > example set_furzy premise;
sysclosc(filed);

sysopen("bexse2",0, “line*) -> filed;
datafile(filed) - > iple_sct_boolean p
sysclosc(filed);

sysopen(“cexsct2”,0, “line”) -> filed;
datafile(filed) - > example_sct_consequent;
sysclosc(filed);

[“single_ ple | _premise] < > plk_set fuzzy p
-> example_set_fuzzy premise;
["single_example_boolean_premisc] < > fe_set_boolesa_p
> e st b

syscroate(*pexset2”, 1, "line*) - > filed;
cxampie_set_furzy premisc -> datafile(filed);
sysclosc(filed);

syscreste(“bease2”, 1, “line®) - > filed;
example_sct_boolesn_premise - > dutafile(filed);
sysclose(filed);

syscrome(“coxser2”, 1, "line”) -> filed;
example_sct_consoqueat - > datafile(filed);
sysclose(filed);

syscrese(“conrec2® 1, "line”) - > filed;

224

consequent_tally -> datafile(filed);
sysclose(filed);

clseif type_of structure = *multipie layess’
then
sysopen(“exper*,0, line") - > filed;
datafile(filed) - > experimental_curve;
sysclose(filed);

{1 -> single_example fuzzy premise;
[} -> single example boolean premise;
[l -> single_example_conseguent;

115 17 20 22 27 291 -> variable list;
[30 31 32] -> variable lis2;

for i in variable_list
do
single example_fuzzy premise < > [“experimental_curve(i)]
-> single example_fuzzy premise;
endfor;
for i in variable list2
do
single_example_boolean_premise < > lexperimental _curve(i)]
-> single example boolcan premise;
endfor;

sysopen(“conrec3®,0, "line”) -> filed;
datafile(filed) - > consequent_tally;
sysclose(filed);

7 -> oumber_of consequents;
1->1;
until i > number of consequents
do
fuzzy_variable(i,6) - > conscquent;
single ple_ q! <> quent]
-> single cxample_conscquent;
if consequent > 0.1
then
consequent_tally(i) + 1 -> cousequent_tally(i)
endif;
i+i1->i
eaduntil;

sysopen("pexset3*,0, "line") - > filed;
datafile(filed) -> example_set_fuzzy premise;
sysclose(filed);
sysopen(“bexsetd”,0, “line”) - > filed;
datafile(filed) - > example_set_book
sysclose(filed);
sysopen(“cexvet3” 0, line") - > filed;
datafile(filed) - > example set_cousequent;
sysclose(filed);

- i

[*single_cxample_boolan_ p } <> example st b
S ple st bookean_premi
["single_example consequent] < > ple_set_conseq

-> example_set_consequent;

syscreate("pexset3®, 1, line") - > filed;
example_sct_fuzzy_premise -> datafile(filed);

sysclose(filed);

syscreste( "bexaet3”, 1, "line”) - > filed;
ampic_set_boolean premise -> datafile(filed);

sysclosc(filed);

syscreate(“cexsetd”, 1, line*) - > filed;
example_sct_consequent - > datafile(filed);
sysclose{filed);
syscreate("coarec3”,1,"linc") - > filed;
consequent_tally - > datafile(filed);
sysclose(filed);

elveif type_of i = "MQW

then
sysopen( "exper®,0, “line”) - > filed;
datafile(filed) - > cxperimental _curve;
sysclosctfiled);

[l -> single example_furry premise;
f1-> single example boolesn_premise;
[1-> single_example_consequent;




[14 16 15 25 27 30 31 33 57 59] -> variable ist;
[41 42 21 23 43 44 45 60 46] - > variable_list2;

for i in varisble_list
do

single_cxample fuzzy premise < > ["experimental _curve(i)]
-> single_example_fuzzy premise;
endfor;
for i in variable_list2
do
single_cxample_boolean premise < > [experimental curve(i)]
-> gingle_example boolcan_premise;
endfor;

sysopeny("conrecd 0, line™) - > filed;
datafile(filed) - > consequent tally;
sysclose(filed);

14 -> number of consequents;
1->14;
until i > oumber_of consequents
do
fuzzy_variable(i,6) -> conscquent;
single_example_consequent < > |"conseq
-> single_cxampie_consequent;
if consequent > 0.1
then
consequent_tally(i) + 1 -> consequent_tally(i)
endif;
i+l->i
enduntil;

sysopen(“pexsetd” 0, line”) - > filed;
datafile(filed) - > example_set furzy premise;
sysclosc(filed);

sysopen(“bexsctd®,0, “linc®) - > filed;
denfile(filed) -> plc_sct_boolean_p
sysclose(filed);

sysopen(“cexsctd” 0, “line”) -> filed;
datafile(filed) - > cxample_sct_consoquent;
sysclosc(filed);

["single_ ple_fuzzy premise] < > ple_sct_fuzzy premise
-> example sct_fuzzy premise;
["single_cxample_boolean_premise] < > example_set_boolcan_premise
-> example_set_boolean_premisc;
["single_example_consequent] < > example set_consequent
-> example_set_consequent;

syscreste("pexsetd”, 1, line”) -> filed;
exampic_set_fuzzy premise -> datafile(filed);

sysclosc(filed);

syscreate("bexset4”, 1, "line") -> filed;
ple_set_boolean_premise - > datafile(filed);

sysclose(filed);

syscreato( “cexactd”, 1, “line®) - > filed;
example_set_consequent - > datafile(filed);
sysclose(filed);
syscreate(“conrecd”, 1, "line®) - > filed;
conscquest_tally - > datafile(filed);
sysclose{filed);

clye

endif;

;; METHOD 21: run_the_system();
;;; This method coordingcs the control structures of the expert system
defmethod run_the sysem();
Ivars contiaue frame_sysem experts combined_comncction_matrix;
Ivars rules structural_paramcters_frame value check value;

a)(12);
. ");al(2)
pr(" FUZZY SYSTEM FOR X-RAY ROCKING
CURVE ANALYSIS);1K2);
pC "):al(3);

pr(‘BRIEF DESCRIPTION OF THE SYSTEM:);al(2);

pr(’ (1) The user deacribes an experimental rocking curve. *);nk(3);

pe(’ (2) Fuzzy rules deduce a set of structural parsmeters from the’);ak(1);
peC the experimestal curve.);nl(3);
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pr(’ (3) These parameters are used to simulate a theoretical rocking’);nl(1);
pr(’ curve using the RADS program. Input screens for the RADS');nl(1);
pr(  program are shown.’);nl(3);

pr(° (4) The user describes the resulting theoretical rocking curve.');nl(3);
pr(’ (5) The experimental and thearetical rocking curves are compared”);nl(1);

pr("  and an objecti of the ci of fit is d.");nk1),
pr("  This measure is used to update the adaptive
mechanisms of the system, *);nl(3);
pr(’Press ENTER to continue ...");readline() - > value;nl(2);
prC ")nl(2);

pr("There are four main adaptive mechsnisms: *);nl(2);

pe(’ (1) credibility weights and connection matrices
switch the focus’);nl(1);
pe(’ of attention of the system between differeat scts
of fuzzy rules.’);nl(2);
pC (2) triangul bership f of fuzzy variables
are fine-tuned’);al(1);
peC and changed in order o alter the meaning of fuzzy rules.’);nl(2);
pr(" (3) values from good decisions are recorded and used to create’);nl(1);
pr(’ acw fuzzy rules by inductive learning from examples.
Each new’);ni(1);
pr( furzy rule is rigorously tested using 6 fitness functions’);ni(1);
pr(’ based on 6 evaluation criteria.);nl(2);
pr(C (4) Rules that produce consistently incorrect decisions
are UNASSERTed');nl(1);
pr(’ o d from the ing p of the system.*);nl(1);
pr(’ These rules are ASSERTed again when they produce*);nl(1);
pe(’ correct decisions.);nl(2);
pr(’Press ENTER to continuc ...");readline() -> value;
pr’ *);0l(3);
+;; METHOD 12)
“set_up_some_varisbles;
[Y] - > contioue;
while continue =[Y] or continue=fy]
do
;5 1) MAIN BODY
;;; Creste an instance of a frame system
355 Sesting up the frame system used to describe
;;; the experimental curve.
make_instance([FRAME SYSTEM]) -> frame_system;
nl(6);
pr(’ PLEASE DESCRIBE THE EXPERIMENTAL ROCKING CURVE ...');

ii» Ask the leading question and find out
::; which type of structure is being analysed
frame system <- ask_the leading question;

;; Initialize logic-based variables sssocisted with this type of structure
;;; METHOD 1)
“initialise_rocking curve_perameters(1);

35; Fill thet frame syscm using uscr responscs 10 questions; and
+;; Transform all variables into a logic-based format.

;;; Then cancel the frame system.

frame system <- fill the frame sysem(1);

cancel frame_system,

;33 METHOD 2)
“store_rocking curve_parameters(1);

:;; STORE DEFAULT VALUES IN THE STRUCTURAL PARAMETERS
nl(2);pe(*
pe(’THE CONTROL MECHANISMS CHOOSE A SET OF
FUZZY RULES AND FIRE THESE RULES");al(1);
pr(’ TO INFER THE STRUCTURAL PARAMETERS');8k(3);
pr("The setfuzz.p program stores default values into
structural perameters. );nl(2);
load setfuzz.p;

');8k2);

+s; Creste a Combined Comnection Matrix
1+s called combined_conncction_matrix
make_instance(JCOMBINED_MATRIX]) - > combined_connection_masrix;



i;+ The values of this new matrix will be taken
;3 from coonection matrices for each of the experts

;»» METHQD 19)
“were_changes made to_credibility weights;

if angst = 1
then
;3» METHOD 3)
“create_the_comnection_matrices - > experts;
cancel experts;
clse
combined connection_matrix < - retricve_from file;
endif;

perts);

_matrix <-

0 -> angst;

.»s METHOD 4)
“joad _the_rules from_file;
;3 Rules are stored in the global variable 'rule’

13s Make deductions based on those rules with the highest weightings
;+; in the Combined Connection Matrix
;3; The list of rules used is passed back ... to lit_of rules_used

nl(2); pr('Firing those rules with the highest weights

in the combined connection matrix’);nl(2);
combined_connection_matrix < - make_deductions - > list_of rules used;
combined_connection_matrix <- save_to_file;
cancel combined_connection_matrix;

nl(2);
make_instance([STRUCTURAL_PARAMETERS FRAME])
-> structural_psrameters_frame;
structural_parameters frame <-fill_the frame;
;;; DISPLAY CONCLUSIONS AS SCREEN OUTPUT
");8l(2);

;1 Creste an instance of a frame system

;3 Setting up the frame system used to describe

;;; the simulsted curve.
make_instance([FRAME_SYSTEM]) - > frame_system;

;;; Initialize logic-based varisbles associated with this type of structure
;;; Initializing the parameters used to describe the simulated rocking curve

;;; METHOD 1)
“initialise rocking curve_paramcters(2);

ni(3);
P’ PLEASE DESCRIBE THE SIMULATED ROCKING CURVE....");nl(3);

;;; Fill that frame sysem using uscr responses to questions; and
;;; Transform all varisbles into a logic-based format.

;:; Thea cancel the frame system.

frame_gysiem <- fill_the_frame_sysiem(2);

cancel frame_system;

. *);al(3);
;33 METHOD 2)

“sore_rocking_curve_parameters(2);

;1; OUTCOME OF DECISION

pr(’ Caiculating the outcome of the decision");nl(2);

;;; METHOD 3)

“calculate_the -> > of_

ni(4);

pr("CALCULATED OUTCOME OF DECISION : °);

pr(owtcome_of_decision);nk(2);

pr(’Vatuc is between 0 and 1 : threshold of 0.8 is
currently set for SUCCESS’);nl(2);

if owtcome_of _decision > positive_threshold
then
:;; METHOD 20)
“record_varisble_valucs;
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endif;

i O of Decision is ded as
ae 1 =8 fulor 0 = U sful
if (outcome of decision > 0.8)

then

1-> outcome of decision
elseif (outcome of decision < 0.78)
then

0 -> outcome of decision
else

pr('The outcome of this expert system decision was *);
if outcome_of decision = |
then
pr(’SUCCESS")
clse
pr(’FAILURE")
endif,pr(’.");0l(2);
pr('The following rules were used in this decision :');nl(2);
ppr(list of rules_used);ni(2);
pr(’Press ENTER to coatinue ...");readline() - > value;

;:; METHOD 7)
“update_the histories - > experts;
;;; METHOD 10)

“check_experts_credibility weights(experts);
cancel experts;

;:; METHOD 13)
“check_ASSERT UNASSERT functions;

;;; METHOD 15)
“fine_tuning membership_functioas;

o

0-> check;

while (check=0)

do
al(3),pr(°Do you wish t describe another rocking curve (Y/N) *);
readline() - > coatinue;
test_string(continuc) - > check

eadwhile;

if conti [Y] or coati Iyl
then

nl(2);pr(’Please WAIT while the system is reinitialised ...*);nl(7);
endif;




[3] The program ’setfuzz.p’ sets up the fuzzy consequent variables.

; THIS PROGRAM SETS UP THE FUZZY OUTPUT VARIABLES

+»s FF IS CALLED FROM:
. OBRJECT: [FUZZY_SYSTEM] METHOD: [run_the system]

;5; First an asray is set up to store the output values

iy esch of 5 output membarship functions

55 Columi 7 #ores the membership functions (in list form) of the output

e veriable
v Centroid Defuzrification Method

if type_of_shructure — "substrate only’
thest

newnrmy(ll 7 1 7]} - > fuzzy_varisbie;
forim{1234567
&

forjinfl 2345}

do

0.0-> furzy veriableti,j);
endfor;

endfor;

++: Number |
0 -> orywal_quality;

_quality - > fuzey variable(1,6);
0.0020.16.3020.50.4080.7 1.0} -> furzy varisble(1,7);

130 Number 2

0 -> wrein_in_swrface leyer_of sample;

wrein _in suface layer of sample - > fuzzy variable(2,6);
10.00.20.1030.20.50.4080.7 L0} -> fuzry vaciable(2,7);

15 Nember 3

0 -> refercuce crystal _is_differeat %0_subutrate;
reference_crymal_is_differcmt 1o substrate - > fuzzy varishle(3,6);
000.20.103020504080.71.0§ -> furzy variable(3,7);

i3: Number 4

0 -> orysal consivis_of subgraing;

crystal_consis_of _subgreing -> fuzry verieble(4,6);
000.20.103020.5040.807 1.0} -> furzy veriablo(4,7);

i+ Number $

8-> charsctristic_curve;

charsoteristic_curve - > fuzzy verieble(5.6);
0.00.20.1030205040.80.7 1.0] -> furry_variable(5,7);

;i Number 6

o->mdﬁm

isorigntation_of | -> furry varisble(S,6);
00020.10.30.2050.40.80.7 1.0} -> furzy variable($,7);
5o Number 7

o- >m

incarvect 1 ->ﬁuy variable(7,6);
0.0020103020504080.7 1.0} -> furry variable(2,7);

slosif type_of_sruchuee ~ ‘& single layer’
thes

seowarmay({! 18 1 7 -> furey_veriable;

Sorim{12345678910111213 1415161718}

&
forjin{l 2345
do

0.0 -> furzy varieble(i,j);
oudfor;
eadfor;

7+; Nember

9 -> cryunl_quality;

crysml_qualiey - > fursy variable(1,6);
©.00.2010.3020504080.7 1.0} -> fursy variabie(1,7);

; This is an mx7 aray, where m is the sumber of fuzzy output variables
The first five columas stare the value calculated from the promise far

Colums 6 mores the discrete owtput vilue that will be calculated using the
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313 Number 2

0 -> characteristic curve;

characteristic_curve - > fuzzy variable(2,6);
10.00.20.10.30.20.50.40.80.7 1.0} -> fuzzy variable(2,7);

;5; Number 3

8-> migorieatation of substrass;

misoricatation_of substrate - -> furzy variable(3,6);
006020103020504080.71.0}- -> furzy veriable(3,7);

;+; Number 4
0 -> bending of substrate;
beading of substrats -> fuzzy_varisbla(4,6);

poozolozozosowsov 101 -> fuzzy variablel4,);

5o Number 5

0 -> prading of the layer;

grading of the layer - > fuzzy varishle(5,6);
{0.00.20.1030.20.50.40.80.7 1.0 - > fuzzy_variable(S.7);

13> Number 6

0 -> layer is_thick;

layer_is_thick - > furzy variable(§,6);
[0.6020.10630.205040.80.7 1.0} -> fuzzy variable(6,7);
33> Number 7

0 -> change in lattics paramater with depth;

chenge in lattice with_depth - > furzy varieble(7,6);

_perameter
[0.00.20.1830.20.5040.80.7 1.0} -> fuzzy varinble(?,);

;3> Number 8

0 -> layer_is preecat in the substrate pesk;

Inyer_is_presiat_in the swbstrate pesk - > fuzzy variable($,6);
{0.00.20.10.3020.504080.7 1.0} -> fuzzy variable(8,7);

;3; Nusmber 9
0-> layer_is_thie,;

layer is_thin -> fuzzy variable(9.,6);
10.00.20.10.30.2050.40.80.7 1.0} -> furzy_variable(9,7);

;55 Number 10

0 -> evidence_of_mismatch;

evidence_of mismach - > fuzzy verieble(10,6);
0.00.20.103020.504080.7 1.0} -> furzy_variable(10,7);

o, Number 11

0 -> peak_is_owside_the scam ramge;
peak_is_outside_the_scan_range - > fuzzy variable(11,6);
[000.20.10.30.20.5040.80.7 1.0} -> fuzey variable(11,7);

15> Nomber 12

0 -> misorieated_or_micmatchod |

migoricated or mismeiched layer - >ﬁuzyv-blo(126),
00020.103020.504080.7 1.0} -> fuzzy varinble(12,7);

355 Number 13

0-> multiple layers;

multiple_layors -> furey varisble(13.6);
0.00.20.103020504080.71.0} -> furry_variable(13,7);

+i Number 14

0 -> gimulation or calibration chert is_soeded;
simulation_or_celibration chart_is_nedded - > fuzzy variable(14.6);
0.0020.103020.50.408071.0}-> furey varinble(14,7);

53; Number 15

8-> relaxation;

sclaxstion - > furzy_veriable(15,6);
©.0020.10302050.4030.71.0]-> furey_variable(15,7);

 experiment - > ﬁuy variable(16,6);
{6.00.20.10.3020.504080.7 1.0} -> fuzry variable(16,7);

535 Number 17

8-> thicknoss of leyer;

incarrct_experiment - > fuszy variable(17,6);
10.00.29.1030.205040.80.7 1.0} -> furzy variehle(17,7);



+:» Number 18

0-> experimental mismatch;

incorrect_experiment - > fuzzy variable(18,6);
[0.00.20.10.30.20.50.40.80.7 1.0} -> fuzzy variable(18,7);

claeif type_of_structure = 'multiple layers’
then

oewarray([1 10 1 7]) -> fuzzy variable;

foriin(12345678910]
do

forjinf[1 2345

do

0.0 -> fuzzy variable(i,j);
endfor;
endfor;

;;» Number 1

0-> crysal quality;

crystal_quality -> fuzzy_variable(1,6);
10.00.20.10.30.20.50.40.80.7 1.0] -> fuzzy variable(!,7);

;;» Number 2

0 -> misorieatation_of substrate;

misoricntation_of substrate - > fuzzy variable(2,6);
[0.00.20.10.30.20.50.40.80.7 1.0] -> fuzzy variable(2,7);

;;; Number 3

0 -> simulation_or_calibration_chart_is_needed;
simulstion_or_calibration_chart is_needed - > fuzzy variable(3,6);
0.00.20.10.3020.50.4080.7 1.0} -> fuzzy variable(3,7);

;+» Number 4

0 -> relaxation;

refaxation -> fuzzy variable(4,6);
10.00.20.10.30.20.50.4 0.8 0.7 1.0] -> furzy variable(4,7);

++; Number 5

0 -> layers_are_thick;

layers_arc_thick -> fuzzy_variable(3,6);
[0.00.20.10.30.20.50.40.80.7 1.0] -> furzy variable(5,7);

:;; Number 6

0 -> there_are hidden layers somewhere;

there_are_hidden layers vhere -> fuzzy_variable(6,6);
[0.00.20.10.30.20.50.40.80.7 1.0] -> fuzzy variable(6,7);

;;; Number 7
0 -> incorrect expaim,
incarrect -> fuzzy vasiable(7,6);

{0.00.20.10.30.20.50.40.80.7 1.0] -> fuzzy varisble(7,7);

+:; Number 8

0 -> evidence_of mismatch;

evidence_of mismatch - > fuzzy varisbie(8,6);
10.00.20.10.30.20.50.40.8 0.7 1.0] -> fuzzy variable(8,7);

;3; Number 9

0 -> there_are _thin_layers st the_imterfaces;
there_are_thin layers st the_interfaces - > fuzzy variabie(9,6);
[0.00.20.10.30.20.50.40.8 0.7 1.0] -> fuzzy variable(9,7);

+;; Number 10
0 -> evidence _of
evndnudmfuonmmme >fuuyv.uble(106)
10.00.20.10.30.20.50.40.80.7 1.0] -> furzy varisble(10,7);

0.0 -> grading of the_layer;
0.0 -> lIayer_is thick;
else
sewarray([1 14 1 7)) -> fuzzy variable;
foriinf{12345678910111213 14}
do
forjin[12345]
do
0.0 -> fuzzy_varisble(i,));

cndfor;
cadfor;
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;3 Number 1

0 -> crystal quality;

crystal quality - > fuzzy variable(1,6);
0.00.20.10.30.20.50.40.80.7 1.0] -> fuzzy variable(1,7);

;+» Number 2

0 -> characteristic_curve;

characteristic_curve - > fuzzy variable(2,6);
[0.00.20.10.30.20.50.40.80.71.0] -> fuzzy variable(2,7);

++; Number 3

fuzzy variable(3,6);
(00020103020504080710] -> fuzzy varisble(3,7);

5;; Number 4

0 -> simulation_or_calibration_chart is needed;
simulation_or_calibration chart is needed - > fuzzy variable(4,6);
[00020103020504080710] ~> fuzzy variable(4,7);

;:; Number 5

0 -> relaxation;

laxation - > fuzzy variable(5,6);
[000.20.10.30.20.5040.80.71.0} - ~> furzy variable($,7);

;3> Number 6

0 -> layers_arc_thick;

layers_arc thick -> fuzzy variable(6,6);
[0.00.20.10.30.20.50.40.80.7 1.0] -> fuzzy_variable(6,7);

+3; Number 7

0 -> layers sarc thin;

layers_are thin -> fuzzy variable(7,6);
[00020103020504080710] > fuzzy varisble(7,7);

;+; Number 8
0-> mdm&or dispersion _ uf_llyer thicknesses;
grading or_dispersion_of layer th -> fuzzy varisbie(8,6);

[0.00.2010.30.20.50.40.80.7 1.0) -> fuzzy variabl(8,7);

;5> Number 9

0 -> grading_occurs_through AB_layers;
grading_occurs_through AB layers -> furzy varisble(9,6);
[0.00.20.10.30.20.50.40.80.7 1.0] -> fuzzy variable(9,7);

;;; Number 10

0 -> large_overall layer_thickness;

large_overall layer thickness -> fuzzy variable(10,6);
10.00.20.10.30.20.50.40.8 0.7 1.0) -> fuzzy variable(10,7);

;7» Number {1

0 -> Isyers_arc_not_uniform;

layers_are_not_uniform -> fuzzy_variable(11,6);
[0.00.20.10.30.20.50.40.80.7 1.0} -> fuzry variable(11,7);

experiment - >fuuyvm'ﬂtle(126).
[0.00.20.10.30.20.50.40.80.7 1.0] - > fuzzy_variable(12,7);

;5; Number 13

0- >paiodd‘mpe‘hnioe

incarrect_experiment - > fuzzy variable(13,6);
[0.00.20.1030.20.50.40.80.71.0] -> fuzzy variable(13,7);

;;; Number 14

0-> period_dispersion;
incorrect_cxperiment -> fuzzy_varisble(14,6);
[0.00.20.10.30.20.50.40.80.7 1.0] -> fuzzy variable(14,7);

0.0 -> evidence_of _mismatch;
0.0 -> grading of_the_laycr;
0.0 -> layer_is_thick;

endif;
;;; END OF PROGRAM




[4] The program ’rulesl.p’ uses the numerical representation to set up the rules for

the first partition of the fuzzy rulebase.

;:; PROGRAM rules!.p substrate_peak broadening -> exp_ variable(13);
substrate_peak bromdening -> exp_variable(14);

;33 This program sets up the rules for substrate only structure substrate_peak broadening -> exp_variable(15);

;;; PROGRAM IS CALLED FROM

;;; OBJECT [FUZZY SYSTEM] METHOD [losd_the rules_from_file] ;3; END of progrm.

sysopen(“rnol *,0,"tine®) -> filed;
datafile(filed) -> number of rules;
sysclose(filed);

sysopen(“rules!® 0, line") - > filed;
datafilefiled) - > existing rules;
sysclose(filed);

sysopen(“exper*,0, “line") -> filed;
datafile(filed) -> dummy_array;
sysclose(filed);

sysopen(~frulesi ",0,"linc”) - > filed;
detafile(filed) - > fuzzy rules;
sywclosc(filed);

sysopen(*memfunc! "0, "linc”) -> filed;
dutafile(filed) - > membership functions;
sysclose(filed);

"memf1*,0, line") -> filed;
datafile(filed) -> mf;
sysclose(filed);

sysopen(*fc1®.0,linc") - > filed;
datafile(filed) - > consequences;
sysclowci(filed);

sysopen(“11°,0, "line”) - > filed;
dacafile(filed) - > layers;
sysclose(filed);

oewarray([1 4]) - > fp;
newarmay({1 4]) -> bp;

;;; FUZZY PREMISES

;;; substrate_peak brosdening
dummy_say(15) -> fp(1);

;;; substrate_ssymmetry in_peak
dummy_amay(17) -> fp(2);

;;; imterference_fringes

dummy srray(18) -> fp(3);

;;; vigibility of ineerfereace fringes
dummy_wrray(20) -> fp(4);

:;; BOOLEAN PREMISES

4 ,_of_swructurc_is_substratc_oaly
dummy_seray(22) -> bp(1);

;;; sumber_of pesks is one
dummy_ssvay(23) -> bp(2);

;;; mumber_of_peaks_is morc_thes one
dummy_array(24) -> bp(3);

;;; mumber_of pesks is nonc
demmy_srray(25) -> bp(4);

Joad rules.p
newwray([] “number_of_fuzzy_ variables])- > exp_variable;

substratc_pesk_broadening - > cxp_variabie(1);
sebetrate_peak_brondenisg - > cxp_variabic(2);
sbstrate_pesk_brosdening - > exp_variabie(3);
substrme_peak_broadening - > exp_variabie(4);
substrase_pesk_broadening -> cxp_variable(5);
substrate_ssymmetry_in_pesk -> exp_variable(6);
sebotrate_ssymmctry_in_pesk -> exp_varisble(7);
sebewrate_asymmetry in_pesk - > exp_vasisble(8);
wubstratc_ssymmetry _in penk -> exp_variable(9);
swbsrate_ssymesctry_in_pesk -> exp_variable(10);
sobstraec_pesk_broadesing - > cxp_variable(11);
ssbawrase,_pesk_broadesing - > exp_variabie(12);
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[S] The program ’rules2.p’ uses the numerical representation to set up the rules for

the second partition of the fuzzy rulebase.

;;; PROGRAM rules2.p

;+; ‘This program scts up the rules for single layer structure

;;» PROGRAM IS CALLED FROM

OBJECT [FUZZY SYSTEM] METHOD [load_the rulcs from fik)

sysopen(*mo2°.0, "line*) - > filed;
datafile(filed) - > number of_rules;
sysclosc(filed);

sysopen( “rules2”,0, "line”) - > filed;
datafile(filed) - > existing rules;
sysclosc(filed);

sysopen(“exper”,0,"line") - > filed;
datafile(filed) - > dummy_array;
sysclose(filed);

sysopen(“frules2®,0,"line") - > filed;
datafile(filed) - > fuzzy rules;
sysclosc(filed);

sysopen(“memfunc2”,0, “linc") - > filed;
datafile(filed) - > membership_functions;
sysclosc(filed);

sysopen( " memf2” 0, line") - > filed;
datafile(filed) - > mf;
sysclose(filed);

sysopea(“fc2°,0,"tine") - > filed;
daafile(filed) - > conscquences;
sysclose(filed);

sysopen("12°,0,"linc") - > filed;
datafile(filed) -> layers;
sysclose(filed);

newarray({1 8)) - > fp;
newarray([1 16]) - > bp;

.;; FUZZY PREMISES
; mubstrate_peak broadesing
ammy srmay(18) -> f1);

aumny amay(24) -> fp(3);

; layer_wedge_shaped peak
aunmy array(25) -> fp(4);

; interference_fringes
Glmmy array(27) -> fp(5);

; visibitity of interference fringes
dlnwy wray(29) -> £p(6);

; imtensity of layer pesk
dumy_-ny(ﬂ) -> fp(7);
;:; evidence_of mismatch
evidence_of mismatch - > fp(8);

;;; BOOLBAN PREMISES
;i type_of_mrecture_is_single layer
dummy_array(31) -> bp(1);
;;; oumber of peaks is onc
dulmy_-uy(n) -> bp(2);

; sumber_of pesks_is_two
ﬂmy array(33) -> bp(3);
;;; oumber_of pesks is_morc_than two
dummy array(34) -> bp(4);
;;; sumber of pesks is none
demmy_arry(35) -> bp(5);
;:; wabstrate_material equal 10 layer
dummy srray(36) -> bp(6);
;7 poak_splisting loss_than_150
dummy_sreay(37) -> bp(D);
13 layer_splic_peak
dummy_areay(26) -> bp(8);
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i3 layer intcgrated intensity of peak is_zero
dummy array(38) -> bp(9);

»»» layer_thickness greater than half micron
dummy_array(39) - > bp(10);

3 layer thickness less than S microns
dummy array(40) -> bp(11);

;i peak splitting is zero

dummy array(41) -> bp(12);

1;; peak splitting less than threc times width of peak

dummy array(42) -> bp(13);

55, relaxed_mismatch_is high
dummy_arcay(43) -> bp(14);

5 peak splitting is_nigh

dummy array(44) -> bp(15);

33, spacing of interference_fringes is low
dummy array(45) -> bp(16);

load rukes.p

newarrsy(|! “number djuzzy»wrinblu])ocxpﬁvrinble;

substrate peak_broadening - > exp_variable(1);
substrate_peak_broadening - > exp_variable(2);
substrate peak broadesing - > exp_variable(3);
substrate_peak bromdening - > exp_variable(4);
substrate_peak_broadening - > exp_variable(5);
layer_asymmetry_in_peak -> exp_variable(6);

layer_wedge shaped peak -> exp_variable(7);

layer asymmetry in_peak - > exp_variable(8);

Iayer wedge shaped peak -> exp_variable(9);

layer_asymmetry_in_peak - > exp_variable(10);
Iayer_wedge shaped peak -> exp variable(11);
layer_asymmetry in_peak - > exp_variable(12);
layer_wedge shaped peak - > exp variable(13);
layer asymmetry in_peak - > e¢xp_variable(14);
layer wedge shaped peak -> exp_variable(15);
layer asymmetry in_peak -> exp_variable(16);
layer_wedge shaped peak - > exp_variable(17);
layer_asymmetry in_peak -> exp_variable(18);
layer wedge shaped peak -> exp_variable(19);
layer asymmetry in_peak -> exp_variable(20);
layer wedge shaped peak - > exp_variable(21);
layer_asymmetry in_peak -> exp_variable(22);
layer_wodge shaped peak -> exp_variable(23);
Iayer_asymmetry in_peak -> exp_variable(24);
layer_wedge_shaped peak -> exp_variable(25);
layer_asymmetry in_pesk -> cxp_variable(26);
layer wedge shaped peak - > exp_variable(27);
layer asymmetry in_peak - > exp_variable(28);
Iayer_wedge _shaped peak -> exp_variable(29);
layer_asymmetry in_peak - > exp_variable(30);
layer_wedge shaped peak - > exp_variable(31);
layer_asymmetry in_pesk -> exp_variable(32);
layer_wodge_shaped peak -> exp_varisble(33);
layer asymmetry in_peak -> exp_variable(34);
layer_wedge_shaped peak -> exp_variable(35);
layer_asymmetry in_peak -> exp_variable(36);
layer_wedge shaped peak -> exp_varisble(37);
layer_ asymmetry in_peak -> exp_varisble(38);

layer_wedge shaped_peak -> cxp_variable(45);
_asymmetry_in_peak -> exp_varisble(46);
_wedge_shaped peak -> exp_variable(47);
- ssymmetry_in_peak -> cxp_variable(48);
>_shaped peak -> exp_variable(49);
_in_peak -> exp_variable(50);
wedge_shapod peak -> exp_variable($1);
uymmmy in_peak -> exp_variable(52);
wedge shaped peak -> exp_variable(53);
_agymmetry in_peak -> exp_variable(34);
_wedge_shaped_peak -> exp_variable(ss);
interference_fringes - > exp_variable(56);

55555555
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visibility of_interference fringes -> exp_variable(57);



interference fringes -> exp_variable(58);
visibility of interference fringes -> exp_variable(59);
interference_fringes -> exp_variable(60);
visibility of interference_fringes - > exp_variable(61);
interference_fringes - > exp_variable(62);
visibility_of interference fringes - > exp_variable(63);
interference_fringes -> exp_variable(64);
visibility of interference fringes - > exp_variable(65);
interference_fringes - > exp_variable(66);
visibility of interference_fringes -> exp variable(67);
interference_fringes -> exp_variable(68);
visibility of interference fringes - > exp_variable(69);
interference fringes -> exp_varisble(70);
visibility of interference fringes - > exp_variable(71);
interference_fringes - > exp_variable(72);
visibility of interference fringes -> exp_variable(73);
interference_fringes -> exp_variable(74);
vigibility of interference fringes - > exp_variable(75);
interference fringes -> exp_variable(76);
vigibility of interference fringes - > exp_variabk(77);
interference_fringes - > exp_variable(78);
vigibility of interference fringes - > exp_variable(79);
interference_fringes - > cxp_variable(80);
visibility of interference_fringes -> exp_ variable(81);
interference_fringes - > exp_variable(82);
visibility of interference fringes - > exp_variable(83);
imerference_fringes -> exp_variable(84);
visibility of interference_fringes - > exp_variable(85);
interference_fringes - > exp_variable(86);
vigibility_of interference_ fringes - > exp variable(87);
interference_fringes -> cxp_variable(88);
vigibility of interference_fringes -> exp_variable(89);
interference_fringes - > exp_variable(90);
visibility of interference fringes -> exp_variable(91);
interference_fringes - > exp_variable(92);
visibility of interference fringes - > exp_variable(93);
interference_fringes - > exp_variable(94);
visibility of_interference_fringes - > exp_variable(95);
interference_fringes -> exp_variable(96);
visibility of imterference fringes - > exp_variable(97);
interference_fringes - > exp_variable(98);
visibility_of_interference_fringes - > exp_varisble(99);
interference_fringes - > exp_variable(100);
visibility of interference_fringes -> exp_variable(101);
interference_fringes - > exp_variable(102);
visibility of imterference fringes - > exp_variable(103);
interfereace_fringes -> exp_variable(104);
visibility of interference_fringes - > exp_variable(105);
vigibility_of interfercnce_fringes - > exp_varisble(106);
substrate_ssymmetry in_peak -> exp_variable(107);
substrate_asymmetry in_peak -> exp_variable(108);
m _asymmetry_in_pesk -> exp_variable(109);
substrate_ssymmetry_in_peak -> exp_variable(110);
substrate_ssymmetry_in_peak -> exp_varisble(111);
intensity_of_layer_peak -> exp_variable(137);
inteasity_of layer_peak -> exp_variable(138);
intensity of layer_pesk -> exp_varisble(139);
intensity_of_layer_peak -> exp_variabie(140);
intensity_of_layer_peak -> exp_variable(141);
indengity_of_layer_pesk -> cxp_vasiable(142);
intensity_of_layer_peak -> exp_variable(143);
intensity_of_layer_peak -> exp_variable(144);
intensity of layer peak -> exp_variable(145);
inteasity of tayer_pesk -> exp_variable(146);
Iayer_ssymmetry_in_peak -> exp_variable(112);
Inyer_asymmetry in_pesk -> exp_varisble(113);
Isyer_asymmetry in_pesk -> exp_variable(114);
_asymmetry_in_peak -> exp_variable(115);
Inyer_ssymmetry in_pesk -> exp_variable(116);
layer_wedge_shaped pesk -> exp_variable(117);
;_ sbaped_peak -> cxp_variable(118);
| pesk -> exp_variable(119);
| peak -> cxp_variable(120);
| pesk -> cxp_variable(121);
|_pesk -> exp_varisble(122);
|_pesk - > cxp_variable(123);
) poak -> exp_varisble(124);
| pesk -> exp_varisbie(125);
. shaped_peak -> exp_) vasisble(126);
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evidence_of_mismeich -> exp_verisbie(130);
evidence_of_migmaich -> exp_varisble(131);
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substrate_peak_broadening - > exp_varisble(132);
substrate peak broadening - > exp variable(133);
substrate peak broadening -> exp_variable(134);
substrate_peak broadening - > exp_variable(135);
substrate_peak broadening -> exp variable(136);
intensity_of layer pesk -> exp_variable(147);

intensity_of layer peak -> exp_variable(148);

;;» END of program.



[6] The program ’rules3.p’ uses the numerical representation to set up the rules for

the third partition of the fuzzy rulebase.

;17 PROGRAM rules3.p interference_fringes - > exp_variable(7);
interference_fringes -> exp_variable(8);
;55 This program sets up the rules for multiple layers structure interference_fringes - > exp_variable(9);
;3» PROGRAM IS CALLED FROM interference_fringes - > exp_variable(10);
OBJECT [FUZZY_SYSTEM] METHOD [load_the_rules from_file] substrate_peak_broadening - > exp_variable(11);
substrate_peak broadening - > exp_variable(12);
sysopen("rno3",0, “tine") - > filed; substrate_peak broadening - > exp_variable(13);
datafile(filed) - > number_of_rules; substrate_peak _broadening - > exp variable(14);
syxclosc(filed); substrate_peak broadening - > cxp_variable(15);
interforence_fringes - > cxp_varisble(16);
sysopen(“rules3”,0, line*) -> filed; interference _fringes - > exp_variable(17);
datafile(filed) - > existing_rules; interference_fringes - > exp_variable(18);
sysclose(filed); interference fringes - > cxp_variable(19);
interference_fringes - > exp_variable(20);
sysopen(“exper” 0, "line") -> filed; interference_fringes - > exp_variable(21);
datafile(filed) -> dummy_array; imterference_fringes - > exp_variable(22);
sysclosetfiled); interference fringes - > exp_variable(23);
interference_fringes - > exp_variable(24);
sysopen(“frulesd*,0,"linc®) - > filed; interference fringes -> exp_variable(25);
daafile(filed) - > fuzzy rules;
sysclosc(filed); i3; END of program.

sysopen(”memfunc3* 0, "linc”) - > filed;
datafile(filed) - > membership_functions;
sysclose(filed);

sysopen(“memf3°,0, line®) - > filed;
detafile(filed) -> of;
sysclose(filed);

sysopen(*fc3°,0, "line") - > filed;
datafile(filed) -> consequences;
sysclosc(filed);

sysopen(*13°,0, line”) - > filed;
datafile(filed) -> layers;
sysclosei(filed);

sewarray((1 7)) -> fp;
newarmay([1 4]) -> bp;

;:; FUZZY PREMISES
;;; wubstrate_pesk_broadening
dun-y wray(15) -> fp(1);
35; mibstrate_ssymmctry_in_peak
m amay(17) -> fp(2);

; smbtiple_lsyers_ssymmetry in_peak
(hnmy_-ny(lo) -> fp(3);

;; multipic_layers wedge _shaped peak
ammy lmy(22) -> fp(4);

anmy array(31) - > bp(2).
; sumber_of pesks is nonc

am-y _areay(32) -> bp(3);
;; splhit_swbstrate_peak

cbul-y nray(33) -> bp(4);

lowd rules.p

newarray({1 “number_of_furzy_varisbics])->exp_varisble;
cvidence_of mismetch -> exp_varisbie(1);
evidence_of_mismeich -> cxp_varisbie(2);
wﬂuned--:loapv-ﬂleﬂ),
evidence_of_mismatch -> exp_varisble(4);
evlhced_‘loexpv-'dle(i).
imcrfereace_frisges - > exp_varisble(6);
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[7] The program ’rules4.p’ uses the numerical representation to set up the rules for

the fourth partition of the fuzzy rulebase.

;33 PROGRAM rulesd.p

;; This program sets up the rules for MQW structure and superlattices
:3; PROGRAM IS CALLED FROM

sysopen(“rno4” 0, linc*) - > filed;
datafile(filed) - > number_of rules;
sysclosc(filed);

sysopen(“rulesd” 0, line”) - > filed;
datafile(filed) - > cxisting_rulcs;
sysclose(filed);

sysopen(“exper”,0, “linc”) - > filed,;
datafile(filed) - > dummy array;
syaclose(filed);

sysopen(“frulesd” 0, line") - > filed;
datafile(filed) - > fuzzy rules;
sysclose(filed);

sysopea(“memfunc4” .0, line*) - > filed;
datafile(filed) - > membership_functions;
sysclosc(filed);

sysopea("memf4” 0, line") - > filed;
datafile(filed) - > mf;
sysclowe(filed);

sysopen(“fc4",0,linc") - > filed;
datafile(filed) - > consequences;
sysclose(filed);

sysopen("14°,0, line") - > filed;
datafile(filed) - > layers;
sysclosc(filed);

oewmmay([1 9)) -> fp;
newarray((1 9]) -> bp;

;;; FUZZY PREMISES
o:; smellite_visibility
simuny array(14) -> fp(l);
; mtellite_ssymmetry of plus minus_peaks
ammy lmy(lﬁ) -> fp(2);

;;; visibility of_imerference_fringes
m-my array(33) -> fp(8);

;; evidence_of _mismatch
evidwe_d_mt ->fp(9);

:;; BOOLEAN VARIABLES
1:; type_of_structure_is MQW
aun-y smay(41) -> bp(l);

; smellite_spacing greater |
(hnnny acray(42) -> bp(2);

; mtelliec_subsidiary_interference_cfects
Mmy array(21) -> bp(3);

; satollite_brosdening of higher order_peaks
a-ny arey(23) -> bp(4);

; swtellitc_relative_widths of pesks grester than_zero
ﬁ-ny wray(43) -> bp(5);

; mtellite_relative_integrated intcnsitics_greater_than _zero
amy array(44) - > bp(6); .

; thickncs_of superisttice_gremer_then balf micron

than _zero

ORJECT [FUZZY _SYSTEM] METHOD [load the_rules_fromfile]
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dummy_amay(45) -> bp(7);

333 type_of structurc has_additional layers
dummy _array(60) - > bp(8);

;»; number_of peaks_is none

dummy array(46) - > bp(9);

load rules.p

newarray([1 “number of fuzzy variables])- >exp_variable;
evidence of mismatch -> exp variable(1);

cvidence_of mismatch - > exp_variable(2);

cvidence_of mismatch - > exp_variable(3);

evidence of mismatch - > exp_variable(4);

evidence of mismatch - > exp_variable(5);
separation_of_satcllite_peaks - > exp variable(6);
scparation_of_satellite peaks - > exp_variable(7);
separation_of_satellite peaks - > exp_variable(8);

separation_of satellite peaks -> exp_variable(9);
separation_of_satellite_peaks - > exp_variable(10);

scparation_of satellitc_pcaks - > exp_variable(11);
separation_of_satellite_peaks - > exp_variable(12);

scparation_of satellitc_pcaks - > exp_variable(13);

separation_of satcllite peaks - > exp_variable(14);
separation_of_satellite peaks - > exp_variable(15);
satellite_asymmetry of plus and_minus_pcaks - > exp_variable(16);
satellite_ asymmetry of plus and_minus peaks - > exp_variable(17);
satellite_ asymmetry of plus and minus_peaks - > exp_variable(18);
satellite_asymmetry of plus and minus_peaks - > exp_variable(19);
satellite asymmetry of plus_and_minus peaks - > exp_variable(20);
satellite_vigibility - > exp_variable(21);

satellite_visibility - > exp_variable(22);

satellite_visibility - > exp_variable(23);

satellite_visibility - > exp_variable(24);

satellite_visibilty - > cxp_variable(25);

separation_of_smtellitc_peaks - > exp_variable(26);

satellite asymmetry of plus and_minus_peaks -> exp_variable(27);
separation_of_satellite peaks - > exp_variable(28);

satellite asymmetry of plus_and_minus_peaks - > exp_variable(29);
separation_of satellite_peaks - > exp_variable(30);
saellite_asymmetry of plus_and_minus_péaks - > exp_variable(31);
scparation_of_satellite peaks - > exp_variable(32);
satcllitc_asymmetry of plus_and_minus_pesks -> exp_variable(33);
scparation_of_satellitc_peaks - > exp_variable(34);
satellite_asymmetry of plus_and_minus_peaks -> exp_variable(35);
scparation_of_satellite_peaks - > exp_variable(36);
satellite_asymmetry of plus_and minus_peaks -> cxp_variable(37);
separation_of_satellite_peaks -> exp_variable(38);
saellite_asymmetry of plus_and minus peaks -> exp_variable(39);
scparation_of_satellite_peaks - > cxp_varisble(40);

satellite_ asymmetry of plus and_minus pesks -> exp_variable(41);
separation_of satellite peaks - > exp_variable(42);

satellitc_ asymmetry of plus and minus_peaks - > exp_variable(43);
scparation_of satcllitc_peaks - > exp_variable(44);
satellite_asymmetry of plus_and_mious_peaks -> exp_variable(45);
scparation_of satellite pesks -> exp_varisble(46);

mtellitc asymmetry of plus_and_minvs_pesks -> exp_variable(47);
scparstion_of_satellite peaks -> exp_variable(48);
sawcllite_asymmetry of plus and_minus peaks -> exp_variabie(49);
scparation_of _satellite_pesks -> exp_varisble(30);
satellite_asymmetry of pius_and_minus_peaks -> exp_varisble(51);
scparation_of satellite peaks -> exp_variable(52);

smellitc_ asymmetry of plus and minus_pesks -> exp_variabie(53);
scparation_of _satellitc_peaks -> exp_variable(54);
swtellite_asymmetry of plus_and_minus peaks -> exp_variable(55);
scpartion_of satcilite peaks -> exp_variable(56);
satellite_asymmetry of plus_and minus peaks -> exp_variable(57);
scparation_of _satellite peaks -> exp_variable(38);
mtellite_asymmesry of plus and misus pesks -> exp_variable(59);
scparation_of_satellite_peaks -> exp_variable(60);
satellite_asymmetry of plus and _minus pesks -> exp_variable(61);
scparstion_of satellite peaks -> exp_variable(62);

wcllite asymmetry of plus_and_minus _peaks - > exp_varisble(63);
separation_of _satcllite_pesks - > exp_varisble(64);
stcllite_asymmetry of plus and_minus peeks -> exp_variable(65);
separation_of stcilite peaks - > exp_variable(66);
sellite_asymmetry_of plus and minus pesks -> exp_variable(67);
separation_of_watellite peaks - > exp_variable(68);



satellitc_ asymmetry 