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Abstract

The thesis focuses on processes on symplectic Gelfand-Tsetlin patterns. In chap-

ter 4, a process with dynamics inspired by the Berele correspondence [Ber86] is

presented. It is proved that the shape of the pattern is a Doob h-transform of in-

dependent random walks with h given by the symplectic Schur function. This is

followed by an extension to a q-weighted version. This randomised version has itself

a branching structure and is related to a q-deformation of the so2n+1-Whittaker func-

tions. In chapter 5, we present a fully randomised process. This process q-deforms

a process proposed in [WW09]. In chapter 7 we prove the convergence of the q-

deformation of the so2n+1-Whittaker functions to the classical so2n+1-Whittaker

functions when q → 1. Finally, in chapter 8 we turn our interest to the continuous

setting and construct a process on patterns which contains a positive temperature

analogue of the Dyson’s Brownian motion of type B/C. The processes obtained are

h-transforms of Brownian motions killed at a continuous rate that depends on their

distance from the boundary of the Weyl chamber of type B/C, with h related with

the so2n+1-Whittaker functions.

v



Chapter 1

Introduction

In recent years there has been intense activity around the interplay of probabilistic

models and algebraic/integrable structures. Integrable probability is concerned with

the study of the structure of probabilistic models combining ideas and techniques

algebraic combinatorics, representation theory, theory of symmetric functions, inte-

grable systems etc.

The onset of this activity was the work of Baik-Deift-Johansson [BDJ99],

where the authors studied the distribution of the length of the longest increasing

subsequence in a random permutation and proved its relation with the Tracy-Widom

GUE distribution, namely the distribution of the largest eigenvalue of a random

matrix from the Gaussian Unitary Ensemble. The Gaussian Unitary Ensemble

GUE(N) is described by a probability measure on the set of Hermitian matrices

H = {H(i, j)}1≤i,j≤N with density given by

1

ZGUE(N)
e−

N
2
trH2

where ZGUE(N) is the normalising constant and tr denotes the trace of a matrix.

The Robinson-Schensted correspondence, is a combinatorial bijection be-

tween permutations of integers and a pair of Young tableaux (P,Q) [Rob38, Sce61,

Sta01]. The longest subsequence of a permutation is then given by the length of the

first row of the two tableaux providing a connection between random matrices and

Young tableaux.

Further connections of probabilistic models to algebraic structures were due

to Okounkov [Oko01] and Okounkov-Reshetikhin [OR03], where the Schur functions,

namely the characters of the symmetric group, play an important role. Okounkov

and Reshetikhin defined the Schur process to be a probability measure on sequences
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of Young diagrams given in terms of Schur functions.

A parallel approach in the same spirit as Okounkov-Reshetikhin was devel-

oped in the Macdonald processes setting. A complete review of processes on Young

diagrams is due to Borodin-Corwin [BC11] where the authors study probability

measures on Young tableaux. The main object for the study of these models is the

Macdonald polynomials, which are generalisation of the Schur functions introduced

by Macdonald [Mac95]. An example of such processes comes from the q-deformation

of the Robinson-Schensted correspondence proposed by O’Connell-Pei [OCP13]. We

refer to the work of Borodin-Petrov [BP14] for a full classification of dynamics that

preserve the class of Macdonald processes.

In the continuous setting, the main object of interest for us is the O’ Connell-

Yor semi-discrete random polymer [OCY01a] and a path transformation of Brownian

paths proposed by O’ Connell [OC12] that generalises Matsumoto-Yor’s process

[MY99, MY00] in the type A setting. In the core of these models we find the

glN -Whittaker functions.

These works correspond to processes associated with root systems of type A.

We extend this setting in studying dynamics of particles that correspond and are

linked to root systems of type B/C. Adopting the Gelfand-Tsetlin framework this

corresponds to looking at dynamics on particles restricted by a wall. This brought

us over to objects like Macdonald-Koornwinder polynomials, and more specifically

q-Whittaker functions of type B (see e.g. [Koo92], [vDE99], [vDE15b], [vDE15a]) in

the discrete setting and Whittaker of type B (see e.g. [GLO12a]) in the continuous

setting. Many of these objects had already appeared in the literature but we arrived

to these following a probabilistic paths.

In the rest of the Introduction we will present some models mainly in the

type A setting in order to motivate the study of the models that appear in the main

body of this thesis.

1.1 Examples of processes on Gelfand-Tsetlin patterns

in the zero-temperature setting

Let us start with the simplest example of a discrete-space process, namely an N -

dimensional random walk. Suppose we are interested instead on N -dimensional

random walk killed upon exiting the set

WN
Z = {z = (z1, ..., zn) ∈ ZN : z1 ≥ ... ≥ zN}

2



which is conditioned not to be killed. The formalism for the “conditioning” is via

Doob’s h-transform and we will explain this concept more in Chapter 3.

In order to construct such a process we need a function which is harmonic for

the generator of the killed process. Let us fix a parameter a = (a1, ..., aN ) ∈ RN>0.

Let us consider the process Z = (Z1, ..., ZN ) which evolves as follows. The particle

Zi waits, independently of the other particles, an exponential waiting time with

parameter ai and then jumps to the right.

The Schur function S
(N)
x , which is the character of the unitary group, is a

symmetric function parametrized by x ∈ WN
Z defined as follows

S(N)
x (a) =

det(axi+N−ij )1≤i,j≤N

det(aN−ij )1≤i,j≤N
.

These functions are known to satisfy the Pieri formula (see for example [Sta01], cor.

7.15.3)
N∑
i=1

1{z+ei∈WN
Z }
S

(N)
z+ei

(a) =

N∑
i=1

aiS
(N)
z (a)

where e1, ..., eN denotes the standard basis of ZN . The Pieri formula implies that

for the function hN (z) = a−z11 ...a−zNN S
(N)
z (a), the following identity holds

N∑
i=1

1{z+ei∈WN
Z }
aihN (z + ei) =

N∑
i=1

aihN (z)

and hence the function hN is harmonic for the generator of the N -dimensional

random walk killed when it exits the set WN
Z .

Then the h-transform of Z is a Markov process with state space WN
Z whose

transition rates are given by

Q(z, z + ei) = ai
hN (z + ei)

hN (z)
1{z+ei∈WN

Z }
=
S

(N)
z+ei

(a)

S
(N)
z (a)

1{z+ei∈WN
Z }
, for 1 ≤ i ≤ N

(1.1)

and Q(z, z) = −
∑N

i=1 ai.

Moving to higher dimensional objects we may define the integer-valued Gelfand-

Tsetlin pattern to be a collection of points z = (z1, ..., zN ) where zk ∈ Zk, satisfying

the interlacing condition

zk+1
i+1 ≤ z

k
i ≤ zk+1

i , for 1 ≤ i ≤ k < N.
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An integer-valued Gelfand-Tsetlin pattern is in one-to-one correspondence with the

Young tableau (e.g. [BZ88]). Let us denote by KN
Z the set of integer-valued Gelgand-

Tsetlin patterns with N levels. We observe that KN
Z essentially consists of nested

elements of {Wk
Z, 1 ≤ k ≤ N}. There are several probabilistic models studied in the

literature with state space KN
Z . We present here only a few of those.

The first example was proposed by Warren-Windridge in [WW09]. The par-

ticles perform independent simple random walks, but a jump of a particle Zki is

suppressed if otherwise it would land outside of the interval

Iki :=


[Zk−1

1 ,∞) if i = 1

[Zk−1
i , Zk−1

i−1 ] if 1 < i < k

(−∞, Zk−1
k−1 ] if i = k

Moreover, there is a pushing mechanism which ensures the interlacing condition

with the levels below.

We formally define the process Z as follows.

Definition 1.1.1. Let a = (a1, ..., aN ) ∈ RN>0 be fixed parameter. The continuous-

time Markov process Z = (Z(t), t ≥ 0) has state space KN
Z and evolves as follows.

The particle Zki waits, independently of the other particles, an exponential time

with parameter ak and then attempts a rightward jump. If, for the jump time T ,

Zki (T−) = Zk−1
i−1 (T−), then the jump is suppressed since such a transition would

lead to violation of the interlacing condition. Otherwise, the jump is performed. If

at a jump time T , Zki performs a right jump and Zki (T−) = Zk+1
i (T−) then Zk+1

i

simultaneously performs itself a right jump, in order to maintain the ordering.

We already gave a definition for the Schur functions. Let us now give a

second combinatorial definition. At each z ∈ KN
Z we attach a weight

wNa (z) =

N∏
k=1

a
∑k
i=1 z

k
i −

∑k−1
i=1 z

k−1
i

k .

The Schur function parametrized by z ∈ WN
Z = {(z1, ..., zN ) ∈ ZN : z1 ≥ ... ≥ zN}

is given by

S(N)
z (a1, ..., aN ) =

∑
z∈KNZ [z]

wNa (z) (1.2)

where KN
Z [z] denotes the set of Gelfand-Tsetlin patterns with shape zN = z. Then

the function

MN
a (z; z) =

wNa (z)

S
(N)
z (a)

4



is a probability measure on the set of Gelfand-Tsetlin patterns with shape z.

Theorem 1.1.2 ([WW09]). Suppose the process Z, defined in 1.1.1, has initial

distribution MN
a (·; z), for some z ∈ WN

Z . Then, (ZN (t), t ≥ 0) is a Markov process,

started at z, with state space WN
Z and transition rate matrix Q = {Q(z, z′), z, z′ ∈

WN
Z }, where Q(z, z′) are as in (1.1) .

A second example of a process on KN
Z , with the same behaviour regarding

the bottom level is inspired from the Robinson-Schensted correspondence and cor-

responds to a process where only the leftmost particles Zkk can jump independently

to the right at rate ak. Whenever a particle Zkj , 1 ≤ j ≤ k jumps to the right,

it triggers the right jump of exactly one of its lower nearest neighbours, the right

neighbour Zk+1
j , if Zk+1

j = Zkj , or the left, Zk+1
j+1 , otherwise. This process is a Pois-

sonization of a process described by O’ Connell [OC03a].

Moving to the continuous setting, one of the most well-known examples of

an interacting particles system is the so called Dyson’s Brownian Motion. Let us

consider a Hermitian random matrix H = (H(t))t≥0 of size N of the form

H(t) =


B11(t) 1√

2
(B

(R)
12 (t) + iB

(I)
12 (t)) ... 1√

2
(B

(R)
1N (t) + iB

(I)
1N (t))

1√
2
(B

(R)
21 (t)− iB(I)

21 (t)) B22(t) ... 1√
2
(B

(R)
2N (t) + iB

(I)
2N (t))

...
...

. . .
...

1√
2
(B

(R)
N1 (t) + iB

(I)
N1(t)) 1√

2
(B

(R)
N2 (t) + iB

(I)
N2(t)) ... BNN (t)


where B

(R)
jk = B

(R)
kj , B

(I)
jk = B

(I)
kj and Bjj , for 1 ≤ j ≤ N , B

(R)
jk , B

(I)
jk for 1 ≤ j < k ≤

N are standard independent Brownian motions.

Since the matrix H is Hermitian all its eigenvalues are real. Dyson proved

in [Dys62] that the eigenvalues (XN
1 (t) ≥ ... ≥ XN

N (t))t≥0 form a diffusion process

with evolution given by

dXi = dBi +
∑

1≤j 6=i≤N

dt

Xi −Xj
, 1 ≤ i ≤ N

where Bi, for 1 ≤ i ≤ N , are independent, standard Brownian motions.

Let us consider the function

hN (x) =
∏

1≤i<j≤N
(xi − xj).

The function hN has the following properties

5



• it is harmonic for the generator of the N -dimensional standard Brownian mo-

tions;

• it vanishes at the boundary of the Weyl chamber WN , i.e.

hN (x)
∣∣
xi=xi+1

= 0.

Therefore, the function hN can be used to re-write the generator of the Dyson’s

Brownian motion as follows

L =
1

2

N∑
i=1

∂2

∂x2
i

+

N∑
i=1

∂

∂xi
log hN

∂

∂xi
=

1

hN

( 1

2

N∑
i=1

∂2

∂x2
i

)
hN . (1.3)

Therefore, X can be identified as an N -dimensional standard Brownian motion

killed whenever two particles collide, conditioned not to be killed.

The top-left (N − 1) × (N − 1) minor of H is itself a Hermitian matrix

HN−1 with the same structure as H, therefore its eigenvalues are also real and are

distributed as an (N − 1)-dimensional Dyson’s Brownian motion. Moreover, they

satisfy the interlacing condition

xNN ≤ xN−1
N−1 ≤ ... ≤ x

N−1
1 ≤ xN1 .

In [War07], Warren extended the observation that two Dyson’s Brownian motions

are intertwined and constructed a process on the real-valued Gelfand-Tsetlin cone,

denoted by KN , which is defined as the set of points (x1, ..., xN ) with xk ∈ Rk

satisfying the interlacing condition

xk+1
i+1 ≤ x

k
i ≤ xk+1

i , for 1 ≤ i ≤ k ≤ N − 1.

Definition 1.1.3. Let (Bk
i , 1 ≤ i ≤ k ≤ N) be a collection of independent standard

Brownian motions. We define the Markov process X = (X(t), t ≥ 0) with state

space the Gelfand-Tsetlin cone KN and evolution described as follows. For t > 0

X1
1 (t) = B1

1(t)

Xk
i (t) = Bk

i (t) + Lk,−i (t)− Lk,+i (t)
(1.4)

where

Lk,−i (t) =

∫ t

0
1Xk

i (s)=Xk−1
i (s)dL

k,−
i (s), Lk,+i (t) =

∫ t

0
1Xk

i (s)=Xk−1
i−1 (s)dL

k,+
i (s)

6



are continuous, non-decreasing processes that increase only when Xk
i (s) = Xk−1

i (s)

and Xk
i (s) = Xk−1

i−1 (s) respectively. By convention, we set Lk,−k = Lk,+1 ≡ 0.

Then the following result holds.

Theorem 1.1.4 ([War07],prop. 6). Let (X(t); t ≥ 0) be the process defined in 1.1.3

started at the origin. Then for k = 1, 2, ..., N , (Xk
1 (t), ..., Xk

k (t); t ≥ 0) is distributed

as a k-dimensional Dyson’s Brownian motion.

In the process X defined in 1.1.3, a particle Xk+1
i is reflected, in the Sko-

rokhod sense, down by Xk
i−1 and up by Xk

i . This is not the only process on the

Gelfand-Tsetlin cone where the shape (i.e. the bottom level) evolves as a Dyson’s

Brownian motion. O’ Connell, in [OC03a] proposed a transformation of continuous

paths η : R+ → RN with η(0) = 0 inspired by the column insertion version of the

Robinson-Schensted algorithm as follows.

For k = 1, ..., N − 1, define

(Pkη)(t) = η(t) + inf
0≤s≤t

(
ηk(s)− ηk+1(s)

)
(ek − ek+1)

where e1, ..., eN denotes the standard basis in RN . Let G1 denote the identity oper-

ator and for 2 ≤ k ≤ N , let

Gk = (P1 ◦ ... ◦ Pk−1) ◦ Gk−1. (1.5)

The path transformation Gk is a generalisation of Pitman’s 2M −X transformation

[Pit75]. More specifically for N = 2 and η = (η1, η2) a standard 2-dimensional

Brownian motion we have for t ≥ 0

1√
2

(
(G2η)2(t)− (G2η)1(t)

)
= 2 sup

0≤s≤t

( 1√
2

(
η1(s)− η2(s)

))
− 1√

2

(
η1(t)− η2(t)

)
.

If we set for t ≥ 0, B(t) =
1√
2

(
η1(t) − η2(t)

)
, then (B(t); t ≥ 0) is a standard

Brownian motion and the Pitman transform is obtained, i.e.

1√
2

(
(G2η)2(t)− (G2η)1(t)

)
= 2 sup

0≤s≤t
B(s)−B(t).

Pitman, in [Pit75] proved that the process Y = (Y (t); t ≥ 0) with Y (t) = 2 sup0≤s≤tB(s)−
B(t) is a 3-dimensional Bessel process, i.e. a diffusion in R≥0 with infinitesimal gen-

erator
1

2

d2

dy2
+

1

y

d

dy
.

7



O’ Connell proved an analogous result for general N > 1. We first remark that

for every continuous path η, GNη remains in the Weyl chamber WN = {x ∈ RN :

x1 > ... > xN}. Moreover, if η = (η1, ..., ηN ) is a standard N -dimensional Brownian

motion, then (Gkη)i(t), 1 ≤ i ≤ k ≤ N has state space the Gelfand-Tsetlin cone KN

and the following result holds for its shape.

Theorem 1.1.5 ([OC03a], th. 8.1). GNη = ((GNη)i, 1 ≤ i ≤ N) is distributed as a

Dyson Brownian motion.

We remark that, even though the bottom level of the process defined in

1.1.3 has the same evolution as the bottom level of {Gkη, 1 ≤ k ≤ N}, they are

completely different. In the process defined via the path transformation 1.5, the only

source of randomness is contained in the N -dimensional Brownian motion driving

the evolution of the left edge of the pattern ((Gkη)k(t), 1 ≤ k ≤ N)t≥0 whereas the

process defined in 1.1.3 is fully randomised, in the sense that all the coordinates are

driven by their own independent Brownian motions.

1.2 Examples of processes on Gelfand-Tsetlin patterns

in the positive temperature setting

In the previous section we presented a transformation of Brownian paths proposed

by O’ Connell [OC12] which when N = 2 reduces to the Pitman’s transform. Let

us start this section by presenting the positive temperature analogue of this process

and then we will move to higher dimensional processes.

Matsumoto and Yor in [MY99, MY00], studied the following transformation

of a Brownian motion. Fix µ ∈ R and consider the standard Brownian motion with

drift µ, Bµ
t = Bt + µt. For t ≥ 0, we define the random variable

Y (t) = log

∫ t

0
e2Bµs ds−Bµ

t .

The process Y = (Y (t); t ≥ 0) is a diffusion in R started from −∞ with infinitesimal

generator

LMY
µ =

1

2

d2

dy2
+

d

dy
logKµ(e−y)

d

dy

where Kµ(z) denotes the modified Bessel function of second kind (also called the

Macdonald function) which has the following integral representation

Kµ(z) =
1

2

∫ ∞
0

tµ−1 exp
(
− z

2

(
t+

1

t

))
dt.

8



The Macdonald function is a solution to the following differential equation

d2

dz2
Kµ(z) +

1

z

d

dz
Kµ(z)−

(
1 +

µ2

z2

)
Kµ(z) = 0 (1.6)

therefore the generator LMY
µ can be rewritten as follows

LMY
µ =

1

φµ

1

2

( d2

dy2
− e−2y − µ2

)
φµ

where φµ(y) = Kµ(e−y).

The last expression shows that LMY is essentially the generator of a process

killed at rate 1
2e
−2y which is conditioned, in the Doob’s sense, not to be killed. We

observe that the killing term becomes very large when x ≤ 0 and is negligible for

x > 0.

Let us now fix a positive parameter β, which in the terminology of random

polymers is called the inverse temperature parameter, and let us consider, for t ≥ 0,

the random variable

Y β(t) =
1

β
log

∫ t

0
e2βBµs ds−Bµ

t .

As β → ∞, in which case the temperature tends to zero, by Laplace method the

following asymptotic equivalence holds

1

β
log

∫ t

0
e2βBµs ds ≈ sup

0≤s≤t
(2Bµ

s )

therefore as β tends to infinity we recover the Pitman transformation. In this sense

Matsumoto-Yor’s process can be thought as a positive temperature analogue of

the 3-dimensional Bessel process. Proceeding to higher dimensional processes, O’

Connell in [OC12] proposed a transformation of Brownian paths that can be though

as a positive temperature analogue of the transformation in 1.5. For k = 1, ..., N−1

and η : (0,∞) 7→ RN a continuous map, define

(Tkη)(t) = η(t) +
(

log

∫ t

0
eηk+1(s)−ηk(s)ds

)
(ek − ek+1). (1.7)

Let Π1 denote the identity operator and for 2 ≤ k ≤ N , let

Πk = (T1 ◦ ... ◦ Tk−1) ◦Πk−1.

Let ν = (ν1, ..., νN ) be a real-valued vector and assume that η = (η1, ..., ηN ) is an

N -dimensional standard Brownian motion where ηk has drift νk. Then ((Πkη)i, 1 ≤

9



i ≤ k ≤ N) is a diffusion in RN(N+1)/2. Similarly to the zero-temperature case, it

is proved in [OC12] that ΠNη = ((ΠNη)(t), t ≥ 0) is a diffusion in RN . In order to

formulate the result we need some functions that will play the role of the functions

hN (x) =
∏
i<j(xi − xj) in the sense that they will allow us to condition a diffusion

with killing not to be killed.

The Toda operator associated with the glN -Lie algebra is a differential oper-

ator given by

HglN =
1

2
∆−

N−1∑
i=1

exi+1−xi

where ∆ =
∑N

i=1

∂2

∂x2
i

denotes the Laplacian.

The Toda operator can be though as the generator of a diffusion killed at rate

k(x) =
N−1∑
i=1

exi+1−xi > 0.

Observe that the killing term is negligible when x is away from the boundary of the

Weyl chamberWN , so that the process then essentially evolves as an N -dimensional

Brownian motion. The glN -Whittaker functions are eigenfunctions of the operator

HglN , parametrized by ν = (ν1, ..., νN ) ∈ CN , that satisfy the eigenrelation

HglNΨglN
ν (x) =

1

2

N∑
i=1

ν2
i ΨglN

ν (x).

Givental in [Giv96] proved that the glN -Whittaker function has an integral repre-

sentation as follows

ΨglN
ν (x) =

∫
Γ[x]

N−1∏
k=1

k∏
i=1

dxki e
Fν(x) (1.8)

where Γ[x] is a deformation of the subspace {x = (x1, ..., xN ) : xk ∈ Rk such that xN =

x} such that the integral converges and

Fν(x) = exp
(N−1∑
k=1

νk(|xk| − |xk−1|)−
N∑
k=1

k−1∑
i=1

(ex
k
i+1−x

k−1
i + ex

k−1
i −xki )

)
.

For x, ν ∈ RN let us consider the probability measure on defined on RN(N+1)/2

by ∫
fdσxν = ΨglN

ν (x)−1

∫
Γ[x]

k∏
i=1

dxki f(x)eFν(x).

10



Then the following holds.

Theorem 1.2.1 ([OC12], th. 3.1). Let (η(t), t ≥ 0) be a standard Brownian motion

in RN with drift ν, then ((ΠNη)(t), t ≥ 0) is a diffusion in RN with infinitesimal

generator given by

LglNν =
1

Ψ
glN
ν

(1

2
∆−

N−1∑
i=1

exi+1−xi − 1

2

N∑
i=1

ν2
i

)
ΨglN
ν =

1

2
∆ +∇ log ΨglN

ν · ∇ (1.9)

where ∇ denotes the nabla operator, i.e. ∇ =
(
∂
∂x1

, ..., ∂
∂xN

)
.

Moreover, for each t ≥ 0, the conditional law of {(Πkη)i(t), 1 ≤ i ≤ k ≤ N} given

{(ΠNη)(s), s ≤ t, (ΠNη)(t) = x}, for some x ∈ RN , is given by σxν .

As we mentioned before, the positive temperature for discrete-state Markov

processes is explained in the setting of Macdonald processes. Let us fix a parameter

q ∈ (0, 1) which plays the role of a tuning parameter. We can then q-deform the

process on Gelfand-Tsetlin patterns we described in Definition 1.1.1. Let Z be

a continuous-time Markov process evolving on KN
Z as follows. Each particle Zkj ,

1 ≤ j ≤ k ≤ N performs a right jump after waiting an exponential time with

parameter

Rkj = ak(1− qZ
k−1
j−1−Z

k
j )

1− qZ
k
j −Zkj+1+1

1− qZ
k
j −Z

k−1
j +1

. (1.10)

Moreover there exists a pushing mechanism in order to maintain the ordering. More

specifically, if Zkj performs a right jump and Zkj = Zk+1
j , then Zk+1

j is simultaneously

pushed to the right.

We observe that when q → 0 the jump rate becomes ak1{Zk−1
j−1 =Zkj }

, therefore

we obtain the process of Warren-Windridge defined in 1.1.1.

A q-deformation of the Robinson-Schensted correspondence was proposed in

[OCP13]. We describe the algorithm again in terms of dynamics on Gelfand-Tsetlin

patterns. Only the leftmost particles Zkk , 1 ≤ k ≤ N may jump of their own volition

to the right at rate ak. Whenever a particle Zkj performs a right jump, it triggers the

right move of exactly one of its nearest neighbours, the right Zk+1
j with probability

rkj and the left, Zk+1
j+1 , with probability 1− rkj , where

rkj = qZ
k+1
j −Zkj 1− qZ

k
j−1−Zkj

1− qZ
k
j−1−Zkj

. (1.11)

The evolution of the bottom level of the pattern in both cases is then associ-

ated with a special case of the Macdonald polynomial called the q-Whittaker func-
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tion. A combinatorial formula for the q-Whittaker functions was proved in [GLO10].

Let us denote by wNa,q(z), the kernel of the q-Whittaker function for z ∈ KN
Z [z], i.e.

if PNz (a; q) denotes the q-Whittaker function parametrized by z ∈ WN
Z , then

PNz (a; q) =
∑

z∈KNZ [z]

wNa;q(z).

The last formula allows us to define a probability measure on the set of Gelfand-

Tsetlin patterns with shape z ∈ WN
Z as follows. For z ∈ KN

Z [z] we set

MN
a,q(z; z) =

wNa,q(z)

P
(N)
z (a; q)

.

If the pattern starts according to MN
a,q(·; z), for some z ∈ WN

Z , then ZN is a contin-

uous time Markov process with transition rates given in terms of the q-Whittaker

functions. For a detailed discussion on these processes we refer the reader to [BC11].

1.3 An overview of processes on Gelfand-Tsetlin pat-

tern with wall

Similarly to the type-A Dyson’s Brownian motion, one can obtain a process evolving

in the interior of the type-B Weyl chamberWn
0 = {x ∈ Rn : x1 > x2 > ... > xn > 0}

by considering the Doob h-transform, with h(x) = hBn (x) =
∏n
i=1 xi

∏
1≤i≤j≤n(x2

i −
x2
j ), of an n-dimensional standard Brownian motion killed when it exits Wn

0 . The

Dyson’s Brownian motion of type B is a n-dimensional diffusion, started from the

origin, satisfying the system of stochastic differential equations

dX
(B)
i = dBi +

1

X
(B)
i

dt+
∑

1≤j≤n
j 6=i

( 1

X
(B)
i −X(B)

j

+
1

X
(B)
i +X

(B)
j

)
dt, 1 ≤ i ≤ n.

The process X(B) also descibes the evolution of the eigenvalues of some spe-

cial ensemble. We refer the reader to [KT04] for more details on the subject.

We may consider another process where the wall is replaced by a reflected

wall. The Dyson’s Brownian motion of type D is a process with state space {x1 >

... > xn ≥ 0} whose evolution is given by

dX
(D)
i = dBi +

1

2
1{i=n}dL(t) +

∑
1≤j≤n
j 6=i

( 1

X
(D)
i −X(D)

j

+
1

X
(D)
i +X

(D)
j

)
dt, 1 ≤ i ≤ n,

12



where L(t) denotes the local time of X
(D)
n at the origin.

In [BFP+09] and [Sas11], a multilevel extension of the type-B Dyson’s Brow-

nian motion is proposed. The natural state space for such a process is the real-

valued symplectic Gelfand-Tsetlin cone KN
0 , i.e. the set of points (x1, ..., xN ) with

xk ∈ R[ k+1
2

]

≥0 , where [k+1
2 ] denotes the integer part of k+1

2 , satisfying the interlacing

conditions

x2l−1
l ≤ x2l

l ≤ x2l−1
l−1 ≤ ... ≤ x

2l−1
1 ≤ x2l

1 for 1 ≤ l ≤
[N + 1

2

]
and

x2l+1
l+1 ≤ x

2l
l ≤ x2l+1

l ≤ ... ≤ x2l
1 ≤ x2l+1

1 for 1 ≤ l ≤
[N − 1

2

]
.

Let X = (X(t), t ≥ 0) be a KN
0 -valued process evolving according to the rules: X1

1

is a Brownian motion reflected by the wall at the origin and for 1 ≤ i ≤ [k+1
2 ], 1 ≤

k ≤ N , Xk
i evolves as a Brownian motion reflected, in the Skorokhod sense, down

by Xk−1
i−1 , if i > 1, and up by Xk−1

i or by the wall if i = k+1
2 and k is odd.

Theorem 1.3.1 ([BFP+09], prop. 2). Let X starts at the origin, then if N = 2n

(XN (t), t ≥ 0)
d
= (X(B)(t), t ≥ 0)

and if N = 2n− 1

(XN (t), t ≥ 0)
d
= (X(D)(t), t ≥ 0)

where X(B) and X(D) are the n-dimensional Dyson’s Brownian motions of type B

and type D respectively.

The natural question that arises is whether there exists a Pitman-type trans-

formation that gives theB/D-type Dyson’s Brownian motion. The original Pitman’s

transformation accommodates the N = 2 case. In [BBOC05] the authors proposed

the following transformation. For η : (0,∞) 7→ Rn a continuous path, define

(Pkη)(t) = η(t)− inf
0≤s≤t

(
ηk(s)− ηk+1(s)

)
(ek − ek+1), for 1 ≤ k ≤ n− 1

and

(Pnη)(t) = η(t)− inf
0≤s≤t

(2ηn(s))en.

We also define the following transform: set G1 = Pn and for 2 ≤ k ≤ n

Gk = (Pn−k+1 ◦ ... ◦ Pn−1 ◦ Pn ◦ Pn−1 ◦ ... ◦ Pn−k+1) ◦ Gk−1.
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If η = (η(t), t ≥ 0) is a standard n-dimensional Brownian motion, then

((Gkη)i, 1 ≤ i ≤ k ≤ n) is a Markov process of dimension n(n+1)
2 . Observe that

this transformation only describes the coordinates corresponding to the even levels

of the symplectic Gelfand-Tsetlin pattern. We are not aware of any Pitman-type

transformation that would describe the whole symplectic Gelfand-Tsetlin pattern.

Theorem 1.3.2 ([BBOC05], th. 5.6). For η = (η(t), t ≥ 0) a standard n-dimensional

Brownian motion, Gnη = ((Gnη)(t), t ≥ 0) is distributed as a type-B Dyson’s Brow-

nian motion.

As expected a positive-temperature analogue of the transformations P and

G also exists. Biane, Bougerol and O’ Connell in [BBOC05] defined and Chhaibi in

[Chh13] further studied the following transformation of Brownian paths.

For t > 0 define the transformation

(Tkη)(t) = η(t) +
(

log

∫ t

0
eηk+1(s)−ηk(s)ds

)
(ek − ek+1), for 1 ≤ k ≤ n− 1

(Tnη)(t) = η(t) +
(

log

∫ t

0
e−2ηn(s)ds

)
en

and set Π1 = Tn and for 1 < k ≤ n

Πk = (Tn−k+1 ◦ ... ◦ Tn−1 ◦ Tn ◦ Tn−1 ◦ ... ◦ Tn−k+1) ◦Πk−1.

Chhaibi proved that Gnη is a diffusion in Rn with drift given in terms of the

Whittaker function associated with the so2n+1-Lie algebra. The Whittaker functions

that appear in Chhaibi’s work are obtained by the Whittaker functions introduced by

Jacquet in [Jac67]. Moreover he was able to obtain a spectral decomposition theorem

for the Whittaker functions and hence compute the entrance law for the process

Πnη. In the main part of the thesis we will present an integral representation for

the so2n+1-Whittaker functions proved in [GLO12a] but we were unable to identify

how the two forms of the Whittaker functions that appear in the literature relate.

Finally, we close this section by presenting a discrete-space process with

wall, constructed by Warren-Windridge in [WW09]. The state space of the process

is KN
Z≥0

, the set of symplectic Gelfand-Tsetlin patterns, i.e. the set of points z =

(z1, ..., zN ) where zk ∈ Z[ k+1
2

]

≥0 satisfying the interlacing conditions

z2l−1
l ≤ z2l

l ≤ z2l−1
l−1 ≤ ... ≤ z

2l−1
1 ≤ z2l

1 for 1 ≤ l ≤
[N + 1

2

]
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and

z2l+1
l+1 ≤ z

2l
l ≤ z2l+1

l ≤ ... ≤ z2l
1 ≤ z2l+1

1 for 1 ≤ l ≤
[N − 1

2

]
.

More specifically, we construct a process Z = (Z(t); t ≥ 0) with state space

KN
Z≥0

and dynamics as follows. We fix n ∈ N and assume that N = 2n or N = 2n−1.

Moreover we fix parameters a = (a1, ..., an) ∈ Rn>0.

The particle Z2l−1
i , for 1 ≤ i ≤ l, attempts a jump to the right after waiting

an exponential time with parameter al and to the left after waiting an exponential

time with parameter a−1
l . The jump is then performed unless the destination site

lies outside of the interval I2l−1
i . The transitions for a particle of even level Z2l

i for

1 ≤ i ≤ l are similar but now the exponential time responsible for the right jumps

has parameter a−1
l and the one for the left has parameter al. Again the transition

is suppressed whenever a jump outside of the interval I2l
i is attempted. We remark

here that all the exponential clocks we described above are independent.

Let us now describe the pushing mechanism. Suppose that, for 1 ≤ i ≤ [k+1
2 ],

Zki = Zk+1
i and Zki performs a right jump. Then the particle Zk+1

i is simultaneously

pushed one step to the right. Similarly, if Zki = Zk+1
i+1 and Zki performs a left jump

then the particle Zk+1
i+1 is simultaneously pushed one step to the left.

The main result in [WW09] is that under appropriate initial condition the

bottom level of the process Z, ZN = (ZN (t), t ≥ 0) evolves as an autonomous

Markov process with state space Wn
0 = {(z1, ..., zn) ∈ Zn≥0 : z1 ≥ z2 ≥ ... ≥ zn}.

The transition rate matrix is then given in terms of the symplectic Schur functions,

namely the character of the symplectic group.

1.4 Thesis outline

The remaining of the thesis is organised as follows.

2. The Macdonald-Koornwinder polynomials. The Macdonald-Koornwinder

polynomials are Laurent polynomials that are invariant under permutation

and inversion of its variables. We present some results as they were proved

in [vDE15b] . Also in [vDE15a] and [vDE16] the authors provide a branching

formula for the Macdonald-Koornwinder polynomials. We conjecture a combi-

natorial formula for a special case of these polynomials and prove the validity

of the conjecture for some special cases.

3. Probabilistic prerequisites. We present some known result from Theory

of Markov functions that provide requirements for the function of a Markov

process to be Markovian. The main result is due to Rogers-Pitman [RP81].
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We also present the formalism of Doob’s h-processes, namely a transformation

of a Markov process with killing.

4. The Berele insertion algorithm. The Berele insertion correspondence is

a combinatorial bijection, introduced by A. Berele in [Ber86], between words

from an alphabet {1 < 1̄ < ... < n < n̄} and a symplectic Young tableau

along with a sequence of up/down diagrams. A symplectic tableau can also

be represented as a symplectic Gelfand-Tsetlin pattern whose bottom level is

given by the shape of the Young tableau. We will prove that if the GT pattern

evolves according to dynamics dictated by the Berele algorithm, then the bot-

tom level evolves as a Markov process. Moreover, we propose a randomization

of the algorithm by introducing a parameter q ∈ (0, 1). When q → 0, we

recover the original version. Finally, we prove that under these new dynamics

the shape of the tableau also evolves as a Markov process with transition rates

a q-deformation of the symplectic Schur functions.

5. A q-deformed Markov process on symplectic Gelfand Tsetlin pat-

terns. We propose a q-deformation of a model in the integer-valued Gelfand-

Tsetlin cone by introducing long–range interactions among the particles with

the effect of a boundary and present their behaviour. We prove that under

certain initial conditions the bottom row evolves as a Markov chain. This

model is a q-deformation of the model in [WW09] and can be thought as a

“fully randomized” version of the model we studied in Chapter 4.

6. Calculating the law of processes on patterns. Using properties of the

Macdonald-Koornwinder polynomials presented in Chapter 2 and assuming

that these polynomials have also the combinatorial representation we conjec-

ture in Chapter 2, we construct a law for the processes on Gelfand-Tsetlin

pattern with dynamics as in Chapters 4 and 5.

7. On a classical limit of the q-deformed so2n+1-Whittaker functions.

In this chapter we present the so2n+1-Whittaker functions, namely the eigen-

functions of the operator of the quantum Toda lattice associated with the

so2n+1 Lie algebra. Our main references for a branching formula are [GLO08]

and [GLO12a]. We then prove that these functions appear as limit of the

polynomials we conjectured in Chapter 2 under an appropriate scaling.

8. A positive temperature analogue of Dyson’s Brownian motion with

boundary. We propose a modification of a multi-layered model of contin-

uous state space studied by N. O’Connell in [OC12] where we introduce the
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effect of a “soft” wall at zero. We remark that this model can be thought as

a positive temperature version of a model pre-existed in the literature, like

in [BFP+09], that was related to the Dyson non-colliding Brownian Motion

with wall. We prove that each level evolves as a continuous time Markov

process with infinitesimal generator involving a transformation of the so2n+1-

Whittaker functions. Finally, we informally comment on the relation of the

particle of the highest order of the bottom level with the corresponding particle

in O’Connell’s model.
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Chapter 2

The Macdonald-Koornwinder

polynomials

2.1 Partitions and Young diagrams

A partition is a sequence λ = (λ1, λ2, ...) of integers satisfying λ1 ≥ λ2 ≥ ... ≥ 0

with finitely many non-zero terms. We call each λi a part of λ and the number

of non-zero parts the length of the partition λ, denoted by l(λ). Moreover we call

|λ| :=
∑

i≥1 λi, the weight of the partition λ. If |λ| = k, then we say that λ partitions

k and we write λ ` k. The set of partitions of length at most n is denoted by Λn.

We define the natural ordering on the space of partitions called the dominance

order. For two partitions λ, µ we write λ ≥ µ if and only if

λ1 + ...+ λi ≥ µ1 + ...+ µi, for all i ≥ 1.

We also define the notion of interlacing of partitions. Let λ and µ be two

partitions with |λ| ≥ |µ|. They are said to be interlaced, and we write µ � λ if and

only if

λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ ... .

A partition λ can be represented in the plane by an arrangement of boxes

called a Young diagram. This arrangement is top and left justified with λi boxes in

the i-th row. We then say that the shape of the diagram, denoted by sh, is λ. For

example the partition λ = (3, 2, 2, 1) can be represented as in figure 2.1.
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Figure 2.1: A Young diagram of shape (3, 2, 2, 1).

Given two partitions/diagrams λ and µ such that µ ⊂ λ, we call the set

difference λ \ µ a skew Young diagram. A skew Young diagram λ \ µ is a horizontal

strip if in each column it has at most one box. If we denote by λ> the transpose

partition of λ, i.e. the partition with entries given by λ>i = |{1 ≤ j ≤ l(λ) : λj ≥ i}|,
then λ \µ is a horizontal strip if and only if λ>i −µ>i ∈ {0, 1} for all i. It holds that

µ � λ if and only if the corresponding skew Young diagram λ \ µ is a horizontal

strip.

Let us now consider a filling of a Young diagram.

Definition 2.1.1. A Young tableau is a filling of a Young diagram with entries

from an alphabet {1, ..., n} satisfying the conditions:

(C1) the entries increase weakly along the rows;

(C2) the entries increase strictly down the columns.

A Young tableau is called standard if the entries are distinct. Otherwise it is called

semistandard.

We will also define another filling of a Young diagram, namely the symplectic

Young tableau. The following definition is due to King.

Definition 2.1.2 ([Kin71]). A symplectic Young tableau is a filling of a Young

diagram with entries from the alphabet {1 < 1̄ < ... < n < n̄} satisfying the following

conditions.

(S1) The entries increase weakly along the rows;

(S2) The entries increase strictly down the columns;

(S3) No entry < i occurs in row i, for any i.

Example 2.1.3. The filling of the diagram of shape (4, 3)

1 1̄ 1̄ 2̄

2 2 2̄
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is a symplectic Young tableau, whereas the filling

1 1̄ 1̄ 2̄

1̄ 2 2̄

is not since there exists an entry 1̄ at the second row violating condition (S3).

Let λ(k) be the sub-tableau of λ with entries ≤ k. It then holds that λ(k) �
λ(k+1) for all k in the alphabet. So for the alphabet {1, ..., n} it holds that λ(k) �
λ(k+1), for 1 ≤ k ≤ n − 1. For the alphabet {1, 1̄, ..., n, n̄} the following interlacing

conditions holds: λ(2l−1) � λ(2l), for 1 ≤ l ≤ n and λ(2l) � λ(2l+1), for 1 ≤ l ≤ n− 1.

2.2 Symmetric functions

The ring of Laurent polynomials in n independent variables with coefficients from

some field F is denoted by F[a1, ..., an, a
−1
1 , ..., a−1

n ]. The hyperoctahedral group

Wn = Sn n Zn2 acts on such polynomials by permuting and inverting its variables.

For a partition λ ∈ Λn, the hyperoctahedral monomial symmetric (Laurent)

polynomials are defined as

mλ(a1, ..., an) =
∑

µ∈Wnλ

n∏
j=1

a
µj
j . (2.1)

where Wnλ denotes the orbit of λ with respect to the action of Wn. The collection

of polynomials mλ for λ running over all elements of Λn form a basis for the ring

of Laurent polynomials that are Wn-invariant, i.e. invariant under the action of

permutation and inversion of the variables.

Another special Wn-invariant Laurent polynomial is the symplectic Schur

function. This is the character of an irreducible finite-dimensional representation

of the symplectic group and the definition follows from the Weyl character formula

(see e.g. [FH04])

Sp
(n)
λ (a1, ..., an) =

det
(
a
λj+n−j+1
i − a−(λj+n−j+1)

i

)
det
(
an−j+1
i − a−(n−j+1)

i

) . (2.2)

We also give an equivalent combinatorial definition.
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Definition 2.2.1 ([Kin71]). The symplectic Schur function, parametrized by a par-

tition λ ∈ Λn is defined as

Sp
(n)
λ (a1, ..., an) =

∑
T

weight(T )

where the summation is over the set of symplectic Young tableaux of shape λ, filled

with entries from {1, 1̄, ..., n, n̄}, and the weight is given by

weight(T ) =

n∏
i=1

(ai)
#{i′s in T}−#{̄i′s in T}.

Although it is not directly obvious, the expression
∑

T weight(T ) is Wn-

invariant. A proof of the invariance is given in [[Sun86], th. 6.12].

The equivalence of the two definitions for the symplectic Schur function can

be easily verified when n = 1. Indeed, the right hand side of (2.2), for n = 1,

a1 ∈ R>0 and λ = l ∈ Z≥0, equals

al+1
1 − a−(l+1)

1

a1 − a−1
1

= a−l1

(a2
1)l+1 − 1

a2
1 − 1

= a−l1

l∑
k=0

(a2
1)k =

l∑
k=0

a2k−l
1

where the second equality follows from the formula of the sum of geometric series.

We finally conclude the equivalence of the two formulas observing that a2k−l
1 is the

weight of a symplectic tableau with k entries equal to 1 and l− k entries equal to 1̄.

2.3 Some useful q-deformations

We record some q-deformations of classical functions ([KC02]). We assume through-

out that 0 < q < 1.

The q-Pochhammer symbol is written as (a; q)n and defined via the product

(a; q)n =
n−1∏
k=0

(1− aqk), (a; q)∞ =
∏
k≥0

(1− aqk).

We also write (a1, ..., al; q)n = (a1; q)n...(al; q)n.

The q-factorial is written as n!q and is defined as

n!q =
(q; q)n

(1− q)n
=

n∏
k=1

[k]q, where [k]q :=
1− qk

1− q
.
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Observe that at the q → 1 limit one recovers the classical factorial since

lim
q→1

n!q = lim
q→1

n∏
k=1

1− qk

1− q
=

n∏
k=1

lim
q→1

1− qk

1− q
=

n∏
k=1

k = n!.

The q-binomial coefficients are defined in terms of q-factorials as(
n

k

)
q

=
n!q

k!q(n− k)!q
.

We record some properties of the q-binomial coefficient(
n+ 1

k

)
q

=

(
n

k

)
q

1− qn+1

1− qn−k+1

(
n− 1

k

)
q

=

(
n

k

)
q

1− qn−k

1− qn(
n

k + 1

)
q

=

(
n

k

)
q

1− qn−k

1− qk+1

(
n

k − 1

)
q

=

(
n

k

)
q

1− qk

1− qn−k+1
.

(2.3)

Let us check the first property, the others can be checked in a similar way. For

0 ≤ k ≤ n integers, we have(
n+ 1

k

)
q

=
(q; q)n+1

(q; q)k(q; q)n−k+1
=

(q; q)n(1− qn+1)

(q; q)k(q; q)n−k(1− qn−k+1)
=

(
n

k

)
q

1− qn+1

1− qn−k+1
.

2.4 Deformed hyperoctahedral q-Whittaker functions

In this section we will make a review of the deformed hyperoctahedral q-Whittaker

functions, which correspond to a special case of a six-parameter family of poly-

nomials, called the Macdonald-Koornwinder polynomials introduced in [Koo92].

Our main references for the deformed hyperoctahedral q-Whittaker functions are

[vDE15b], [vDE15a] and [vDE16].

In the case of a single variable the Macdonald-Koornwinder polynomials

reduce to a special five-parameter family of orthogonal polynomials called the Askey-

Wilson polynomials.

Definition 2.4.1. The function rφs is the basic hypergeometric series which for

r = s+ 1 is given by

s+1φs

(
a1, ... , as+1

b1 , ..., bs

∣∣∣q; z) =

∞∑
k=0

(a1, ..., as+1; q)k
(b1, ..., bs; q)k

zk

(q; q)k
.

Then the Askey-Wilson polynomials with parameters q, t = (t0, t1, t2, t3) are defined
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as follows

pl(a; q, t) =
(t0t1, t0t2, t0t3; q)l

tl0
4φ3

(
q−l, t0t1t2t3q

l−1, t0a, t0a
−1

t0t1, t0t2, t0t3

∣∣∣q; q) .
If l > k, then (q−l; q)k = 0, therefore in the definition of the Askey-Wilson

polynomial the series terminates at k = l.

The Askey-Wilson polynomials contain other hypergeometric polynomials as

special cases. We refer the reader to [[KLS10], ch. 14] for a detailed list of these

special polynomials and their connections. In [KLS10] (section 14.4) it is stated that

when t1 = t2 = t3 = 0, the Askey-Wilson polynomials correspond to the continuous

big q-Hermite polynomials given by

Hl(a; q, t0) = t−l0 3φ2

(
q−l, t0x, t0x

−1

0, 0

∣∣∣q; q) .
Moreover, the limit t0 → 0 exists and we obtain the continuous q-Hermite polyno-

mial, defined as

Hl(a|q) =
l∑

m=0

(
l

m

)
q

a2m−l. (2.4)

Observe that when q → 0, the q-binomial converges to 1, therefore the continuous

q-Hermite polynomial recovers the symplectic Schur function Sp
(1)
(l) (a), we defined

in 2.2.1.

In a similar way, the Macdonald-Koornwinder polynomials contain other

special polynomials as specials cases. Our main interest are the q-deformed so2n+1-

Whittaker functions. These correspond to the following choice of parameters t0 → 0

and tr = 0, for 1 ≤ r ≤ 3.

Definition 2.4.2. Let q, t = (t0, t1, t2, t3) such that 0 < q, |tl| < 1. The deformed

hyperoctahedral q-Whittaker function P
(n)
λ (·; q, t), parametrized by partition λ ∈ Λn

is the unique Wn-invariant Laurent polynomial with coefficients rational functions

of q, t satisfying the following two conditions.

1)

P
(n)
λ (·; q, t) = mλ +

∑
µ∈Λn
µ<λ

cλ,µmµ

where cλ,µ are functions of q and t and mλ are the hyperoctahedral monomial

symmetric polynomials we defined in (2.1).
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2) They are orthogonal with respect to the inner product

〈f, g〉∆̂(n) =
1

(2πi)nn!

∫
Tn
f(a)g(a)∆̂(n)(a)

n∏
j=1

daj
aj

(2.5)

where Tn is the n-dimensional torus |aj | = 1, j = 1, ..., n and

∆̂(n)(a) =
∏

1≤j≤n

(a2
j , a
−2
j ; q)∞∏

0≤l≤3(tlaj , tla
−1
j ; q)∞

∏
1≤j<k≤n

(ajak, a
−1
j ak, aja

−1
k , a−1

j a−1
k ; q)∞.

In this thesis we will mainly focus on the q-deformed so2n+1-Whittaker func-

tions. These can be obtained from the deformed hyperoctahedral q-Whittaker func-

tions if we set t0 → 0 and t1 = t2 = t3 = 0. For completeness we give a definition

for the q-deformed so2n+1-Whittaker functions as it is implied form the definition

of the deformed hyperoctahedral q-Whittaker functions.

Definition 2.4.3. Let 0 < q < 1. The q-deformed so2n+1-Whittaker function

P
(n)
λ (·; q), parametrized by partition λ ∈ Λn is the unique Wn-invariant Laurent

polynomial with coefficients that are rational functions of q satisfying the following

two conditions.

1)

P
(n)
λ (·; q) = mλ +

∑
µ∈Λn
µ<λ

cλ,µmµ

where cλ,µ are functions of q and mλ are the hyperoctahedral monomial symmetric

polynomials we defined in (2.1).

2) They are orthogonal with respect to the inner product

〈f, g〉∆̂(n) =
1

(2πi)nn!

∫
Tn
f(a)g(a)∆̂(n)(a)

n∏
j=1

daj
aj

(2.6)

where Tn is the n-dimensional torus |aj | = 1, j = 1, ..., n and

∆̂(n)(a) =
∏

1≤j≤n
(a2
j , a
−2
j ; q)∞

∏
1≤j<k≤n

(ajak, a
−1
j ak, aja

−1
k , a−1

j a−1
k ; q)∞.

In figure 2.2 we list the polynomials that appear in this chapter and their

connections.
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Macdonald-Koornwinder
q, t, t = (t0, t1, t2, t3)

n
=

1

t = 0

Deformed Hyperoctahedral
q-Whittaker

q, t = (t0, t1, t2, t3)

n
=

1

tr = 0, 1 ≤ r ≤ 3
t0 → 0

q-deformed
so2n+1-Whittaker

q

n = 1

Askey-Wilson
q, t = (t0, t1, t2, t3)

tr = 0, 1 ≤ r ≤ 3

Continuous Big
q-Hermite
q, t0

t0 → 0

Continuous q-Hermite
q

Figure 2.2: Special cases of Askey-Wilson and Macdonald-Koornwinder polynomials
for different choices of parameters. When n = 1, the Koornwinder polynomial gives
the corresponding Askey-Wilson polynomial.

In the rest of the section we review the main results about these special Wn-

invariant functions, as stated in [vDE15b], [vDE15a] and [vDE16].We remark that

although this choice of parameters does not satisfy the condition |tr| > 0, according

to van Diejen and Emsiz, their results as stated in [vDE15b] are still valid.

2.4.1 Orthogonality and Completeness

In the last section we defined the q-deformed so2n+1-Whittaker functions to be or-

thogonal with respect to the inner product 〈·, ·〉∆̂(n) , given in (2.6). More specifically

the following orthogonality relation holds

〈P (n)
λ , P (n)

µ 〉∆̂(n) = 1λ=µ/∆
(n)
λ (2.7)

where

∆
(n)
λ =

(q; q)n∞
(q, q)λn

∏
1≤j<n(q; q)λj−λj+1

.
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The q-deformed so2n+1-Whittaker functions form an orthogonal basis for the space

of Wn-invariant Laurent polynomials. More specifically, we have the following result.

Theorem 2.4.4 ([vDE15b]). The transformation

(Ff)(a) =
∑
λ∈Λn

f(λ)P
(n)
λ (a; q)∆

(n)
λ

defines an isometry from L2(Λn,∆
(n)) to L2(Tn, ∆̂(n) da

a ) with inverse transform

given by

(F−1f̂)(λ) =
1

(2πi)nn!

∫
Tn
f̂(a)P

(n)
λ (a; q)∆̂(n)(a)

da

a
.

The weight function ∆̂(n) in this case is

∆̂(n)(a) =
∏

1≤j≤n
(a2
j , a
−2
j ; q)∞

∏
1≤j<k≤n

(ajak, a
−1
j ak, aja

−1
k , a−1

j a−1
k ; q)∞.

The theorem implies the following completeness result for the q-deformed

so2n+1-Whittaker functions.

Corollary 2.4.5. For g ∈ L2(Tn, ∆̂(n) db
b ) the following relation holds

1

(2πi)nn!

∫
Tn

∆̂(n)(b)
∑
λ∈Λn

P
(n)
λ (a; q)P

(n)
λ (b; q)∆

(n)
λ g(b)

db

b
= g(a)

for every a ∈ Tn.

Proof. We first observe that the required relation can be re-written as follows

(FF−1g)(a) = g(a).

By the fact that F−1 is the inverse transform of F we have that for almost every b

on the torus Tn

(FF−1g)(b) = g(b).

The result follows considering a sequence of points {bn}n≥1 on Tn such that bn → a,

as n→∞ which satisfy the relation

(FF−1g)(bn) = g(bn)

for every n ≥ 1.
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2.4.2 Difference operators and Pieri formula

From the results of [Koo92],[Mac95] ,[vDE15b] an equivalent definition is implied for

the deformed hyperoctahedral q-Whittaker functions via the Koornwinder difference

operator, which for the choice of parameters t0 → 0 and t1 = t2 = t3 = 0, is given

by

Dn =
n∑
i=1

Ai(a; q)(Tq,i − I) +
n∑
i=1

Ai(a
−1; q)(Tq−1,i − I) (2.8)

where

Ai(a; q) =
1

(1− a2
i )(1− qa2

i )

∏
j 6=i

1

(1− aiaj)(1− aia−1
j )

(2.9)

and the shift operator Tu,i is defined as

(Tu,if)(a1, ..., an) = f(a1, ..., ai−1, uai, ai+1, ..., an).

Proposition 2.4.6 ([Koo92],[Mac95] ,[vDE15b]). For any partition λ ∈ Λn, it holds

DnP
(n)
λ (a1, ..., an; q) = (q−λ1 − 1)P

(n)
λ (a1, ..., an; q).

We define another operator Hn which acts on functions g : Λn → C as follows

Hng(λ) =
n∑
i=1

fn(λ, λ+ ei)g(λ+ ei) +
n∑
i=1

fn(λ, λ− ei)g(λ− ei) (2.10)

with

fn(λ, λ′) =


1 , if λ′ = λ+ e1

1− qλi−1−λi , if λ′ = λ+ ei for some 1 < i ≤ n
1− qλi−λi+1 , if λ′ = λ− ei for some 1 ≤ i < n

1− qλn , if λ′ = λ− en

(2.11)

Note that if for some 2 ≤ i ≤ n, λi = λi−1, then fn(λ, λ + ei) = 0 and the term

fn(λ, λ + ei)g(λ + ei) will vanish. Similarly, if for 1 ≤ i ≤ n − 1, λi = λi+1 or if

λn = 0, the term fn(λ, λ− ei)g(λ− ei) will also vanish.

Proposition 2.4.7 ([Koo92],[Mac95],[vDE99]). Let n ≥ 1, λ ∈ Λn and q ∈ (0, 1).

The q-deformed so2n+1-Whittaker functions, satisfy the Pieri identity

HnP
(n)
λ (a1, ..., an; q) =

n∑
i=1

(ai + a−1
i )P

(n)
λ (a1, ..., an; q) (2.12)
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for (a1, ..., an) ∈ Cn \ {0}.

2.4.3 Branching rule

In [Rai05], it was shown that the Koornwinder polynomials exhibit a recursive struc-

ture with respect to the order n which implies that the deformed hyperoctahedral

q-Whittaker functions satisfy the branching rule

P
(n)
λ (a1, ..., an; q, t) =

∑
ν

Pλ\ν(an; q, t)P (n−1)
ν (a1, ..., an−1; q, t)

where the summation is over ν ∈ Λn−1 such that λ, ν differ by two horizontal strips.

Definition 2.4.8. The one-variable polynomial Pλ\ν(an; q, t) is called the branching

polynomial.

In [vDE15a], the authors gave a closed form for the branching polynomial

for the Macdonald-Koornwinder polynomial for any choice of parameters. The

branching polynomial for the deformed hyperoctahedral q-Whittaker functions can

be found in [vDE16]. Let us only present here the branching rule for the q-deformed

hyperoctahedral Whittaker function with t1 = t2 = t3 = 0 and 0 < |t0| < 1.

Since the two partitions λ, ν differ by two horizontal strips it follows that

λ>i − ν>i ∈ {0, 1, 2} for every i such that 1 ≤ i ≤ l(λ>) = m. We set d = d(λ, ν) =

|{1 ≤ i ≤ m : λ>i − ν>i = 1}|. For 1 ≤ r ≤ d, we define the following quantity

Br
λ\ν(q, t0) = c(λ, ν; q)

∑
I+,I−⊂Jc

I+∩I−=∅
|I+|+|I−|=d−r

A(ν∗; I+, I−, t0)

where ν∗ = nm − ν> = (n − ν>m−j+1)1≤j≤m and if we also define the partition

λ∗ = (n+1)m−λ> = (n+1−λ>m−j+1)1≤j≤m then the subset Jc of [m] := {1, ...,m}
is the set Jc = Jc(ν∗, λ∗) = {1 ≤ j ≤ m : ν∗j = λ∗j} and

c(λ, ν; q) =
∏

1≤j<k≤m
ν>k <ν

>
j

λ>k =λ>j

1− q1+k−j

1− qk−j

Finally the contribution of the partition (I+, I−, I0 = Jc \ (I+ ∪ I−)) of Jc to
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Br
λ\ν(q; t0) equals

A(ν∗; I+, I−, t0) =
∏
j,k∈Jc

ν∗j=ν∗k
εj>εk

1− q1+k−j

1− qk−j
∏

j∈I−,k∈I+
ν∗j=ν∗k+1

1− q1+k−j

1− qk−j

∏
j∈Jc

t
−εj
0

∏
j,k∈Jc

j<k
εj 6=εk=0

q−εj
∏
j,k∈Jc

j<k
ν∗j=ν∗k
εk−εj=1

q−1
(2.13)

with

εj = εj(I+, I−) =


1 j ∈ I+

−1 j ∈ I−
0 j ∈ Jc\(I+ ∪ I−)

.

Theorem 2.4.9 ([vDE16]). The branching polynomials for the deformed hyperoc-

tahedral q-Whittaker function with t = (t0, 0, 0, 0), for 0 < |t0| < 1, are given by

Pλ\ν(a; q, t0) =
d∑
r=0

Br
λ\ν(q, t0)〈a; t0〉q,r

where the expanding Laurent polynomials 〈x; t0〉q,r are defined as

〈a; t0〉q,0 = 1

〈a; t0〉q,r =

r∏
l=1

(a+ a−1 − t0ql−1 − t−1
0 q−(l−1)), for r ≥ 1

(2.14)

In [KNS09] an expansion formula for the Askey-Wilson polynomials in terms

of the polynomials 〈x; t0〉q;r is provided, which agrees with the formula provided by

for n = 1. More specifically, the following result is proved.

Theorem 2.4.10 ([KNS09], th. 5.2). The continuous big q-Hermite polynomials,

which are Askey-Wilson polynomials with t1 = t2 = t3 = 0, are expressed as follows

in terms of the polynomials 〈x; t0〉q;r

Hj(x; t0|q) = t−j0

j∑
r=0

(
j

r

)
q

tr0q
r2−jr〈x; t0〉q,r.

Ideally we would like to obtain a branching rule for the q-deformed so2n+1-

Whittaker functions which correspond to the limit t0 → 0, but because the expand-

ing polynomials 〈a; t0〉q,r contain negative powers of t0 we cannot set t0 → 0 in the
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above formula. In the next section we will investigate this case further.

2.5 Branching rule for q-deformed so2n+1-Whittaker func-

tions

In section 2.4.3 we presented a branching formula for the q-deformed hyperocta-

hedral Whittaker function with parameters q ∈ (0, 1), 0 < |t0| < 1 and tr = 0,

for 1 ≤ r ≤ 3. In this section we will conjecture a combinatorial formula for the

case t0 → 0 which similarly to 2.4.3 also admits a recursive structure and we will

prove that for some special cases of the partitions λ, ν the branching polynomial

Pλ\ν(a; q, t0) of 2.4.3 converge to the one we conjecture when t0 → 0.

Definition 2.5.1. For n ≥ 1, λ ∈ Λn and a = (a1, ..., an) ∈ Rn>0, define the Laurent

polynomial P(n)
λ (a; q) to be a solution to the recursion relation

P(n)
λ (a1, ..., an; q) =

∑
ν∈Λn−1

Q(n−1,n)
an,q (ν, λ)P(n−1)

ν (a1, ..., an−1; q)

with

Q(n−1,n)
an,q (ν, λ) =

∑
µ∈Λn:
ν�µ�λ

a2|µ|−|ν|−|λ|
n

n−1∏
i=1

(
λi − λi+1

λi − µi

)
q

(
µi − µi+1

µi − νi

)
q

(
λn

λn − µn

)
q

.

When n = 1, P(n) correspond to the continuous q-Hermite polynomials defined in

(2.4).

We remark that if there exists no µ ∈ Λn such that ν � µ � λ then

Q
(n−1,n)
an,q (ν, λ) = 0, therefore the summation in the recursion formula is over ν ∈

Λn−1 such that λ, ν differ by two horizontal strips.

Later, in chapter 4 we will show that the polynomials P(n) are eigenfunctions

of the operator Hn given in (2.10).

Conjecture 2.5.2. As t0 → 0, the deformed hyperoctahedral q-Whittaker function

converges to the polynomial P(n), defined in 2.5.1.

Proposition 2.5.3. The polynomial Q
(n−1,n)
x,q (ν, λ) is of the form

Q(n−1,n)
x,q (ν, λ) = c(λ, ν; q)(xd + x−d) +

d−1∑
l=−(d−1)

cq(l)x
l
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for some coefficients cq(l), −(d−1) ≤ l ≤ d−1. So the leading term of Q
(n−1,n)
x,q (ν, λ)

is the same as the leading term of Pλ\ν(x; q, t0).

Proof. Let us first start by calculating the most extreme values the power of x can

take in Q
(n−1,n)
x;q (ν, λ). For µ ∈ Λn such that ν � µ � λ we have

2|µ| − |ν| − |λ| = 2|µ>| − |ν>| − |λ>|

=
( ∑

1≤j≤m:
λ>j −ν>j =0

+
∑

1≤j≤m:
λ>j −ν>j =1

+
∑

1≤j≤m:
λ>j −ν>j =2

)
(2µ>j − ν>j − λ′j).

When λ>j − ν>j = 0, then necessarily µ>j = λ>j = ν>j and therefore the summand for

the first term vanishes.

When λ>j − ν>j = 2, then µ>j = λ>j − 1 = ν>j + 1, therefore

2µ>j − ν>j − λ>j = 2(λ>j − 1)− (λ>j − 2)− λ>j .

Finally, if λ>j − ν>j = 1, then µ>j can either equal λ>j or ν>j . Therefore we have the

following sharp bounds for 2|µ| − |ν| − |λ|

2|µ| − |ν| − |λ| ≤
∑

1≤j≤m:
λ>j −ν>j =1

(2λ>j − (λ>j − 1)− λ>j ) = d

2|µ| − |ν| − |λ| ≥
∑

1≤j≤m:
λ>j −ν>j =1

(2ν>j − ν>j − (ν>j + 1)) = −d.

The coefficient of xd corresponds to µ where each µi takes its largest value, therefore

since

0 ≤ µn ≤ νn−1 ≤ ... ≤ ν1 ≤ µ1

0 ≤ µn ≤ λn ≤ ... ≤ µ1 ≤ λ1

the coefficient of xd corresponds to µi = min{νi−1, λi}, for 1 ≤ i ≤ n with the

convention µ1 = λ1 and equals

n−1∏
i=1

(
λi − λi+1

λi −min{νi−1, λi}

)
q

(
min{νi−1, λi} −min{νi, λi+1}

min{νi−1, λi} − νi

)
q

(
λn

λn −min{νn−1, λn}

)
q

.

On the other hand the coefficient of x−d correspond to the choice of µ where each

coordinate takes its smallest value, i.e. it corresponds to µ with µi = max{νi, λi+1},
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for 1 ≤ i ≤ n with the convention µn = 0 and equals

n−1∏
i=1

(
λi − λi+1

λi −max{νi, λi+1}

)
q

(
max{νi, λi+1} −max{νi+1, λi+2}

max{νi, λi+1} − νi

)
q

(
λn

λn −max{νn, λn+1}

)
q

.

Let us now try to rewrite c(λ, ν; q) in a similar form.

By the definition of λ> as the transpose of λ it holds that λ>j = i for j ∈ {λi+1 +

1, ..., λi}, for 1 ≤ i ≤ n. In the case of i = n, we set λi+1 = λn+1 = 0. Therefore

c(λ, ν; q) =
n∏
i=1

∏
j,k∈{λi+1+1,...,λi}

ν>k <ν
>
j

1− q1+k−j

1− qk−j
.

Let us focus on a block of indices {λi+1+1, ..., λi}. Since λ, ν differ by two horizontal

strips, it holds that ν>j ∈ {i, i − 1, i − 2} for every j ∈ {λi+1 + 1, ..., λi}. Let us

consider the following cases.

I. If νi ≥ λi+1 and νi−1 ≤ λi, then

∏
j,k∈{λi+1+1,...,λi}

ν>k <ν
>
j

1− q1+k−j

1− qk−j

=

νi∏
j=λi+1+1

λi∏
k=νi+1

1− q1+k−j

1− qk−j

νi−1∏
j=νi+1

λi∏
k=νi−1+1

1− q1+k−j

1− qk−j

=

νi∏
j=λi+1+1

1− q1+λi−j

1− qνi+1−j

νi−1∏
j=νi+1

1− q1+λi−j

1− qνi−1+1−j

=
(1− qλi−λi+1)...(1− qλi−νi+1)

(1− qνi−λi+1)...(1− q)
· (1− qλi−νi)...(1− qλi−νi−1+1)

(1− qνi−1−νi)...(1− q)

=

(
λi − λi+1

λi − νi

)
q

(
λi − νi
λi − νi−1

)
q

where the last expression equals(
λi − λi+1

λi −max{νi, λi+1}

)
q

(
max{νi−1, λi} −max{νi, λi+1}

max{νi−1, λi} − νi−1

)
q

.
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Moreover we observe that(
λi − λi+1

λi − νi

)
q

(
λi − νi
λi − νi−1

)
q

=
(q; q)λi−λi+1

(q; q)λi−νi(q; q)νi−λi+1

(q; q)λi−νi
(q; q)λi−νi−1

(q; q)νi−1−νi

=
(q; q)λi−λi+1

(q; q)λi−νi−1
(q; q)νi−1−λi+1

(q; q)νi−1−λi+1

(q; q)νi−1−νi(q; q)νi−λi+1

=

(
λi − λi+1

λi − νi−1

)
q

(
νi−1 − λi+1

νi−1 − νi

)
q

which equals(
λi − λi+1

λi −min{νi−1, λi}

)
q

(
min{νi−1, λi} −min{νi, λi+1}

min{νi−1, λi} − νi

)
q

.

II. If νi < λi+1 and νi−1 ≤ λi, then ∀j ∈ {λi+1 +1, ..., λi} it holds that ν>j 6= l and

∏
j,k∈{λi+1+1,...,λi}

ν>k <ν
>
j

1− q1+k−j

1− qk−j
=

νi−1∏
j=λi+1+1

λi∏
k=νi−1+1

1− q1+k−j

1− qk−j

=

(
λi − λi+1

λi − νi−1

)
q

.

III. If νi ≥ λi+1 and νi−1 > λi, then ∀j ∈ {λi+1 + 1, ..., λi} it holds that ν>j 6= i− 2

and

∏
j,k∈{λi+1+1,...,λi}

ν>k <ν
>
j

1− q1+k−j

1− qk−j
=

νi∏
j=λi+1+1

λi∏
k=νi+1

1− q1+k−j

1− qk−j

=

(
λi − λi+1

λi − νi

)
q

.

IV. If νi < λi+1 and νi−1 > λi, then ∀j ∈ {λi+1 + 1, ..., λi} it holds that ν>j = i− 1

therefore ∏
j,k∈{λi+1+1,...,λi}

ν>k <ν
>
j

1− q1+k−j

1− qk−j
= 1.

Therefore, we obtain the following

c(λ, ν; q) =

n∏
i=1

(
λi − λi+1

λi −min{νi−1, λi}

)
q

(
min{νi−1, λi} −min{νi, λi+1}

min{νi−1, λi} − νi

)
q
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which gives the coefficient of xd, or the equivalent form

c(λ, ν; q) =

n∏
i=1

(
λi − λi+1

λi −max{νi, λi+1}

)
q

(
max{νi−1, λi} −max{νi, λi+1}

max{νi−1, λi} − νi−1

)
q

which gives the coefficient of x−d.

We will now prove that for two special cases of partitions λ, ν, as t0 → 0, the

branching polynomial Pλ\ν(x; q, t0) converges to Q
(n−1,n)
x,q (ν, λ).

Proposition 2.5.4. Assume that the partitions λ ∈ Λn, ν ∈ Λn−1 are such that

there exists a unique index 1 ≤ s ≤ n such that

max{νs, λs+1} < min{νs−1, λs}

and

max{νj , λj+1} = min{νj−1, λj}, for j 6= s.

Then the limit limt0→0 Pλ\ν(x; q, t0) exists and Q
(n−1,n)
x,q (ν, λ) = limt0→0 Pλ\ν(x; q, t0).

Proof. Assume that the partitions λ, ν are as in the statement of the Proposition

with

min{νs−1, λs} −max{νs, λs+1} = d

for some 0 ≤ d ≤ m = l(λ>), then it holds that |{1 ≤ i ≤ l(λ>) : λ>i − ν>i = 1}| = d

and for all j ∈ {1 ≤ i ≤ l(λ>) : λ>i − ν>i = 1}, ν>j = s− 1, (as in figure 2.3).

λ′ =

ν ′

Figure 2.3: For the partitions λ = (4, 3, 1) and ν = (4, 0) (marked with gray), we
have d = d(λ, ν) = |{1 ≤ j ≤ 4 : λ>j − ν>j = 1}| = 2. The “single” boxes, i.e. the

boxes that are such that λ>j = ν>j + {�}, are stacked the one above the other. The
dashed lines show the possible µ : ν � µ � λ.

Then the set Jc = {1 ≤ j ≤ m : ν∗j = λ∗j}, where we recall that ν∗j =

n−ν>m−j+1 and λ∗j = n+1−λ>m−j+1, consists of subsequent indices, i.e. there exists

some 0 ≤ i ≤ m− d such that Jc = {i+ 1, ..., i+ d}.

34



Let us calculate the contribution of A(ν∗; I+, I−, t0), defined in (2.13), for

each partition (I+, I−, I0) of Jc.

First we observe that A(ν∗; I+, I−, t0) is zero unless the subsets I+, I−, I0 are ordered

such that all the indices in I+ are smaller of the indices in I0 which are smaller than

the indices in I−. For example the partition I+ = {i+ 1}, I0 = {i+ 2, ..., i+ d− 1},
I− = {i + d} has non zero contribution, whereas the partition I− = {i + 1}, I0 =

{i+ 2, ..., i+ d− 1}, I+ = {i+ d} has zero contribution. Let us explain why this is

true.

We assume that there exists a pair of indices (l, l + 1) which is “out of order”, for

example l ∈ I0 and l + 1 ∈ I+, then in the product

∏
j,k∈Jc

ν∗j=ν∗k
εj>εk

1− q1+k−j

1− qk−j

the following term appears
1− q1+l−(l+1)

1− ql−(l+1)
= 0.

Moreover, we observe that for those partition where A(ν∗; I+, I−, t0) is non-zero, the

set of pairs of indices {j, k ∈ Jc : j < k s.t. ν∗j = ν∗k , εk− εj = 1} is empty, therefore

we end up with the following form

A(ν∗; I+, I−, t0) =
∏
j,k∈Jc

ν∗j=ν∗k
εj>εk

1− q1+k−j

1− qk−j
∏
j∈Jc

t
−εj
0

∏
j,k∈Jc

j<k
εj 6=εk=0

q−εj .

Let us now fix a partition with non-zero contribution such that |I+|+ |I−| =
d − r for some 0 ≤ r ≤ d. If |I+| = l, for some 0 ≤ l ≤ d − r, it necessarily holds

that the partition (I+, I−, I0) of Jc is the following

I+ = {i+ 1, ..., i+ l}

I0 = {i+ l + 1, ..., i+ l + r}

I− = {i+ l + r + 1, ..., i+ d}
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we then calculate

∏
j,k∈Jc

ν∗j=ν∗k
εj>εk

1− q1+k−j

1− qk−j
=

i+l∏
j=i+1

i+d∏
k=i+l+1

1− q1+k−j

1− qk−j
i+l+r∏
j=i+l+1

i+d∏
k=i+l+r+1

1− q1+k−j

1− qk−j

=

(
d

l

)
q

(
d− l
r

)
q

.

and hence

A(ν∗; I+, I−, t0) =

(
d

l

)
q

(
d− l
r

)
q

td−2l−r
0 q−rl.

Therefore the branching polynomial Pλ\ν(x; q, t0) equals

Pλ\ν(x; q, t0) = c(λ, ν; q)
∑

0≤r≤d

( d−r∑
l=0

(
d

l

)
q

(
d− l
r

)
q

td−2l−r
0 q−rl

)
〈x; t0〉q,r.

Setting j = r + l we have

∑
0≤r≤d

( d−r∑
l=0

(
d

l

)
q

(
d− l
r

)
q

td−2l−r
0 q−rl

)
〈x; t0〉q,r

=
d∑
r=0

( d∑
j=r

(
d

j − r

)
q

(
d+ r − j

r

)
q

td+r−2j
0 q−r(j−r)

)
〈x; t0〉q,r

=

d∑
j=0

j∑
r=0

(
d

j − r

)
q

(
d+ r − j

r

)
q

td+r−2j
0 qr

2−rj〈x; t0〉q,r

=

d∑
j=0

(
d

j

)
q

td−j0 t−j0

j∑
r=0

(
d
j−r
)
q

(
d+r−j
k

)
q(

d
j

)
q

tr0q
r2−jr〈x; t0〉q,r

=
d∑
j=0

(
d

j

)
q

td−j0 t−j0

j∑
r=0

(
j

r

)
q

tr0q
r2−jr〈x; t0〉q,r

=
d∑
j=0

(
d

j

)
q

td−j0 Hj(x; t0|q)

where, for the last equality we used the expansion of the continuous big q-Hermite

polynomials, Hj(x; t0|q), stated in Theorem 2.4.10. Therefore the polynomial Pλ\ν(x; q, t0)

can be rewritten as follows

Pλ\ν(x; q, t0) = c(λ, ν; q)

d∑
j=0

(
d

j

)
td−j0 Hj(x; t0|q).
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As t0 → 0 the continuous big q-Hermite polynomials converge to the continuous

q-Hermite polynomials, see Askey-Wilson scheme in [KLS10], given by

Hj(x; q) =

j∑
k=0

(
j

k

)
q

x2k−j

therefore we conclude that

lim
t0→0

Pλ\ν(x; q, t0) = c(λ, ν; q)Hd(x; q) = c(λ, ν; q)

d∑
k=0

(
d

k

)
q

x2k−d.

Let us now calculate Q
(n−1,n)
x,q (ν, λ) for this specific case of partitions ν, λ.

The only choice for µ ∈ Λn such that ν � µ � λ is the following

µs ∈ [max{νs, λs+1},min{νs−1, λs}] = [max{νs, λs+1},max{νs, λs+1}+ d]

and

µj = max{νj , λj+1} = min{νj−1, λj}, for j 6= s.

Let us denote by µ∗ the partition with the smallest possible coordinates, i.e. µ∗j =

max{νj , λj+1}, for 1 ≤ j ≤ n. Using Proposition 2.5.3 we have that

x2|µ∗|−|ν|−|λ| = x−d

therefore for µ ∈ Λn with µs = max{νs, λs+1}+ k, for some 0 ≤ k ≤ d, it holds that

x2|µ|−|ν|−|λ| = x2(|µ∗|+k)−|ν|−|λ| = x2k−d.

Moreover we have

n−1∏
i=1

(
λi − λi+1

λi − µi

)
q

(
µi − µi+1

µi − νi

)
q

(
λn

λn − µn

)
q

=

n−1∏
i=1

(
λi − λi+1

λi − µ∗i

)
q

(
µ∗i − µ∗i+1

µi − νi

)
q

(
λn

λn − µ∗n

)
q

×

(
λs − λs+1

λs − µs

)
q(

λs − λs+1

λs − µ∗s

)
q

(
µs−1 − µs
µs−1 − νs−1

)
q(

µ∗s−1 − µ∗s
µ∗s−1 − νs−1

)
q

(
µs − µs+1

µs − νs

)
q(

µ∗s − µ∗s+1

µ∗s − νs

)
q

.
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By Proposition 2.5.3 we have that

n−1∏
i=1

(
λi − λi+1

λi − µ∗i

)
q

(
µ∗i − µ∗i+1

µi − νi

)
q

(
λn

λn − µ∗n

)
q

= c(λ, ν; q).

Regarding the remaining part we calculate(
λs − λs+1

λs − µs

)
q

=

(
λs − λs+1

λs − µ∗s − k

)
q

=
(q; q)λs−λs+1

(q; q)λs−µ∗s−k(q; q)µ∗s−λs+1+k

=
(q; q)λs−λs+1

(q; q)λs−µ∗s (q; q)µ∗s−λs+1

(q; q)λs−µ∗s (q; q)µ∗s−λs+1

(q; q)λs−µ∗s−k(q; q)µ∗s−λs+1+k

=

(
λs − λs+1

λs − µ∗s

)
q

(q; q)λs−µ∗s (q; q)µ∗s−λs+1

(q; q)λs−µ∗s−k(q; q)µ∗s−λs+1+k

and similarly we find that(
µs−1 − µs
µs−1 − νs−1

)
q

=

(
µ∗s−1 − µ∗s
µ∗s−1 − νs−1

)
q

(q; q)νs−1−µ∗s (q; q)µ∗s−1−µ∗s−k

(q; q)µ∗s−1−µ∗s (q; q)νs−1−µ∗s−k

and (
µs − µs+1

µs − νs

)
q

=

(
µ∗s − µ∗s+1

µ∗s − νs

)
q

(q; q)µ∗s−νs(q; q)µ∗s−µ∗s+1+k

(q; q)µ∗s−µ∗s+1
(q; q)µ∗s−νs+k

.

We claim that the coefficient of x2k−d equals

c(λ, ν; q)

(
d

k

)
q

for every possible case of min{νs−1, λs}, max{νs, λs+1} with min{νs−1, λs}−max{νs, λs+1} =

d. Let us check the case min{νs−1, λs} = νs−1, max{νs, λs+1} = λs+1. All the other

cases can be checked in a similar way. If min{νs−1, λs} = νs−1, max{νs, λs+1} = λs+1

then

µ∗s = max{νs, λs+1} = λs+1

µ∗s−1 = max{νs−1, λs} = λs

µ∗s+1 = max{νs+1, λs+2} = min{νs, λs+1} = νs

where for the value of µ∗s+1 we recall that the equality max{νj , λj+1} = min{νj−1, λj}
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holds for every j 6= s. Therefore

(q; q)λs−µ∗s (q; q)µ∗s−λs+1

(q; q)λs−µ∗s−k(q; q)µ∗s−λs+1+k
=

(q; q)λs−λs+1

(q; q)λs−λs+1−k(q; q)k

(q; q)νs−1−µ∗s (q; q)µ∗s−1−µ∗s−k

(q; q)µ∗s−1−µ∗s (q; q)νs−1−µ∗s−k
=

(q; q)νs−1−λs+1(q; q)λs−λs+1−k

(q; q)λs−λs+1(q; q)νs−1−λs+1−k

(q; q)µ∗s−νs(q; q)µ∗s−µ∗s+1+k

(q; q)µ∗s−µ∗s+1
(q; q)µ∗s−νs+k

=
(q; q)λs+1−νs(q; q)λs+1−νs+k

(q; q)λs+1−νs(q; q)λs+1−νs+k
= 1

Combining the three ratios we conclude that the coefficient of x2k−d is given by

c(λ, ν; q)

(
νs−1 − λs+1

k

)
q

= c(λ, ν; q)

(
min{νs−1, λs} −max{νs, λs+1}

k

)
q

which equals c(λ, ν; q)

(
d

k

)
q

as required.

Proposition 2.5.5. Assume that the partitions λ ∈ Λn, ν ∈ Λn−1 are such that

there exist d indices, for some 1 ≤ d ≤ l(λ>), 1 ≤ s1 < ... < sd ≤ n satisfying

si+1 > si + 1 such that for 1 ≤ i ≤ d

min{νsi−1, λsi} −max{νsi , λsi+1} = 1

and

max{νj , λj+1} = min{νj−1, λj}, for j 6= s1, ..., sd.

Then Pλ\ν(x; q, t0) does not depend on t0 and Q
(n−1,n)
x,q (ν, λ) = Pλ\ν(x; q, t0).

Proof. Assume that λ, ν are as in the statement of the Proposition, then the set

Jc = {1 ≤ j ≤ l(λ>) = m : ν∗j = λ∗j}, where we recall that ν∗j = n − ν>m−j+1

and λ∗j = n + 1 − λ>m−j+1, consists of d indices Jc = {i1, ..., id} and it holds that

ν∗ij > ν∗ij+1
+ 1 for every j = 1, ..., d− 1. This case corresponds to partitions λ, µ as

in figure 2.4

In this case, for a partition (I+, I−, I0) of Jc we calculate

A(ν∗; I+, I−, t0) =
∏
j∈Jc

t
−εj
0

∏
j,k∈Jc

j<k
εj 6=εk=0

q−εj

so A(ν∗; I+, I−, t0) doesn’t actually depend on the relation among the coordinates of

ν∗ or on the specific form of the set Jc but only on the number of indices it contains.
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λ′ =

µ′

Figure 2.4: For the partitions λ = (4, 4, 3, 1, 1) and µ = (3, 3, 2, 1) (marked with
gray), we have d = d(λ, µ) = |{1 ≤ j ≤ 4 : λ>j − µ>j = 1}| = 2. The “single”
boxes are well separated, i.e. there exists at least one column separating them. The
dashed lines show the possible ν : µ � ν � λ.

Let us then consider the following quantity

Ud,r(q, t0) =
∑

I+,I−⊂Jc

I+∩I−=∅
|I+|+|I−|=d−r

A(ν∗; I+, I−, t0)

=
∑

I+,I−⊂[d]
I+∩I−=∅

|I+|+|I−|=d−r

{ ∏
j∈[d]

t
−εj
0

∏
j,k∈[d]
j<k

εj 6=εk=0

q−εj

}

where [d] = {1, ..., d}. Therefore we conclude that

Pλ\ν(x; q, t0) = c(λ, ν; q)Fd(x; q, t0)

with

Fd(x; q, t0) =
d∑
r=0

Ud,r(q, t0)〈x; t0〉q,r. (2.15)

The function Fd(x; q, t0) satisfies the recursion

Fd+1(x; q, t0) = (x+ x−1)Fd(x; q, t0)

with F0(x; q, t0) = 1.
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Let us check the validity of this statement. We have

(x+ x−1)Fd(x;q, t0)

=
d∑
r=0

(x+ x−1 − t0qr − t−1
0 q−r)Ud,r(q, t0)〈x; t0〉q,r

+

d∑
r=0

(t0q
r + t−1

0 q−r)Ud,r(q, t0)〈x; t0〉q,r

=
d∑
r=0

Ud,r(q, t0)〈x; t0〉q,r+1 +
d∑
r=0

(t0q
r + t−1

0 q−r)Ud,r(q, t0)〈x; t0〉q,r

=
d+1∑
r=1

Ud,r−1(q, t0)〈x; t0〉q,r +
d∑
r=0

(t0q
r + t−1

0 q−r)Ud,r(q, t0)〈x; t0〉q,r.

We observe that Ud,d(q, t0) = Ud+1,d+1(q, t0) = 1. Moreover for r ≥ 1 we have

Ud+1,r(q, t0) =
∑

I+,I−⊂[d+1]
I+∩I−=∅

|I+|+|I−|=d+1−r

{ ∏
j∈[d+1]

t
−εj
0

∏
j,k∈[d+1]
j<k

εj 6=εk=0

q−εj

}

=
∑

I+,I−⊂[d+1]\{1}
I+∩I−=∅

|I+|+|I−|=d+1−r
ε1=0

{ ∏
j∈[d+1]

t
−εj
0

∏
j,k∈[d+1]
j<k

εj 6=εk=0

q−εj

}

+
∑

I+,I−⊂[d+1]\{1}
I+∩I−=∅

|I+|+|I−|=d−r
ε1=±1

{ ∏
j∈[d+1]

t
−εj
0

∏
j,k∈[d+1]
j<k

εj 6=εk=0

q−εj

}

=
∑

I+,I−⊂[d+1]\{1}
I+∩I−=∅

|I+|+|I−|=d−(r+1)

{ ∏
j∈[d+1]\{1}

t
−εj
0

∏
j,k∈[d+1]\{1}

j<k
εj 6=εk=0

q−εj

}

+
∑

I+,I−⊂[d+1]\{1}
I+∩I−=∅

|I+|+|I−|=d−r
ε1=±1

{
t−ε10

∏
j∈[d+1]\{1}

t
−εj
0

∏
k∈[d+1]\{1}

εk=0

q−ε1

︸ ︷︷ ︸
q−kε1

∏
j,k∈[d+1]\{1}

j<k
εj 6=εk=0

q−εj

}

= Ud,r−1(q, t0) + (t0q
r + t−1

0 q−r)Ud,r(q, t0)

which proves the recursion.

From the initial condition together with the recursion we conclude that the
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polynomials Fd(x; q, t0) do not depend on t0, therefore the branching polynomials

Pλ\ν(x; q, t0) do not depend on t0 either.

Let us now calculate the polynomial Q
(n−1,n)
x,q (ν, λ) for this case of ν, λ. We

have that the only choice for µ ∈ Λn such that ν � µ � λ is the following:

µsi ∈ {max{νsi , λsi+1},max{νsi , λsi+1}+ 1}, for i = 1, ..., d

and

µj = max{νj , λj+1} = min{νj−1, λj}, for j 6= s1, ..., sd.

Let us denote by µ∗ the partition that corresponds to the smallest value for its

coordinates, i.e.

µ∗j = max{νj , λj+1}, for 1 ≤ j ≤ n.

We proved in Proposition 2.5.3 that this corresponds to

x2|µ∗|−|ν|−|λ| = x−d.

Fix 0 ≤ r ≤ d and let us choose a subset Sr of the indices {s1, ..., sd} such that

|Sr| = r and consider the partition µ as follows

µj =


max{νj , λj+1}+ 1 for j ∈ Sr
max{νj , λj+1} for j ∈ {s1, ..., sd} \ Sr
max{νj , λj+1} = min{νj−1, λj} for j 6∈ {s1, ..., sd}

.

Then

x2|µ|−|ν|−|λ| = x2(|µ∗|+r)−|ν|−|λ| = x2r−d.

Moreover we have

n−1∏
i=1

(
λi − λi+1

λi − µi

)
q

(
µi − µi+1

µi − νi

)
q

(
λn

λn − µn

)
q

=

n−1∏
i=1

(
λi − λi+1

λi − µ∗i

)
q

(
µ∗i − µ∗i+1

µi − νi

)
q

(
λn

λn − µ∗n

)
q

×
∏
j∈Sr

(
λj − λj+1

λj − µj

)
q(

λj − λj+1

λj − µ∗j

)
q

(
µj−1 − µj
µj−1 − νj−1

)
q(

µ∗j−1 − µ∗j
µ∗j−1 − νj−1

)
q

(
µj − µj+1

µj − νj

)
q(

µ∗j − µ∗j+1

µ∗j − νj

)
q

.
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By Proposition 2.5.3 we have that

n−1∏
i=1

(
λi − λi+1

λi − µ∗i

)
q

(
µ∗i − µ∗i+1

µi − νi

)
q

(
λn

λn − µ∗n

)
q

= c(λ, ν; q).

Using the properties of the q-binomial recorded in (2.3), we calculate for each j ∈ Sr
the following(

λj − λj+1

λj − µj

)
q

=

(
λj − λj+1

λj − µ∗j − 1

)
q

=

(
λj − λj+1

λj − µ∗j

)
q

1− qλj−µ
∗
j

1− qµ
∗
j−λj+1+1

(
µj−1 − µj
µj−1 − νj−1

)
q

=

(
µ∗j−1 − µ∗j − 1

µ∗j−1 − νj−1

)
q

=

(
µ∗j−1 − µ∗j
µ∗j−1 − νj−1

)
q

1− qνj−1−µ∗j

1− qµ
∗
j−1−µ∗j

and (
µj − µj+1

µj − νj

)
q

=

(
µ∗j − µ∗j+1 + 1

µ∗j − νj + 1

)
q

=

(
µ∗j − µ∗j+1

µ∗j − νj

)
q

1− qµ
∗
j−µ∗j+1+1

1− qµ
∗
j−νj+1

.

We claim that for any possible case of min{νj−1, λj}, max{νj , λj+1}, for j ∈ Sr, the

term corresponding to the partition µ equals

c(λ, ν; q)x2r−d.

Let us assume that for a fixed j ∈ Sr, min{νj−1, λj} = λj and max{νj , λj+1} = νj ,

then

µ∗j = max{νj , λj+1} = νj

µ∗j−1 = max{νj−1, λj} = νj−1

µ∗j+1 = max{νj+1, λj+2} = min{νj , λj+1} = λj+1.

We remark that the equality max{νj+1, λj+2} = min{νj , λj+1} holds since whenever

j ∈ {s1, ..., sd}, j+ 1 6∈ {s1, ..., sd} (recall that sj+1 > sj + 1). We then compute the

following
1− qλj−µ

∗
j

1− qµ
∗
j−λj+1+1

=
1− qλj−νj

1− qνj−λj+1+1

1− qνj−1−µ∗j

1− qµ
∗
j−1−µ∗j

=
1− qνj−1−νj

1− qνj−1−νj = 1

and
1− qµ

∗
j−µ∗j+1+1

1− qµ
∗
j−νj+1

=
1− qνj−λj+1+1

1− qνj−νj+1 .
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Combining all three ratios we conclude to the following expression

1− qλj−νj
1− q

=
1− qmin{νj−1,λj}−max{νj ,λj+1}

1− q
= 1

since for j ∈ {s1, ..., sd}, we assumed that

min{νj−1, λj} −max{νj , λj+1} = 1.

All the other cases can be calculated in a similar manner.

Therefore Q
(n−1,n)
x,q (ν, λ) takes the form

Q(n−1,n)
x,q (ν, λ) =

d∑
r=0

∑
Sr⊂{s1,...,sd}:
|Sr|=r

c(λ; ν; q)x2r−d = c(λ, ν; q)
d∑
r=0

(
d

r

)
x2r−d.

Using the identity (
d+ 1

r

)
=

(
d

r

)
+

(
d

r − 1

)
we observe that the function

∑d
r=0

(
d

r

)
x2r−d satisfies the same recursion as the

function Fd(x; q, t0) with the same initial condition. Therefore we conclude that

Pλ\ν(x; q, t0) = Q(n−1,n)
x,q (ν, λ).
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Chapter 3

Probabilistic prerequisites

In this chapter we will present some of the background knowledge required for the

study of the processes in the subsequent chapters.

3.1 Intertwining of Markov processes

In the introduction we presented some two-dimensional models evolving on Gelfand-

Tsetlin cone, where under certain initial conditions, each single level evolves as a

Markov process. In this chapter we will present the main theory that provides

sufficient conditions for a function of a Markov process to be Markovian itself.

Let X = (Xt; t ≥ 0) be a continuous-time Markov process with state space

S and let f be a function from S to some other space Ŝ. For t ≥ 0, let Yt = f(Xt).

The result of Rogers-Pitman [RP81] provides sufficient conditions such that Y =

(Yt; t ≥ 0) is Markovian. Here we will use a version of the Rogers-Pitman result

proved in [JK14].

Before we state the result we need to define the notion of Markov kernels.

Definition 3.1.1. Let (S,S), (Ŝ, Ŝ) be measurable spaces. A Markov kernel from

(S,S) to (Ŝ, Ŝ) is a mapping K : S × Ŝ 7→ [0, 1] with the following properties

1. x 7→ K(x,B) is S-measurable for every B ∈ Ŝ;

2. B 7→ K(x,B) is a probability measure on (Ŝ, Ŝ) for every x ∈ S.

Theorem 3.1.2 ([JK14]). Let X = (Xt, t ≥ 0) be a continuous-time Markov process

with state space S, initial distribution µ and transition kernel P = (Pt; t ≥ 0). Let

f : S → Ŝ, be a surjective function from S to Ŝ. Suppose there exists a Markov

kernel K from Ŝ to S supported on the set {y ∈ Ŝ : f(x) = y}. Also assume there
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exists a second transition kernel P̂ = (P̂t; t ≥ 0) on Ŝ satisfying for every t > 0 the

intertwining relation

P̂t ◦ K = K ◦ Pt.

Finally, we assume that the initial distribution of X satisfies µ(·) = K(y, ·) for some

y ∈ Ŝ. Then, Y is a Markov process on Ŝ, with transition kernel P̂ , starting from

y.

Very often, the evolution of a continuous-time Markov process with discrete

state space will be described by its transition rate matrix instead of its semigroup.

The following result of Warren-Windridge provides conditions such that the in-

tertwining of the transition rate matrices imply intertwining of the corresponding

semigroups.

Lemma 3.1.3 ([WW09]). Suppose Q and Q̂ are uniformly bounded conservative

Q-matrices on discrete spaces S and Ŝ, i.e. there exists c > 0 such that for all

s, s′ ∈ S and ŝ, ŝ′ ∈ Ŝ
|Q(s, s′)|, |Q̂(ŝ, ŝ′)| < c.

Moreover, we assume that Q, Q̂ are intertwined by the Markov kernel K : Ŝ × S →
[0, 1], i.e.

Q̂K = KQ.

Then the transition kernels for the Markov processes with transition rate matrices

Q and Q̂ are also intertwined.

A martingale formulation for the Rogers-Pitman result can be found in the

work of Kurtz [Kur98]. Let us first introduce some notation. If E is a topological

space we denote by B(E) the set of Borel measurable functions on E, by Cb(E) the

set of bounded continuous functions on E and by P(E) the set of Borel probability

measures on E. If A is an operator, we denote by D(A) ⊂ Cb(E), the set of bounded

functions A acts on.

Theorem 3.1.4 ([Kur98], cor. 3.5). Assume that E is locally compact, that A :

D(A) ⊂ Cb(E) 7→ Cb(E), and that D(A) is closed under multiplication, separates

points and is convergence determining. Let F be another complete, separable metric

space, γ : E 7→ F continuous and Λ(y, dx) a Markov transition kernel from F to

E such that Λ(g ◦ γ) = g for all g ∈ B(F ), where Λf(y) =
∫
E f(x)Λ(y, dx), for

f ∈ B(E). Let B : D(B) ⊂ B(F ) 7→ B(F ) where Λ(D(A)) ⊂ D(B) and suppose

BΛf = ΛAf, f ∈ D(A).
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Let µ ∈ P(F ) and set ν =
∫
F µ(dy)Λ(y, dx) ∈ P(E). Suppose that the martingale

problems for (A, ν) and (B,µ) are well-posed, and that X is a solution to the mar-

tingale problem for (A, ν). Then Y = γ ◦X is a Markov process and a solution to

the martingale problem for (B,µ). Furthermore, for each t ≥ 0 and g ∈ B(F ) we

have, almost surely,

E(g(Xt)|Ys, 0 ≤ s ≤ t) =

∫
E
g(x)Λ(Yt, dx).

3.2 Doob’s h-processes

In the introduction we referred to stochastic processes obtained from processes with

killing via a transformation. In this section we will first present this transformation

in the discrete time setting to get some intuition and then we will formalise the

continuous time. For the discrete-time setting we refer to O’ Connell [O’C03b] and

for the continuous-time to draft notes of Bloemendal [Blo10].

Let Σ be a countably infinite set and let Π : Σ×Σ 7→ [0, 1] be a substochastic

matrix, that is ∑
y∈Σ

Π(x, y) ≤ 1

for all x ∈ Σ.

A function h : Σ 7→ R is harmonic for Π if for every x ∈ Σ∑
y∈Σ

Π(x, y)h(y) = h(x).

Let us define a new matrix Πh as follows

Πh(x, y) =
h(y)

h(x)
Π(x, y)

then, due to the fact that h is harmonic for Π, it follows that Πh is stochastic

∑
y∈Σ

Πh(x, y) =
1

h(x)

∑
y∈Σ

h(y)Π(x, y) = 1.

The matrix Πh is called the Doob h-transform of Π.

In the language of Markov chains we have the following interpretation. Let

X = (Xn, n ≥ 0) be a Markov chain on an extended space Σ ∪ {∆} which con-

tains some special state here denoted by ∆. Moreover assume that the transition
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probabilities for X are given by

P[Xn+1 = y|Xn = x] = Π(x, y), for x, y ∈ Σ

P[Xn+1 = ∆|Xn = x] = 1−
∑
y∈Σ

Π(x, y), for x ∈ Σ

P[Xn+1 = ∆|Xn = ∆] = 1.

As we can see from the transition probabilities, ∆ is an absorbing state. Suppose now

we want to restrict the chain X to Σ. Then the transition matrix for X restricted

to Σ is Π. Then the Doob h-transform of X, denoted by Xh, is a Markov chain

with state space Σ and transition probabilities given by

P[Xh
n+1 = y|Xh

n = x] = Πh(x, y) =
h(y)

h(x)
Π(x, y), for x, y ∈ Σ

Let us now proceed to the continuous-time setting. We consider a Markov

process X = (Xt)t≥0 with state space S and transition kernel P t(x, dy). We want

to consider a process obtained from X which is conditioned to stay within a subset

A ⊂ S for every t ≥ 0.

Let h : S → [0,∞) be a function which is strictly positive and harmonic in

A and vanishes outside A, i.e.

P th(x) :=

∫
A
P t(x, dy)h(y) = h(x) > 0, for x ∈ A

h(x) = 0, for x ∈ S \A.

Definition 3.2.1. A function h ∈ C0(S) belongs to the domain, D(L), of the in-

finitesimal generator of a Feller process, if the limit

Lh := lim
t→0

(P t − I)h

t

exists, under the uniform topology on C0(S).

The operator L : D(L) 7→ C0(S) is called the infinitesimal generator of the process.

Remark 3.2.2. The condition P th = h can be rewritten as Lh = 0, for h ∈ D(L).

Then we will say that the function h is L-harmonic.

Definition 3.2.3. The Doob’s h-process of X is the process X̂, with state space A

and transition kernel given by

P̂ t(x, dy) =
h(y)

h(x)
P t(x, dy). (3.1)
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Let us now consider the case where the process X is a diffusion on RN ,

possibly with some killing, i.e. X has generator

L =
1

2

N∑
i,j=1

ai,j
∂2

∂xi∂xj
+

N∑
i=1

bi
∂

∂xi
− c

where the matrix a(x) = (aij(x))Ni,j=1 is symmetric and non-negative, b(x) denotes

the drift and c(x) ≥ 0 corresponds to the killing.

Let h be a L-harmonic function on A ⊂ RN vanishing on its boundary. The

Doob’s h-transform of X is then a diffusion on A with generator given by

L̂ = h−1Lh =
1

2

N∑
i,j=1

ai,j
∂2

∂xi∂xj
+

N∑
i=1

bi
∂

∂xi
+

N∑
i,j=1

aij

( ∂

∂xj
log h

) ∂

∂xi
.
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Chapter 4

The Berele insertion algorithm

In chapter 2 we introduced the Young diagram which is a way of representing a par-

tition via a collection of left justified boxes. We also introduced, see Definition 2.1.1,

the Young tableau which is a Young diagram filled with entries from some alphabet

{1, ..., n}. It is well known (see [Rob38, Sce61, Sta01]) that there is a one-to-one

correspondence, namely the Robinson-Schensted correspondence, between the set of

words of length k in the alphabet {1, ..., n} and the set of pairs of Young tableaux

(P,Q), where P is a semistandard Young tableau with entries from the given alpha-

bet and Q is a standard tableau with entries {1, 2, ..., k}. The two tableaux have

the same shape which is a partition of the length of the word.

A. Berele in [Ber86] proved that similarly to the Robinson-Schensted algo-

rithm, there exists a one-to-one correspondence between words of length k from

the alphabet {1 < 1̄ < ... < n < n̄} and the sets of pairs (P, (f0, ..., fk)), where

P is a symplectic tableau, as defined in 2.1.2, of shape given by a partition of k

and (f0, ..., fk) is a recording sequence of up-down diagrams. The Berele corre-

spondence can be used to prove identities for the symplectic Schur function. For

example, Sundaram in [Sun90] gave a combinatorial proof for the Cauchy identity

for the symplectic group

∏
1≤i<j≤n

(1−bibj)
n∏

i,j=1

(1−biaj)−1(1−bia−1
j )−1 =

∑
µ:l(µ)≤n

Sp(n)
µ (a1, ..., an)S(n)

µ (b1, ..., bn).

In section 4.1, we will describe the Berele insertion algorithm.

A different way of representing a symplectic Young tableau is a symplectic

Gelfand-Tsetlin pattern. In section 4.2 we will describe dynamics obtained from

the Berele algorithm for the Gelfand Tsetlin pattern and we will deduce that for

appropriate initial conditions, the marginal distribution of each even-indexed level
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of the pattern is a Markov process. In section 4.3, we will q-deform the dynamics

described in section 4.2. All the proofs can be found in section 4.4.

4.1 The Berele insertion algorithm

We recall that the Robinson-Schensted algorithm has two versions; the row insertion

and the column insertion. The Berele algorithm is similar to the row insertion

version. Before we describe the insertion algorithm we need to introduce a sliding

algorithm called the jeu de taquin algorithm.

Definition 4.1.1. A punctured tableau of shape z is a Young diagram of shape z in

which every box except one is filled. We will refer to this special box as the empty

box.

Definition 4.1.2 (jeu de taquin). Let T be a punctured tableau with (α, β) entry

tαβ, where α denotes a row and β a column, and with empty box in position (i, j).

We consider the transformation jdt : T → jdt(T ) defined as follows

• if T is an ordinary tableau then jdt(T ) = T ;

• while T is a punctured tableau

T →

{
T switching the empty box and ti,j+1 , if ti,j+1 < ti+1,j

T switching the empty box and ti+1,j , if ti,j+1 ≥ ti+1,j .

Here we will use the convention that if the empty box has only one right/down

neighbouring box (α, β), then

T → T switching the empty box and tαβ.

Example 4.1.3.

T =
1 2

2 2

t12 < t21 1 2

2 2

t13 = t22 1 2

2

2
= jdt(T )

We are now ready to describe the Berele insertion algorithm. To insert a

letter i from the alphabet {1 < 1̄ < ... < n < n̄} to a symplectic tableau P , we

begin by trying to place the letter at the end of the first row. If the result is a

symplectic tableau we are done. Otherwise, the smallest entry which is larger than
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i is bumped and we proceed by inserting the bumped letter to the second row and

so on. If at some instance of the insertion process condition (S3) in Definition 2.1.2

is violated then we proceed as follows: assume that we tried to insert letter l to the

l-th row and bumped an l̄. Since we cannot insert l̄ to the (l + 1)-th row we erase

both l and l̄, leaving the position formerly occupied by the l̄ as hole. Note that this

is the only way condition S3 is violated as we can never try to insert a letter smaller

than l to the l-th row and if we try to insert a letter greater than l this letter would

not bump an l̄. We then apply jeu de taquin slide algorithm to cover the hole. We

now give an example of the Berele insertion algorithm.

Example 4.1.4. Insert 1̄ to

P =

1 1 2 2̄

2 2̄ 3

3 3̄

+1̄
bump 2

1 1 1̄ 2̄

2 2̄ 3

3 3̄

+2
bump 2̄

1 1 1̄ 2̄

2 2 3

3 3̄ +2̄

cancel 2,2̄
1 1 1̄ 2̄

2 3

3 3̄

jeu de taquin

1 1 1̄ 2̄

2 3

3 3̄

= (P ← 1̄)

The insertion algorithm can be applied to a word w = w1, ..., wm, with

wi ∈ {1, 1̄, ..., n, n̄}, starting with an empty tableau. The output, denoted by B(w),

is a symplectic Young tableau along with a sequence (f0, ..., fm) that records the

shapes of the tableau for all the intermediate steps. More specifically, if we denote by

P (i) the tableau after the insertion of the i-th letter then shP (i) = f i for i = 1, ..,m.

Since we start with an empty tableau, it follows that f0 = ∅. We also remark that

any two consecutive shapes must differ by exactly one box, i.e. f i \ f i−1 = (1) or

f i−1 \ f i = (1) since the insertion of a letter can lead to either the addition of a box

or to a deletion of a box if the condition S3 is violated.
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Example 4.1.5. Applying the Berele algorithm to the word w = 3̄21̄3̄121 yields the

pair B(w) = (P, (f0, ..., f7)), where

P (i) :

f i :

∅

∅

3̄

(1)

2

3̄

(1, 1)

1̄

2

3̄

(1, 1, 1)

1̄

2

3̄

3̄

(2, 1, 1)

2

3̄

3̄

(2, 1)

2

3̄

2

3̄

(2, 2)

1

2

3̄

2

3̄

(2, 2, 1) .

Analogously to the Robinson-Schensted correspondence, Berele proved the

following result.

Theorem 4.1.6 ([Ber86]). B is a bijection between words w1, ..., wm in {1, 1̄, ..., n, n̄}
and pairs (P, (f0, ..., fm)) in which P is a symplectic tableau and (f0, ..., fm) is a

sequence of up/down shapes.

4.2 Dynamics on Gelfand Tsetlin pattern

As we already mentioned, a different way to represent a symplectic Young tableau is

via a symplectic Gelfand-Tsetlin pattern. Let us make this statement more precise.

For a symplectic tableau P with entries from {1 < 1̄ < ... < n < n̄} let z2l−1 = shP l

and z2l = shP l̄, where P k is the sub-tableau of P that contains only entries that

are less or equal to k. For example, if

P =
1 1̄ 2 2 2̄

2̄ 2̄

then z1 = shP 1 = (1), z2 = shP 1̄ = (2), z3 = shP 2 = (4, 0) and z4 = shP 2̄ = (5, 2).

By the definition of the symplectic Young tableau it follows that zk−1 � zk, for

1 ≤ k ≤ N . We recall the definition of the symplectic Gelfand-Tsetlin cone.

Definition 4.2.1. Let N be a positive integer. We denote by KN
Z≥0

= KN
0 the

symplectic Gelfand-Tsetlin cone, i.e. the set of integer-valued symplectic Gelfand

Tsetlin patterns defined by

KN
0 = {z = (z1, ..., zN ) : z2l−1, z2l ∈ Zl≥0, 0 ≤ l ≤

[N + 1

2

]
s.t. zk−1 � zk, 2 ≤ k ≤ N}

where the symbol
[
N+1

2

]
denotes the integer part of N+1

2 .
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Schematically, a symplectic Gelfand-Tsetlin pattern is represented as in figure

4.1. In this chapter we will only focus on patterns with even number of levels.

z1
1

z2
1

z3
1z3

2

z4
1z4

2

zN1zN2
zN[

N+1
2

]

Figure 4.1: This figure shows an element of KN
0 . Both levels with indices 2l, 2l − 1

contain l particles. At each level the particles satisfy the interlacing property, i.e.
z2l−1
l ≤ z2l

l ≤ z
2l−1
l−1 ≤ ... ≤ z

2l−1
1 ≤ z2l

1 and z2l+1
l+1 ≤ z

2l
l ≤ z

2l+1
l ≤ ... ≤ z2l

1 ≤ z
2l+1
1 .

For t ≥ 0, let Z(t) denote the configuration of the pattern at time t. We

construct a process (Z(t), t ≥ 0) on K2n
0 whose dynamics are dictated by Berele’s

insertion algorithm. The main characteristic of the dynamics is that any transi-

tion propagates all the way to the bottom of the pattern. So, whenever a particle

attempts a jump, this will cause the movement of exactly one of its lower nearest

neighbours, which will trigger the movement of one of its own nearest neighbours

and so on.

We fix a = (a1, ..., an) ∈ Rn>0. We will describe the dynamics of the process

and then give an example.

The top particle Z1
1 attempts a right jump after waiting an exponential time

with parameter a1. Let us denote by T a jump time and by T− the time before the

jump. If Z1
1 (T−) = Z2

1 (T−) then the jump is performed and Z2
1 is simultaneously

pushed to the right. Otherwise, the jump is suppressed and Z2
1 jumps to the left

instead.

The particles at the right edge, are the only ones that can jump to the right of their

own volition. More specifically, the particle Z2l−1
1 take steps to the right at rate

al and Z2l
1 at rate a−1

l . Such a jump corresponds to the insertion of letter l and l̄

respectively.

If at some jump time T a particle Zki , for some 1 ≤ i ≤ [k+1
2 ], 1 ≤ k ≤ 2n, attempts

a rightward jump, then

i) if Zki (T−) = Zk+1
i (T−) the jump is performed and Zk+1

i is simultaneously
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pushed one step to the right. This means that a letter is either added at the

end of the i-th row or it is added somewhere in the interior of the row causing

a greater letter to be bumped to the next row of the corresponding tableau;

ii) if Zki (T−) < Zk+1
i (T−) we have two different cases

a. if i = k+1
2 , with k > 1 odd, the jump is suppressed and Zk+1

i is pulled to the

left instead. The transition described here corresponds to the cancellation

step in Berele’s algorithm;

b. for all the other particles, the jump is performed and the particle Zk+1
i+1 is

pulled to the right. This means that a letter is added at the i-th row of the

corresponding tableau and bumped another letter to the row beneath.

If at some jump time T , Zki performs a left jump, then it triggers the leftward

move of exactly one of its nearest lower neighbours; the left, Zk+1
i+1 , if Zki (T−) =

Zk+1
i+1 (T−), and the right, Zk+1

i , otherwise. If k = 2n then the procedure ends with

the left jump of Z2n
i . The transitions we describe here corresponds to the jeu de

taquin step of Berele’s algorithm. Let us explain why.

We assume without loss of generality that k = 2l and at some jump time T , Z2l
i ,

for some 1 ≤ i ≤ l, jumps to the left. This means that a letter ≤ l̄ is removed

from a box in the i-th row of the tableau. Note that the empty box can now have

only letters ≥ l + 1 to its right. If Z2l
i (T−) = Z2l+1

i+1 (T−), then beneath the empty

box there is a letter ≤ l + 1, therefore according to the jeu de taquin algorithm we

should swap the empty box with the box beneath. Therefore, the (i+1)-th row now

contains one less box with entry ≤ l + 1, causing Z2l+1
i+1 to jump to the left.

Example 4.2.2. At a jump time T , in step a) the particle Z2
1 performs a rightward

jump. Since Z2
1 (T−) < Z3

1 (T−), Z2
1 triggers the move of Z3

2 . In b), Z3
2 attempts to

jump to the right, but since Z3
2 (T−) < Z4

2 (T−), the jump is suppressed. Finally, in

step c) since the jump of the particle Z3
2 was suppressed , Z4

2 performs a leftward

jump instead.

a) 1

2 3

31

42

b) 1

3

31

42

c) 1

3

31

421
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We recall the notation Wn
0 = {z ∈ Zn : z1 ≥ ... ≥ zn ≥ 0} and the set of

symplectic patterns z in K2n
0 with bottom row z2n equal to z ∈ Wn

0 , denoted by

K2n
0 [z]. The geometric weight wa2n on K2n

0 is

wa2n(z) =
n∏
i=1

a
2|z2i−1|−|z2i|−|z2i−2|
i =

n∏
i=1

(a−1
i )|z

2i|−|z2i−1|(ai)
|z2i−1|−|z2i−2|

using the convention that |z0| = 0.

We recall that the symplectic Schur function Sp
(n)
z parametrized by z ∈ Wn

0

is given by (see Definition 2.2.1 for the combinatorial formula of the symplectic

Schur function due to King [Kin71])

Sp(n)
z (a1, ..., an) =

∑
z∈K2n

0 [z]

wa2n(z).

For z ∈ Wn
0 we define Mn

a (·; z) : K2n
0 [z]→ [0, 1] by

Mn
a (·; z) =

wa2n(·)
Sp

(n)
z (a)

.

It then follows that Mn
a (·; z) gives a probability distribution on patterns in K2n

0 [z].

In the Introduction we presented a continuous-time Markov process with

symplectic Schur dynamics, specified by the transition rate matrix Qn :Wn
0 ×Wn

0 →
R as follows. For z ∈ Wn

0 and z ± ei ∈ Wn
0 for some 1 ≤ i ≤ n

Qn(z, z ± ei) =
Sp

(n)
z±ei(a1, ..., an)

Sp
(n)
z (a1, ..., an)

.

All the other off-diagonal entries of Qn are zero and the diagonals are given by

Qn(z, z) = −
n∑
i=1

(ai + a−1
i ), z ∈ Wn

0 .

We then have the following result for the shape of the Gelfand-Tsetlin pat-

tern.

Theorem 4.2.3. Suppose the process Z = (Z(t); t ≥ 0) has initial distribution given

by Mn
a (·; z), for some z ∈ Wn

0 , and evolves according to Berele’s dynamics. Then

(Z2n(t); t ≥ 0) is distributed as a process with transition rate matrix Qn, started

from z. Moreover, for each t > 0, the conditional law of Z(t) given {Z2n(s), s ≤ t}
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is given by Mn
a (·;Z2n(t)).

The proof of the theorem is omitted as it is similar to the proof of the result

for the q-deformed process that we will study in the following section.

4.3 A q-deformation of Berele’s insertion algorithm

In this section we consider a generalization of Berele’s insertion algorithm that

depends on a parameter q ∈ (0, 1). The q-deformed algorithm can be thought as a

randomization of the usual algorithm, as inserting a letter to a given tableau results

in a distribution over a set of tableaux. Since a symplectic tableau is equivalent

to a symplectic Gelfand-Tsetlin pattern we will present the algorithm in terms of

dynamics on the pattern.

For q ∈ (0, 1) and (x, y) ∈ Rn × Rn or (x, y) ∈ Rn−1 × Rn, we define the

quantities

ri(y;x) = qyi−xi
1− qxi−1−yi

1− qxi−1−xi
, li(y;x) = qxi−yi+1

1− qyi+1−xi+1

1− qxi−xi+1
(4.1)

for 1 ≤ i ≤ n, with the convention that if x = (x1, ..., xn) ∈ Rn, we set xn+1 ≡ 0 and

x0 ≡ ∞ (similarly for y) and the quantities li(y;x), ri(y;x) are modified accordingly.

The probabilities ri, li we introduce here have appeared in the literature before. For

example, O’Connell-Pei in [OCP13] use the probabilities ri (compare with (1.11))

for the q-deformation of the RSK algorithm.

We fix n ∈ N and set N = 2n. Let us also consider a vector a = (a1, ..., an) ∈
Rn>0. We then construct a process (Z(t), t ≥ 0) in the symplectic Gelfand Tsetlin

cone which evolves according to the rules that follow.

The top particle Z1
1 attempts a right jump after waiting an exponential time

with parameter a1. With probability r1(Z2;Z1) the jump is performed and Z2
1 is

simultaneously pushed to the right and with probability 1− r1(Z2;Z1) the jump is

suppressed and Z2
1 jumps to the left instead.

The particles at the right edge, are the only ones that can jump to the right of their

own volition. More specifically, the particle Z2l
1 take steps to the right at rate a−1

l

and Z2l−1
1 at rate al.

If a particle Zki attempts a rightward jump, then

i) if i = k+1
2 , with k > 1 odd, then with probability ri(Z

k+1;Zk), the jump

is performed and Zk+1
i is pushed to the right. Otherwise, with probability

1− ri(Zk+1;Zk) the jump is suppressed and Zk+1
i is pulled to the left instead;
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ii) for all the other particles, the jump is performed and either the particle Zk+1
i is

pushed to the right with probability ri(Z
k+1;Zk) or the particle Zk+1

i+1 is pulled

to the right with probability 1− ri(Zk+1;Zk).

If Zki performs a left jump, then it triggers the leftward move of exactly one

of its nearest lower neighbours; the left, Zk+1
i+1 , with probability li(Z

k+1;Zk) and the

right, Zk+1
i , with probability 1− li(Zk+1;Zk).

Observe that if x � y with xi = yi, for some i, then ri(y;x) = 1, which means

that if xi → xi + 1, then necessarily yi → yi + 1 in order to maintain the interlacing

condition among x, y. Similarly, if xi = yi+1, then li(y;x) = 1 causing the transition

yi+1 → yi+1 − 1 whenever xi → xi − 1. Moreover, as q → 0, the probabilities

ri(y;x) and li(y;x) converge to 1{xi=yi} and 1{xi=yi+1} and we therefore recover the

dynamics from the usual Berele algorithm.

For each symplectic Gelfand-Tsetlin pattern z ∈ K2n
0 , we consider a real-

valued weight w2n
a,q(z) given by

w2n
a,q(z) =

n∏
k=1

Λak,qk−1,k(z
2k−2, z2k−1, z2k) (4.2)

where

Λak,qk−1,k(z
2k−2, z2k−1, z2k) =a

2|z2k−1|−|z2k−2|−|z2k|
k

×
k−1∏
i=1

(
z2k−1
i − z2k−1

i+1

z2k−1
i − z2k−2

i

)
q

(
z2k
i − z2k

i+1

z2k
i − z

2k−1
i

)
q

(
z2k
k

z2k
k − z

2k−1
k

)
q

.

If k = 1, then

Λa1,q0,1 (z0, z1, z2) ≡ Λa1,q0,1 (z1, z2) = a
2|z1|−|z2|
1

(
z2

1

z2
1 − z1

1

)
q

.

Fix z ∈ Wn
0 , then the function P(n)

z (·; q) defined in 2.5.1 is given by

P(n)
z (a; q) :=

∑
z∈K2n

0 [z]

w2n
a,q(z). (4.3)

Therefore, a natural probability mass function on patterns z ∈ K2n
0 [z] can be given

by

Mn
a,q(·; z) =

wna,q(·)

P(n)
z (a; q)

. (4.4)

The main result of the chapter is the following.
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Theorem 4.3.1. Let (Z(t), t ≥ 0) be a Markov process with state space K2n
0 , initial

distribution Mn
a,q(·; z), for some z ∈ Wn

0 , that evolves according to the q-deformed

Berele dynamics. Then (Z2n(t), t ≥ 0) is a Markov process on Wn
0 , started at z,

with transition rates {Qqn(z, z′), z, z′ ∈ Wn
0 } given for z′ 6= z by

Qqn(z, z′) =
P(n)
z′ (a; q)

P(n)
z (a; q)

fn(z, z′) (4.5)

where the function fn :Wn
0 ×Wn

0 → R+ is given by

fn(z, z′) =


1− qzi−1−zi if z′ − z = ei, 1 ≤ i ≤ n
1− qzi−zi+1 if z′ − z = −ei, 1 ≤ i ≤ n
0 otherwise

where we use the convention z0 = +∞ and zn+1 = 0. The diagonal entries are

Qqn(z, z) = −
n∑
i=1

(ai + a−1
i ).

Moreover, for each t > 0 the conditional law of Z(t) given {Z2n(s), s ≤ t} is given

by Mn
a,q(·;Z2n(t)).

While proving theorem 4.3.1, we will conclude that the matrix {Qqn(z, z′), z, z′ ∈
Wn

0 } is conservative, i.e. it holds that
∑

z′∈Wn
0
Qqn(z, z′) = 0, for every z ∈ Wn

0 .

Hence the following corollary is direct.

Corollary 4.3.2. Let n ≥ 1, z ∈ Wn
0 and q ∈ (0, 1). The function P(n)

z (·; q) satisfies

the identity

n∑
i=1

(ai + a−1
i )P(n)

z (a; q) =
n∑
i=1

(
P(n)
z+ei

(a; q)fn(z, z + ei) + P(n)
z−ei(a; q)fn(z, z − ei)

)
for a = (a1, ..., an) ∈ Cn \ {0}.

Although for the scope of this section we assume that the indeterminate a

is real-valued, the proof of the Corollary does not depend on this assumption and

the identity in the Corollary holds for all a ∈ Cn \ {0}. Therefore we conclude

that the function P(n)(·; q) satisfies the Pieri identity for the q-deformed so2n+1-

Whittaker function we stated in Proposition 2.4.7 supporting our conjecture that the

q-deformed so2n+1-Whittaker functions coincide with the polynomials P(n) defined

in 2.5.1.
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4.4 Proof of Theorem 4.3.1

Let us denote by Q̂qn = {Q̂qn(z,w), z,w ∈ K2n
0 } the transition kernel of the process

Z which evolves according to the q-deformed Berele dynamics. We also introduce

the kernel Ln from Wn
0 to K2n

0 given by

Ln(z, z) =
wna,q(z)

P(n)
z (a; q)

1z2n=z.

Using the formula given in (4.3) for the function P(n)
z (·; q), we see that for each z ∈

Wn
0 , Ln(z, ·) is a probability measure on the set of patterns K2n

0 . Let f(z) = z2n be

the projection of z to the bottom level. We see that the kernel Ln(z, ·) is supported

on the set {z ∈ K2n
0 : f(z) = z}, for every z ∈ Wn

0 .

We will prove that Qqn is intertwined with Q̂qn via the kernel Ln, i.e. it holds that

QqnLn = LnQ̂qn. (4.6)

We observe that the intertwining relation implies that Qqn is conservative,

i.e. it holds that for every z ∈ Wn
0∑

z′∈Wn
0

Qqn(z, z′) = 0.

Indeed, we have∑
z∈K2n

0

(QqnLn)(z, z) =
∑
z′∈Wn

0

Qqn(z, z′)
∑

z∈K2n
0

Ln(z′, z) =
∑
z′∈Wn

0

Qqn(z, z′)

where we used that, by the definition of P(n)
z′ (·; q) in 2.5.1, Ln(z′, ·) sums to one for

every z′ ∈ Wn
0 .

On the other hand, we have∑
z∈K2n

0

(LnQ̂qn)(z, z) =
∑

w∈K2n
0

Ln(z,w)
∑

z∈K2n
0

Q̂qn(w, z) = 0

where we used the fact that Q̂qn, as the transition rate matrix of a continuous-time

Markov chain, is conservative. Therefore, it follows that Qqn is conservative, as

required.

We then conclude, using Theorem 3.1.2 combined with Lemma 3.1.3, that

the projection of the process Z to the bottom level i.e. for f(z) = z2n, is a Markov
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chain onWn
0 with transition rate matrix Qqn. Finally, using the intertwining relation

along with the assumption on the initial condition we conclude that the conditional

law of Z(t) is given by Ln(Z2n(t), ·) = Mn
a,q(·;Z2n(t)).

Let us now prove the intertwining relation (4.6) by induction on the dimen-

sion n.

Base case: Let us first establish the base case. When n = 1, the transition rate

matrix Q̂q1 is given, for (x, y), (x′, y′) ∈ K2
0 with (x′, y′) 6= (x, y), by

Q̂q1((x, y), (x′, y′)) =


a1r1(y;x) if (x′, y′) = (x+ 1, y + 1)

a1[1− r1(y;x)] if (x′, y′) = (x, y − 1)

a−1
1 if (x′, y′) = (x, y + 1)

0 otherwise

where a1 ∈ R>0 and r1(y;x) is as in (4.1). The diagonal elements are given by

Q̂q1((x, y), (x, y)) = −a1 − a−1
1 , for (x, y) ∈ K2

0.

We define the mapping m1 : K2
0 7→ [0, 1]

m1(x, y) = a2x−y
1

(
y

y − x

)
q

1

P(1)
y (a1; q)

where

P(1)
y (a1; q) =

∑
0≤x≤y

a2x−y
1

(
y

y − x

)
q

.

The Markov kernel L1 then takes the form

L1(y, (x′, y′)) = m1(x′, y′)1y=y′

and the intertwining relation (4.6) reads

Qq1(y, y′)m1(x′, y′) =
∑
x∈W1

0 :

(x,y)∈K2
0

m1(x, y)Q̂q1((x, y), (x′, y′)) (4.7)

for all y ∈ W1
0 and (x′, y′) ∈ K2

0.

The y-particle may only take unit step to either direction, hence we will

check the equality (4.7) for y′ = y + 1, y′ = y − 1 and y′ = y.

The transition y′ = y + 1 may have occurred in one of the following ways;

either (x′, y′) = (x, y + 1) in which case particle y jumped to the right on its own
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at rate a−1
1 or (x′, y′) = (x+ 1, y + 1) and the particle y jumped to the right due to

pushing from the particle x. The latter transition occurred at rate a1r1(y′−1;x′−1).

Using the properties of the q-binomial coefficient, we recorded in (2.3), we calculate

the contribution of each case to the sum at the right hand side of (4.7).

m1(x′, y′ − 1)Q̂q1((x′, y′ − 1),(x′, y′))

= a2x′−y′+1
1

(
y′ − 1

y′ − x′ − 1

)
q

1

P(1)
y′−1(a1; q)

a−1
1

= a2x′−y′
1

(
y′

y′ − x′

)
q

1− qy′−x′

1− qy′
1

P(1)
y′ (a1; q)

P(1)
y′ (a1; q)

P(1)
y′−1(a1; q)

= m1(x′, y′)
1− qy′−x′

1− qy′
P(1)
y′ (a1; q)

P(1)
y′−1(a1; q)

.

For the second case, we have

m1(x′ − 1, y′ − 1)Q̂q1((x′ − 1, y′ − 1), (x′, y′))

= a2x′−y′−1
1

(
y′ − 1

y′ − x′

)
q

1

P(1)
y′−1(a1; q)

a1[1− r1(y′ − 1;x′ − 1)]

= a2x′−y′
1

(
y′

y′ − x′

)
q

(1− qx′)qy′−x′

1− qy′
1

P(1)
y′ (a1; q)

P(1)
y′ (a1; q)

P(1)
y′−1(a1; q)

= m1(x′, y′)
(1− qx′)qy′−x′

1− qy′
P(1)
y′ (a1; q)

P(1)
y′−1(a1; q)

.

Adding up both cases leads to

m1(x′, y′)
P(1)
y′ (a1; q)

P(1)
y′−1(a1; q)

which agrees with the left hand side of (4.7).

Next we consider the case y′ = y − 1. The right hand side of (4.7) involves

a single term corresponding to the transition (x′, y′) = (x, y − 1) occurring at rate

a1[1− r1(y′ + 1;x′)] and equals

a2x′−y′
1

(
y′ + 1

y′ − x′ + 1

)
q

1

P(1)
y′+1(a1; q)

(1− qy′−x′+1) = m1(x′, y′)(1− qy′+1)
P(1)
y′ (a1; q)

P(1)
y′+1(a1; q)

which gives the left-hand side of (4.7) for y′ = y − 1.
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Finally, if y′ = y we have that both the right and the left hand side of (4.7)

equal

m1(x′, y′)(−a1 − a−1
1 ).

General case: We assume that the result holds for n − 1, i.e. we have that the

intertwining relation

Qqn−1Ln−1 = Ln−1Q̂
q
n−1

holds.

Proving the intertwining relation (4.6) can be very challenging due to the

complexity of the transition rate matrix Q̂qn. We will therefore prove a helper in-

tertwining relation that focuses only on a part of the pattern and then deduce the

result for the whole pattern.

Let Sn := {(x, y, z) ∈ Wn−1
0 × Wn

0 × Wn
0 : x � y � z} and consider the

matrix An with off diagonal entries for (x, y, z), (x′, y′, z′) as found in table 4.1.

(x′, y′, z′) An((x, y, z), (x′, y′, z′))

(x+ ei, y + ei, z + ei), 1 ≤ i ≤ n− 1 Qqn−1(x, x+ ei)ri(y;x)ri(z; y)
(x+ ei, y + ei, z + ei+1), 1 ≤ i ≤ n− 1 Qqn−1(x, x+ ei)ri(y;x)(1− ri(z; y))
(x+ ei, y + ei+1, z + ei+1), 1 ≤ i ≤ n− 1 Qqn−1(x, x+ ei)(1− ri(y;x))ri+1(z; y)
(x+ ei, y + ei+1, z + ei+2), 1 ≤ i ≤ n− 2 Qqn−1(x, x+ ei)(1− ri(y;x))(1− ri+1(z; y))
(x+ en−1, y, z − en) Qqn−1(x, x+ en−1)(1− rn−1(y;x))(1− rn(z; y))
(x, y + e1, z + e1) anr1(z; y)
(x, y + e1, z + e2) an(1− r1(z; y))
(x, y, z + e1) a−1

n

(x− ei, y − ei, z − ei), 1 ≤ i ≤ n− 1 Qqn−1(x, x− ei)(1− li(y;x))(1− li(z; y))
(x− ei, y − ei, z − ei+1), 1 ≤ i ≤ n− 1 Qqn−1(x, x− ei)(1− li(y;x))li(z; y)
(x− ei, y − ei+1, z − ei+1), 1 ≤ i ≤ n− 2 Qqn−1(x, x− ei)li(y;x)(1− li+1(z; y))
(x− ei, y − ei+1, z − ei+2), 1 ≤ i ≤ n− 2 Qqn−1(x, x− ei)li(y;x)li+1(z; y)
(x− en−1, y − en, z − en) Qqn−1(x, x− en−1)ln−1(y;x)

Table 4.1: Off-diagonal entries of An. Any off-diagonal entry not listed above equals
zero. The matrix Qqn−1 is given in (4.5) and the probabilities ri, li are as in (4.1).

The diagonal entries of An are given by

An((x, y, z), (x, y, z)) = −
n∑
i=1

(ai + a−1
i ).

Using the recursive structure of the weights in (4.2) we see that P(n)
z (a; q)
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satisfies the relation

P(n)
z (a; q) =

∑
x�y�z

Λan,qn−1,n(x, y, z)P(n−1)
x (ã; q)

where the summation is over (x, y, z) ∈ Sn and the vector ã contains the first n− 1

entries of a. We will then define a mapping mn : Sn 7→ [0, 1] as follows

mn(x, y, z) = Λan,qn−1,n(x, y, z)
P(n−1)
x (ã; q)

P(n)
z (a; q)

along with a kernel Kn from Wn
0 to Sn defined by

Kn(z, (x′, y′, z′)) = mn(x′, y′, z′)1z′=z.

Proposition 4.4.1. The intertwining relation

QqnKn = KnAn (4.8)

holds, for every n > 1.

Proof. (of Proposition 4.4.1) We will prove for z ∈ Wn
0 and (x′, y′, z′) ∈ Sn the

following identity

Qqn(z, z′) =
∑

(x,y)∈Wn−1
0 ×Wn

0 :
(x,y,z)∈Sn

mn(x, y, z)

mn(x′, y′, z′)
An((x, y, z), (x′, y′, z′)). (4.9)

The case z = z′ follows directly since the right-hand side of (4.9) consists of

a single term which corresponds to (x, y, z) = (x′, y′, z′) and equals

An((x′, y′, z′), (x′, y′, z′)) = −
n∑
i=1

(ai + ai)
−1.

When z 6= z′, expression (4.9) simplifies to

Λan,qn−1,n(x′, y′, z′)P(n−1)
x′ (ã; q)fn(z, z′)

=
∑

(x,y)∈Wn−1
0 ×Wn

0 :
(x,y,z)∈Sn

Λan,qn−1,n(x, y, z)P(n−1)
x (ã; q)An((x, y, z), (x′, y′, z′)).

(4.10)

As the particles can only make unit jumps, both sides of the expression (4.10) vanish
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unless z′ = z ± ei, for some 1 ≤ i ≤ n.

Let us consider the case z′ = z + ei. If i = 1, the right-hand side of (4.10)

consists of three terms corresponding to the following transitions

i) (x, y, z) = (x′, y′, z′ − e1): in this case Z1 jumps to the right of its own volition

at rate a−1
n , then its contribution to the right hand side of (4.10) equals

Λan,qn−1,n(x′, y′, z′ − e1)P(n−1)
x′ (ã; q)a−1

n = Λan,qn−1,n(x′, y′, z′)P(n−1)
x′ (ã; q)

1− qz′1−y′1
1− qz′1−z′2

where we use the equality

Λan,qn−1,n(x′, y′, z′ − e1) = a2|y′|−|x′|−(|z′|−1)
n

n−1∏
i=1

(
y′i − y′i+1

y′i − x′i

)
q

×
(

(z′1 − 1)− z′2
(z′1 − 1)− y′1

)
q

n−1∏
i=2

(
z′i − z′i+1

z′i − y′i

)
q

(
z′n

z′n − y′n

)
q

= Λan,qn−1,n(x′, y′, z′) an
1− qz′1−y′1
1− qz′1−z′2

which follows by the properties of the q-binomial recorded in (2.3);

ii) (x, y, z) = (x′, y′− e1, z
′− e1): this transition corresponds to a right jump of Y1

at rate an which then pushes Z1 with probability r1(z′ − e1; y′ − e1), therefore

the corresponding term to the right hand side of (4.10) equals

Λan,qn−1,n(x′, y′ − e1, z
′ − e1)P(n−1)

x′ (ã; q) an r1(z′ − e1; y′ − e1)

= Λan,qn−1,n(x′, y′, z′)P(n−1)
x′ (ã; q)

qz
′
1−y′1(1− qy′1−x′1)(1− qy′1−z′2)

(1− qz′1−z′2)(1− qy′1−y′2)
;

iii) (x, y, z) = (x′ − e1, y
′ − e1, z

′ − e1): in this case X1 performs as right jump

at rate Qqn−1(x′ − e1, x
′) =

P(n−1)
x′ (ã; q)

P(n−1)
x′−e1 (ã; q)

fn−1(x′ − e1, x
′) and pushes Y1 with

probability r1(y′1;x′1) which then pushes Z1 with probability r1(z′1; y′1), therefore

this transition contributes

Λan,qn−1,n(x′ − e1, y
′ − e1, z

′ − e1)P(n−1)
x′−e1Q

q
n−1(x′ − e1, x

′)r1(y′1;x′1)r1(z′1; y′1)

= Λan,qn−1,n(x′, y′, z′)P(n−1)
x′ (ã; q)

qz
′
1−x′1(1− qx′1−y′2)(1− qy′1−z′2)

(1− qz′1−z′2)(1− qy′1−y′2)
.

Adding the three terms leads to Λan,qn−1,n(x′, y′, z′)P(n−1)
x′ (ã; q) which equals the left-
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hand side of (4.10).

If z′ = z + ei, with 2 ≤ i ≤ n, the only non-zero terms come from the

following transitions

i) a. (x, y, z) = (x′ − ei−2, y
′ − ei−1, z

′ − ei) if i > 2,

b. (x, y, z) = (x′, y′ − e1, z
′ − e2) if i = 2;

ii) (x, y, z) = (x′ − ei−1, y
′ − ei−1, z

′ − ei);

iii) (x, y, z) = (x′ − ei−1, y
′ − ei, z′ − ei);

iv) (x, y, z) = (x′ − ei, y′ − ei, z′ − ei) for i < n.

The corresponding terms are

i) Λan,qn−1,n(x′, y′, z′)Pn−1
x′ (ã; q)(1− qz′i−1−z′i+1)

(1− qy′i−1−x′i−1)(1− qz′i−y′i)
(1− qz′i−z′i+1)(1− qy′i−1−y′i)

;

ii) Λan,qn−1,n(x′, y′, z′)Pn−1
x′ (ã; q)(1− qz′i−1−z′i+1)

qy
′
i−1−x′i−1(1− qx′i−1−y′i)(1− qz′i−y′i)

(1− qz′i−z′i+1)(1− qy′i−1−y′i)
;

iii) Λan,qn−1,n(x′, y′, z′)Pn−1
x′ (ã; q)(1− qz′i−1−z′i+1)

qz
′
i−y′i(1− qy′i−x′i)(1− qy′i−z′i+1)

(1− qz′i−z′i+1)(1− qy′i−y′i+1)
;

iv) Λan,qn−1,n(x′, y′, z′)Pn−1
x′ (ã; q)(1− qz′i−1−z′i+1)

qz
′
i−x′i(1− qy′i−z′i+1)(1− qx′i−y′i+1)

(1− qz′i−z′i+1)(1− qy′i−y′i+1)
.

Gathering all the terms together we conclude that if z′ = z+ ei, the right-hand side

of (4.10) equals Λan,qn−1,n(x′, y′, z′)P(n−1)
x′ (ã; q)(1− qz′i−1−z′i+1).

Next we consider the case z′ = z − ei, for some 1 ≤ i ≤ n. If i = 1 the sum

consists of a single term corresponding to (x, y, z) = (x′ + e1, y
′ + e1, z

′ + e1) and

equals Λn−1,n(x′, y′, z′)P(n−1)
x′ (ã; q)(1− qz′1−z′2+1).

If 2 ≤ i ≤ n, we have the contribution of four terms corresponding to the

following transitions.

i) (x, y, z) = (x′ + ei−2, y
′ + ei−1, z

′ + ei), for i > 2;

ii) (x, y, z) = (x′ + ei−1, y
′ + ei−1, z

′ + ei);

iii) (x, y, z) = (x′ + ei−1, y
′ + ei, z

′ + ei);

iv) a) (x, y, z) = (x′ + ei, y
′ + ei, z

′ + ei), if i < n

b) (x, y, z) = (x′ − en−1, y
′, z′ + en), if i = n.

The corresponding terms are given by
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i) Λan,qn−1,n(x′, y′, z′)P(n−1)
x′ (ã; q)(1−qz′i−z′i+1+1)

qx
′
i−2−z′i(1− qy′i−2−x′i−2)(1− qz′i−1−y′i−1)

(1− qz′i−1−z′i)(1− qy′i−2−y′i−1)
;

ii) Λan,qn−1,n(x′, y′, z′)P(n−1)
x′ (ã; q)(1−qz′i−z′i+1+1)

qy
′
i−1−z′i(1− qx′i−2−y′i−1)(1− qz′i−1−y′i−1)

(1− qz′i−1−z′i)(1− qy′i−2−y′i−1)
;

iii) Λan,qn−1,n(x′, y′, z′)P(n−1)
x′ (ã; q)(1−qz′i−z′i+1+1)

qx
′
i−1−y′i(1− qy′i−1−x′i−1)(1− qy′i−1−z′i)

(1− qz′i−1−z′i)(1− qy′i−1−y′i)
;

iv) Λan,qn−1,n(x′, y′, z′)P(n−1)
x′ (ã; q)(1− qz′i−z′i+1+1)

(1− qy′i−1−z′i)(1− qx′i−1−y′i)

(1− qz′i−1−z′i)(1− qy′i−1−y′i)
.

We conclude that if z′ = z − ei, for 2 ≤ i ≤ n, the right-hand side of (4.10) equals

Λan,qn−1,n(x′, y′, z′)P(n−1)
x′ (ã; q)(1− qz′i−z′i+1+1).

Let us now proceed to the proof of the full intertwining relation (4.9). For

z ∈ K2n
0 , let z1:2n−2 denote the top 2n − 2 levels of z. Then the Markov kernel Ln

can be decomposed as follows. Let z ∈ Wn
0 and z ∈ K2n

0 , then

Ln(z, z) = Ln−1(z2n−2, z1:2n−2)Kn(z, (z2n−2, z2n−1, z2n)).

Due to the fact that any transition at the pattern propagates to the bottom of

the pattern and any transition initiated at the lower levels does not affect the upper

levels of the pattern we may re-write the matrix Q̂qn as follows. For z,w ∈ K2n
0 , we

have

Q̂qn(z,w) = Q̂qn(z1:2n−2,w1:2n−2)
An((z2n−2, z2n−1, z2n), (w2n−2, w2n−1, w2n))

Qqn−1(z2n−2, w2n−2)
.

Therefore, for z ∈ Wn
0 and w ∈ K2n

0 we have

(LnQ̂qn)(z,w) =
∑

z∈K2n
0

Ln(z, z)Q̂qn(z,w)

=
∑

(z2n−2,z2n−1,z2n)∈Sn

Kn(z, (z2n−2, z2n−1, z2n))

× An((z2n−2, z2n−1, z2n), (w2n−2, w2n−1, w2n))

Qqn−1(z2n−2, w2n−2)

×
∑

z1:2n−2∈K2n−2
0

Ln−1(z2n−2, z1:2n−2)Q̂qn−1(z1:2n−2,w1:2n−2).
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The inner sum equals (Ln−1Q̂
q
n−1)(z2n−2,w1:2n−2), which by induction and due to

the special structure of the kernel Ln−1, equals

Qqn−1(z2n−2, w2n−2)Ln−1(w2n−2,w1:2n−2).

For the outer sum, we will use the intertwining relation (4.8) to conclude

(QqnKn)(z, (w2n−2, w2n−1, w2n)) = Qqn(z, w2n)Kn(w2n, (w2n−2, w2n−1, w2n)).

Combining the above calculations we conclude that

(LnQ̂qn)(z,w) = Qqn(z, w2n)Ln(w2n−2,w1:2n−2)Kn(w2n, (w2n−2, w2n−1, w2n))

= Qqn(z, w2n)Ln(w2n,w)

= (QqnLn)(z,w)

as required.
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Chapter 5

A q-deformed Markov process

on symplectic Gelfand Tsetlin

patterns

In chapter 4 we described a Markov process on the integer-valued symplectic Gelfand-

Tsetlin cone where only the particles at the edge of the pattern may jump of their

own volition, meaning that only the particles at the edge have their own indepen-

dent exponential clocks initiating their movement whereas all the other particles

can move only as a result of a pushing or pulling from another particle. We also

proposed a q-deformation of the process and we proved that under certain initial

conditions the even-indexed levels evolve as Markov processes. In this chapter we

will construct a second process which in contrast with the process in 4 is fully ran-

domized, in the sense that all the particles have their own independent exponential

clocks that drive their jumps. The process we will describe is a q-deformation of

the one proposed by Warren-Windridge in [WW09] and we briefly described in the

Introduction.

5.1 A q-deformed process on KN
0

In the Introduction we presented a continuous-time KN
0 -valued Markov process in-

troduced in [WW09]. Here we will modify this process in the following way. Assume

a particle attempts a jump. The probability of the jump to succeed will now depend
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on the distance of the particle from the boundary of the interval Iki , where

Iki :=


[zk−1

1 ,∞] if i = 1

[0, zk−1
i−1 ] if i = k+1

2 with k ≥ 1 odd

[zk−1
i , zk−1

i−1 ] otherwise

.

Let us now formally describe the process. We fix n ∈ N and assume that N = 2n

or 2n − 1. We also fix a parameter q ∈ (0, 1) and a vector a = (a1, ..., an) of real

positive numbers. It is also useful to extend the vector a to ā = (ā1, ..., āN ) such that

ā2l = a−1
l and ā2l−1 = al. We define a continuous-time process Z = (Z(t); t ≥ 0)

with state space KN
0 . The stochastic evolution of the process is as follows.

• Right jumps. Each particle Zkj independently jumps to the right at rate

ākRj(Z
k;Zk−1). The quantity Rj is given by

Rj(Z
k;Zk−1) = (1− qZ

k−1
j−1−Z

k
j )

1− qZ
k
j −Zkj+1+1

1− qZ
k
j −Z

k−1
j +1

. (5.1)

If Zkj = Zk+1
j and Zkj jumps to the right, then Zk+1

j is simultaneously pushed

one step to the right.

• Left jumps. Each particle Zkj independently jumps to the left at rate ā−1
k Lj(Z

k;Zk−1).

The quantity Lj is defined as

Lj(Z
k;Zk−1) = (1− qZ

k
j −Z

k−1
j )

1− qZ
k
j−1−Zkj +1

1− qZ
k−1
j−1−Zkj +1

. (5.2)

If Zkj = Zk+1
j+1 and Zkj jumps to the left, then Zk+1

j+1 is simultaneously pushed

one step to the left.

Regarding the particles at the edges of the pattern we consider the conventions

Zk0 =∞ and Zk
[ k+1

2
]+1

= 0 and the probabilities R and L are modified appropriately.

Schematically, the probabilities R and L are as in figure 5.1.

For each z ∈ KN
0 , we consider a real-valued weight w

(N)
a,q (z) given by

w(N)
a,q (z) =

N∏
k=1

Λāk,qk−1,k(z
k−1, zk) (5.3)
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Zk−1
j Zk−1

j−1

Zk
j+1 Zk

j Zk
j−1

ar

br
cr

a)

Zk−1
j Zk−1

j−1

Zk
j+1 Zk

j Zk
j−1

cl

bl
al

b)

Figure 5.1: The particle Zkj performs a right jump at rate ākRj(Z
k;Zk−1) = āk(1−

q|a
r|)1−q|br |+1

1−q|cr |+1 where ar, br and cr are the arrows in part a).The particle Zkj performs

a left jump at rate ā−1
k Lj(Z

k;Zk−1) = ā−1
k (1− q|al|)1−q|bl|+1

1−q|cl|+1
where al, bl and cl are

the arrows in part b). For an arrow v : α→ β, we write |v| := β − α.

where for k = 2l or 2l − 1, the weight of the ”slice” (zk−1, zk) is calculated as

Λāk,qk−1,k(z
k−1, zk) = (āk)

|zk|−|zk−1|
l−1∏
i=1

(
zki − zki+1

zki − z
k−1
i

)
q

(
1{k=2l−1}+

(
zkl

zkl − z
k−1
l

)
q

1{k=2l}

)
.

For example, if n = 1, a1 ∈ R>0 and q ∈ (0, 1), the weight of z1 ∈ K1
0 ≡ Z≥0 is

w(1)
a1,q(z

1) = a
|z1|
1

and the weight of (z1, z2) ∈ K2
0 is

w(2)
a1,q(z

1, z2) = a
2|z1|−|z2|
1

(
z2

1

z2
1 − z1

1

)
q

.

Schematically, the weight Λāk,qk−1,k(z
k−1, zk) is shown in figure 5.2 below.

zk−1
1zk−1

l
zk−1
l−1

zk1zk2zkl−1zkl

a)

zk−1
1

zk−1
l−1

zk1zk2zkl−1zkl

b)

Figure 5.2: Weight for the “slice” (zk−1, zk) with a) k = 2l and b) k = 2l− 1. Each
pair of arrows correspond to a q-binomial coefficient

(←→
↔
)
q

of Λāk,qk−1,k(z
k−1, zk).
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For each z ∈ Wn
0 , we define the function

P̂(N)
z (a; q) =

∑
z∈KN0 [z]

w(N)
a,q (z). (5.4)

When N = 2n the function P̂(N)
x (a; q) gives the function P(n)

x (a; q) we defined via

the recursion in 2.5.1.

For each z ∈ Wn
0 , the function M

(N)
a,q (·; z) : KN

0 [z]→ [0, 1] given by

M (N)
a,q (·; z) =

w
(N)
a,q (·)

P̂(N)
z (a; q)

defines a probability measure on KN
0 [z].

We are now ready to state the main result of the chapter.

Theorem 5.1.1. Let n ∈ N and N = 2n or 2n − 1. Suppose that the process

Z = (Z(t); t ≥ 0) has initial distribution M
(N)
a,q (·; z), for some z ∈ Wn

0 . Then

ZN = (ZN (t), t ≥ 0) is a Markov process in Wn
0 , started at z, with transition rates

{QqN (z, z′), z, z′ ∈ Wn
0 } given, for z 6= z′, by

QqN (z, z′) =
P̂(N)
z′ (a; q)

P̂(N)
z (a; q)

fN (z, z′) (5.5)

where the function fN :Wn
0 ×Wn

0 → R is given by

fN (z, z′) =


1− qzi−1−zi if z′ − z = ei , 1 ≤ i ≤ n
1− qzi−zi+1 if z′ − z = −ei , 1 ≤ i ≤ n
0 otherwise

with the convention z0 = +∞ and zn+1 = 0. The diagonal entries are

QqN (z, z) =

{
−
∑n

i=1(ai + a−1
i ) , N = 2n

−
∑n−1

i=1 (ai + a−1
i )− an − a−1

n (1− qzn) , N = 2n− 1.

Moreover, for t > 0 the conditional law of Z(t) given {ZN (s), s ≤ t} is given by

M
(N)
a,q (·;ZN (t)).
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5.2 Proof of Theorem 5.1.1

Let us denote by Q̂qN = {Q̂qN (z,w), z,w ∈ KN
0 } the transition kernel of the process

Z introduced in section 5.1. We also introduce the kernel LN from W [N+1
2

]

0 to KN
0

LN (z, z) =
wNa,q(z)

P̂(N)
z (a; q)

1zN=z.

By the definition of the function P̂(N)
z (·; q) in (5.4) we see that, for each z ∈ W [N+1

2
]

0 ,

LN (z, ·) is a probability measure on the set of patterns KN
0 which is supported on

the set {z ∈ KN
0 : f(z) = z}, where f(z) = zN is the projection of z to the bottom

level.

The key result for the proof of Theorem 5.1.1 is the following intertwining

relation

QqNLN = LN Q̂qN . (5.6)

Suppose relation (5.6) holds. The matrix Q̂qN , as the transition kernel of a

continuous-time Markov chain is conservative, i.e.
∑

z∈KN0
Q̂qN (w, z) = 0, for every

w ∈ KN
0 . Therefore, for each z ∈ W [N+1

2
]

0 we have∑
z∈KN0

(LN Q̂qN )(z, z) =
∑

w∈KN0

LN (z,w)
∑
z∈KN0

Q̂qN (w, z) = 0.

On the other hand∑
z∈KN0

(QqNLN )(z, z) =
∑

w∈W
[N+1

2 ]

0

QqN (z, w)
∑
z∈KN0

LN (w, z) =
∑

w∈W
[N+1

2 ]

0

QqN (z, w)

where we used the fact that for each w ∈ W [N+1
2

]

0 , LN (w, ·) is a probability measure

on KN
0 . Therefore, the intertwining relation (5.6) implies that the matrix QqN is

also conservative. Along with the fact that all the off diagonal entries are non-

negative, we conclude that {QqN (z, z′), z, z′ ∈ W [N+1
2

]

0 } is the transition kernel of a

continuous-time Markov chain on W [N+1
2

]

0 .

We then conclude, using Theorem 3.1.2 along with Lemma 3.1.3, that the

projection of Z to the bottom level is a Markov chain on W [N+1
2

]

0 with transition

rate matrix QqN and the conditional law of Z(t) given {ZN (s), s ≤ t} is given by

LN (ZN (t), ·) = M
(N)
a,q (·;ZN (t)).

Let us now prove the intertwining relation (5.6) by induction on N . When
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N = 1 the pattern consists of a single particle. In this case we have that the

transition kernels Qq1, Q̂q1 coincide. Moreover, the Markov kernel L1 is given by

L1(z, z1
1) = 1z11=z, therefore relation (5.6) holds trivially.

Due to the different behaviour of the process at odd and even levels we will

check the cases where N is even and N is odd separately.

Part I: Iterating from odd to even row. Suppose that N = 2n for some n ≥ 1

and

QqN−1LN−1 = LN−1Q̂
q
N−1.

The transition kernel Q̂qN is very complicated to handle directly. Therefore we will

first prove an intertwining relation that focuses on the two bottom levels of the

pattern and then proceed to the intertwining relation for the whole pattern.

We introduce a matrix AN on Wn,n
0 = {(x, y) ∈ Wn

0 × Wn
0 : x � y} with

off-diagonal entries given for (x, y), (x′, y′) ∈ Wn,n
0 as in the following table

(x′, y′) AN ((x, y), (x′, y′)))

(x+ ei, y + ei), xi = yi, for some i ∈ [n] QqN−1(x, x+ ei)

(x+ ei, y), xi < yi, for some i ∈ [n] QqN−1(x, x+ ei)

(x− ei, y − ei+1), xi = yi+1, for some i ∈ [n− 1] QqN−1(x, x− ei)
(x− ei, y), xi > yi+1, for some i ∈ [n− 1] QqN−1(x, x− ei)
(x− en, y) QqN−1(x, x− en)

(x, y − ei), for some i ∈ [n] anLi(y;x)
(x, y + ei), for some i ∈ [n] a−1

n Ri(y;x)

where Ri, Li are the probabilities defined in (5.1), (5.2). All the other off-diagonal

entries equal to zero. The diagonal entries are for (x, y) ∈ Wn,n
0 equal to

AN ((x, y), (x, y))) = −
n−1∑
i=1

(ai+a
−1
i )−an−a−1n (1−qxn)−

n∑
i=1

[anLi(y;x)+a−1n Ri(y;x)]. (5.7)

Let us define the mapping mN :Wn,n
0 7→ [0, 1]

mN (x, y) = Λa
−1
n ,q
N−1,N (x, y)

P̂(N−1)
x (a; q)

P̂(N)
y (a; q)

.

Using the recursive structure of the weights in (5.3) we obtain the following relation
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for P̂(N)
y (a; q), with N = 2n,

P̂(N)
y (a; q) =

∑
z∈KN0 [y]

w(N)
a,q (z)

=
∑

x∈Wn
0 :x�y

Λa
−1
n ,q
N−1,N (x, y)

∑
w∈KN−1

0 [x]

w(N−1)
a,q (w)

=
∑

x∈Wn
0 :x�y

Λa
−1
n ,q
N−1,N (x, y)P̂(N−1)

x (a; q)

therefore, we conclude that the mapping mN defines a Markov kernel KN from Wn
0

to Wn,n
0 defined by

KN (y, (x′, y′)) = mN (x′, y′)1y′=y.

Proposition 5.2.1. The transition kernel QqN is intertwined with AN via the kernel

KN , i.e. the relation

QqNKN = KNAN

holds.

Proof. The intertwining relation of Proposition 5.2.1 is equivalent to

QqN (y, y′) =
∑
x�y

mN (x, y)

mN (x′, y′)
AN ((x, y), (x′, y′)), y ∈ Wn

0 , (x
′, y′) ∈ Wn,n

0 (5.8)

where the summation is over x ∈ Wn
0 such that (x, y) ∈ Wn,n

0 .

Both sides of (5.8) equal zero, except from the cases y = y′ and y = y′ + ei,

y = y′ − ei, for some 1 ≤ i ≤ n. So our goal is to prove that (5.8) holds for these

three cases, since every other choice is trivially true.

STEP 1: For the diagonal case y = y′, we note that AN ((x, y′), (x′, y′)) is non-

zero only for

a) x = x′ + ei, for some 1 ≤ i ≤ n, assuming x′i < y′i;

b) x = x′ − ei, for some 1 ≤ i ≤ n, assuming x′i > y′i+1;

c) x = x′.

We will calculate the contribution of each case to the summation in the right-

hand side of (5.8) separately and then we will combine the results together to obtain

the left-hand side of (5.8).

For a) let x = x′ + ei for some 1 ≤ i ≤ n which moreover satisfies x′i < y′i. Note

that, if x′i ≥ y′i, this would imply that xi = yi + 1 which is not a valid configuration.
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For 1 ≤ i < n we have

AN ((x′ + ei, y
′), (x′, y′)) = QqN−1(x′ + ei, x

′)

=
P̂(N−1)
x′ (a; q)

P̂(N−1)
x′+ei

(a; q)
fN−1(x′ + ei, x

′)

=
P̂(N−1)
x′ (a; q)

P̂(N−1)
x′+ei

(a; q)
(1− qx′i−x′i+1+1)

and

mN (x′ + ei, y
′) = Λa

−1
n ,q
N−1,N (x′ + ei, y

′)
P̂(N−1)
x′+ei

(a; q)

P̂(N)
y′ (a; q)

= mN (x′, y′)
Λa
−1
n ,q
N−1,N (x′ + ei, y

′)

Λa
−1
n ,q
N−1,N (x′, y′)

P̂(N−1)
x′+ei

(a; q)

P̂(N−1)
x′ (a; q)

with

Λa
−1
n ,q
N−1,N (x′ + ei, y

′) = a
∑n
j=1 x

′
j+1−

∑n
j=1 y

′
j

n

∏
j 6=i

(
y′j − y′j+1

y′j − x′j

)
q

(
y′i − y′i+1

y′i − (x′i + 1)

)
q

(
y′n

y′n − x′n

)
q

= Λa
−1
n ,q
N−1,N (x′, y′) an

1− qy′i−x′i
1− qx′i−y′i+1+1

where for the last equality we used the following property of the q-binomial coeffi-

cient (
n

k − 1

)
q

=

(
n

k

)
q

1− qk

1− qn−k+1
.

Therefore, we conclude that the contribution of the transition x = x′ + ei, for

1 ≤ i < n to the summation in the right-hand side of (5.8) is

mN (x′ + ei, y
′)

mN (x′, y′)
AN ((x′ + ei, y

′), (x′, y′)) = an(1− qy′i−x′i)1− qx′i−x′i+1+1

1− qx′i−y′i+1+1

= an(Li+1(y′;x′) + qy
′
i+1−x′i+1 − qy′i−x′i)

with

Li+1(y′;x′) =
(1− qy′i+1−x′i+1)(1− qy′i−y′i+1+1)

1− qx′i−y′i+1+1
.
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For the last equality we observe that the following holds

(1− qy′i−x′i)1− qx′i−x′i+1+1

1− qx′i−y′i+1+1
=

(1− qy′i+1−x′i+1)(1− qy′i−y′i+1+1)

1− qx′i−y′i+1+1
+ qy

′
i+1−x′i+1 − qy′i−x′i .

When i = n, following the same reasoning, we have that

mN (x′ + ei, y
′)

mN (x′, y′)
AN ((x′ + ei, y

′), (x′, y′)) = an(1− qy′n−x′n).

For b) let x = x′ − ei, for some 1 ≤ i < n such that x′i > y′i+1. Then, calculations

similar to the case a) lead to

mN (x′ − ei, y′)
mN (x′, y′)

AN ((x′ − ei, y′), (x′, y′)) = a−1
n (1− qx′i−y′i+1)

1− qx′i−1−x′i+1

1− qy′i−x′i+1

= a−1
n (Ri(y

′;x′) + qx
′
i−1−y′i − qx′i−y′i+1)

where

Ri(y
′;x′) =

(1− qx′i−1−y′i)(1− qy′i−y′i+1+1)

1− qy′i−x′i+1

Similarly, if x = x′ − en such that x′n > 0, then

mN (x′ − en, y′)
mN (x′, y′)

AN ((x′ − en, y′), (x′, y′)) = a−1
n (Rn(y′;x′) + qx

′
n−1−y′n − qx′n).

We observe that gathering all terms corresponding to case a), we have the

following

n∑
i=1

mN (x′ + ei, y
′)

mN (x′, y′)
AN ((x; +ei, y

′), (x′, y′))

= an

( n−1∑
i=1

(
Li+1(y′;x′) + qy

′
i+1−x′i+1 − qy′i−x′i

)
+ 1− qy′n−x′n

)
= an

( n−1∑
i=1

Li+1(y′;x′) +

n−1∑
i=1

qy
′
i+1−x′i+1 + 1−

n∑
i=1

qy
′
i−x′i

)
= an

( n∑
i=2

Li(y
′;x′) + (1− qy′1−x′1)

)
= an

n∑
i=1

Li(y
′;x′).
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Similarly for all the terms in case b) one can calculate

n∑
i=1

mN (x′ − ei, y′)
mN (x′, y′)

AN ((x;−ei, y′), (x′, y′)) = a−1
n

( n∑
i=1

Ri(y
′;x′)− qx′n

)
.

Combining the previous two cases with the case c), which equals AN ((x′, y′), (x′, y′))

defined as in (5.7), we conclude that

∑
x�y′

mN (x, y′)

mN (x′, y′)
AN ((x, y′), (x′, y′)) = −

n∑
i=1

(ai + a−1
i ) = QN (y′, y′)

as required.

STEP 2: For the off-diagonal cases y 6= y′, we first recall that if y 6= y′

QqN (y, y′) =
P̂(N)
y′ (a; q)

P̂(N)
y (a; q)

fN (y, y′)

and

mN (x, y)

mN (x′, y′)
=

Λa
−1
n ,q
N−1,N (x, y)

Λa
−1
n ,q
N−1,N (x′, y′)

P̂(N)
y′ (a; q)

P̂(N)
y (a; q)

P̂(N−1)
x (a; q)

P̂(N−1)
x′ (a; q)

therefore proving (5.8) for y 6= y′ is equivalent to proving the following identity

Λa
−1
n ,q
N−1,N (x′, y′)fN (y, y′) =

∑
x�y

Λa
−1
n ,q
N−1,N (x, y)

P̂(N−1)
x (a; q)

P̂(N−1)
x′ (a; q)

AN ((x, y), (x′, y′)). (5.9)

Let us first prove the relation (5.9) for y = y′ − ei, for some 1 ≤ i ≤ n.

We consider the dichotomy y′i = x′i or y′i > x′i. Suppose we are in the former case,

i.e. y = y′ − ei and y′i = x′i, then necessarily x = x′ − ei, otherwise we would have

yi = xi−1 and this would violate the interlacing condition. Therefore the right-hand

side of (5.9) equals

Λa
−1
n ,q
N−1,N (x′ − ei,y′ − ei)

P̂(N−1)
x′−ei (a; q)

P̂(N−1)
x′ (a; q)

AN ((x′ − ei, y′ − ei), (x′, y′))

= Λa
−1
n ,q
N−1,N (x′ − ei, y′ − ei)

P̂(N−1)
x′−ei (a; q)

P̂(N−1)
x′ (a; q)

QqN−1(x′ − ei, x′)

= Λa
−1
n ,q
N−1,N (x′, y′)(1− qy′i−1−y′i+1)

(1− qx′i−y′i+1)(1− qx′i−1−x′i+1)

(1− qx′i−1−y′i+1)(1− qy′i−y′i+1)
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where for the last equality we used the properties of the q-binomial we recorded in

(2.3). Using the assumption x′i = y′i the last expression simplifies to Λa
−1
n ,q
N−1,N (x′, y′)(1−

qy
′
i−1−y′i+1).

On the other hand, if y′i > x′i, then it is not possible that the movement on the

i-th component of Y was performed due to pushing therefore the right–hand side of

(5.9) is given by

Λa
−1
n ,q
N−1,N (x′, y′ − ei)

P̂(N−1)
x′ (a; q)

P̂(N−1)
x′ (a; q)

AN ((x′, y′ − ei), (x′, y′))

= Λa
−1
n ,q
N−1,N (x′, y′)an

(1− qy′i−1−y′i+1)(1− qy′i−x′i+1)

(1− qx′i−1−y′i)(1− qy′i−y′i+1+1)
a−1
n Ri(y

′ − ei;x′).

Using the definition of Ri(y;x), in (5.1), we immediately see that the last quantity

equals Λa
−1
n ,q
N−1,N (x′, y′)(1− qy′i−1−y′i+1).

Let us now turn to the case y = y′ + ei for some 1 ≤ i ≤ n. If i = 1, the

rightmost component of Y doesn’t have an upper right neighbour therefore the only

valid transition is from (x′, y′+ e1) to (x′, y′), which occurs at rate anL1(y′+ ei, x
′).

The right-hand side of (5.9) is then equal to

Λa
−1
n ,q
N−1,N (x′, y′ + e1)

P̂(N−1)
x′ (a; q)

P̂(N−1)
x′ (a; q)

AN ((x′, y′ + e1), (x′, y′))

= Λa
−1
n ,q
N−1,N (x′, y′)a−1

n

1− qy′1−y′2+1

1− qy′1−x′1+1
anL1(y′ + e1;x′).

where we used the properties of the q-binomial from (2.3). By the definition of

L1(y;x), in (5.2), the last expression equals Λa
−1
n ,q
N−1,N (x′, y′)(1 − qy′1−y′2+1), which is

exactly the expression in the left-hand side of (5.9).

If 1 < i ≤ n we consider two cases; either y′i = x′i−1 or y′i < x′i−1. In the

former case, i.e. yi = yi + 1 and y′i = x′i−1, the transition occurred due to pushing

since an independent jump of the i-th component of Y would imply that yi−1 = xi−1

and this would lead to violation of the intertwining property. So in this case the

right-hand side of (5.9) equals
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Λa
−1
n ,q
N−1,N (x′ + ei−1,y

′ + ei)
P̂(N−1)
x′+ei−1

(a; q)

P̂(N−1)
x′ (a; q)

AN ((x′ + ei−1, y
′ + ei), (x

′, y′))

= Λa
−1
n ,q
N−1,N (x′, y′)(1− qy′i−y′i+1+1)

(1− qy′i−1−x′i−1)(1− qx′i−1−x′i+1)

(1− qy′i−x′i+1)(1− qy′i−1−y′i)

and using the assumption y′i = x′i−1, we conclude that the last quantity equals

Λa
−1
n ,q
N−1,N (x′, y′)(1− qy′i−y′i+1+1).

If we assume instead that y′i < x′i−1, then the only valid transition is from (x′, y′+ei)

to (x′, y′) which occurs at rate anLi(y
′+ ei;x

′). Then the right-hand side of (5.9) is

Λa
−1
n ,q
N−1,N (x′, y′ + ei)

P̂(N−1)
x′ (a; q)

P̂(N−1)
x′ (a; q)

AN ((x′, y′ + ei), (x
′, y′))

= Λa
−1
n ,q
N−1,N (x′, y′)a−1

n

(1− qy′i−y′i+1+1)(1− qx′i−1−y′i)

(1− qy′i−x′i+1)(1− qy′i−1−y′i)
anLi(y

′ + ei;x
′).

which by the definition of Li(y;x), in (5.2), equals Λa
−1
n ,q
N−1,N (x′, y′)(1−qy′i−y′i+1+1).

Let us now proceed to proving relation (5.6). For z ∈ KN
0 we write z1:N−1

for the sub-pattern of the top N − 1 levels of z. The kernel LN can be decomposed

as follows, for z ∈ Wn
0 and z ∈ KN

0

LN (z, z) = LN−1(zN−1, z1:N−1)KN (z, (zN−1, zN )).

We also observe that any transition initiated at the top N − 1 levels can affect zN

only via zN−1 and any transition initiated at the bottom level does not affect the

sub-pattern z1:N−1, therefore the transition kernel Q̂qN of the process Z has off-

diagonal entries, given for z,w ∈ KN
0 by

w Q̂qN (z,w)

(zN−1 + ei, z
N + ei), z

N−1
i = zNi , for some i ∈ [n] Q̂qN (z1:N−1,w1:N−1)

(zN−1 + ei, z
N ), zN−1

i < zNi , for some i ∈ [n] Q̂qN (z1:N−1,w1:N−1)

(zN−1 − ei, zN − ei+1), zN−1
i = zNi+1, for some i ∈ [n− 1] Q̂qN (z1:N−1,w1:N−1)

(zN−1 − ei, zN ), zN−1
i > zNi+1, for some i ∈ [n− 1] Q̂qN (z1:N−1,w1:N−1)

(zN−1 − en, zN ) Q̂qN (z1:N−1,w1:N−1)
(z1:N−1, zN ± ei), for some i ∈ [n] AN ((zN−1, zN ), (wN−1, wN ))
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where Ri, Li are the probabilities defined in (5.1), (5.2). All the other off-diagonal

entries equal to zero. The diagonal entries are for z ∈ KN
0 equal to

Q̂q
N (z, z) = Q̂q

N−1(z1:N−1, z1:N−1)−
n∑

i=1

[anLi(z
N ; zN−1) + a−1n Ri(z

N ; zN−1)]. (5.10)

Then the intertwining relation (5.6) is equivalent to proving for each z ∈ Wn
0 and

w ∈ KN
0 the following

QqN (z, wN )LN (wN ,w) =
∑

(zN−1,zN )∈Wn,n
0

KN (z, (zN−1, zN ))

∑
z1:N−1∈KN−1

0

LN−1(zN−1, z1:N−1)Q̂qN (z,w)
(5.11)

where z = (z1:N−1, zN ).

Diagonal case: If wN = z, then we necessarily have wN = zN therefore the inner

sum in the right hand side of (5.11) equals∑
z1:N−1∈KN−1

0 :

z1:N−1 6=w1:N−1

LN−1(zN−1, z1:N−1)Q̂qN−1(z1:N−1,w1:N−1)

+LN−1(zN−1,w1:N−1)
[
Q̂qN−1(wN−1, wN−1)

−
n∑
i=1

(
anLi(w

N ;wN−1) + a−1
n Ri(w

N ;wN−1)
)]

=
∑

z1:N−1∈KN−1
0

LN−1(zN−1, z1:N−1)Q̂qN−1(z1:N−1,w1:N−1)

−LN−1(zN−1,w1:N−1)

n∑
i=1

(
anLi(w

N ;wN−1) + a−1
n Ri(w

N ;wN−1)
)

= QqN−1(zN−1, wN−1)LN−1(wN−1,w1:N−1)

−LN−1(zN−1,w1:N−1)

n∑
i=1

(
anLi(w

N ;wN−1) + a−1
n Ri(w

N ;wN−1)
)

where in the last equality we used the induction hypothesis.
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Therefore, the right hand side of (5.11) equals

LN−1(wN−1,w1:N−1)
[ ∑
zN−1∈Wn

0

KN (z, (zN−1, z))QqN−1(zN−1, wN−1)

−KN (z, (wN−1, z))

n∑
i=1

(
anLi(w

N ;wN−1) + a−1
n Ri(w

N ;wN−1)
)]
.

We observe that the expression inside the square brackets equals∑
zN−1∈Wn

0

KN (z, (zN−1, z))AN ((zN−1, z), (wN−1, wN ))

for z = wN .

Therefore, using Proposition 5.2.1, we conclude that the right hand side of (5.11)

equals

LN−1(wN−1,w1:N−1)QqN (z, wN )KN (wN , (wN−1, wN )) = LN (z,w)QqN (z, wN )

as required.

Off-diagonal case: Assume that z 6= wN , then the right hand side of (5.11) equals∑
zN−1∈Wn

0 :

zN−1 6=wN−1

KN (z, (zN−1, z))
∑

z1:N−1∈KN−1
0

LN−1(zN−1, z1:N−1)Q̂qN (z,w)

+KN (z, (wN−1, z))
∑

z1:N−1∈KN−1
0

LN−1(wN−1, z1:N−1)Q̂qN (z,w).

We observe that if zN−1 = wN−1 and z 6= wN then necessarily z1:N−1 = w1:N−1,

therefore the second term equals

KN (z, (wN−1, z))LN−1(wN−1,w1:N−1)AN ((wN−1, z), (wN−1, wN )).

The inner sum of the first term equals∑
z1:N−1∈KN−1

0

LN−1(zN−1, z1:N−1)Q̂qN−1(z1:N−1,w1:N−1)

= (LN−1Q̂
q
N−1)(zN−1,w1:N−1)

= (QqN−1LN−1)(zN−1,w1:N−1)
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where the last equality is true from the induction hypothesis.

Therefore the right hand side of (5.11) equals

LN−1(wN−1,w1:N−1)
[ ∑
zN−1∈Wn

0 :

zN−1 6=wN−1

KN (z, (zN−1, z))QqN−1(zN−1, wN−1)

+KN (z, (wN−1, z))AN ((wN−1, z), (wN−1, wN )).
]

Observe that the term inside the square brackets corresponds to

(KNAN )(z, (wN−1, wN ))

for z 6= wN , therefore using the intertwining relation of Proposition 5.2.1 we conclude

that the right hand side of (5.11) equals

LN−1(wN−1,w1:N−1)(QqNKN )(z, (wN−1, wN ))

= LN−1(wN−1,w1:N−1)QqN (z, wN )KN (wN , (wN−1, wN ))

= LN (z,w)QqN (z, wN )

as required.

Part II: Iterating from even to odd row. Suppose that N = 2n− 1, for some

n ≥ 1 and assume that

QqN−1LN−1 = LN−1Q̂
q
N−1.

We again introduce a matrix AN onWn−1,n
0 = {(x, y) ∈ Wn−1

0 ×Wn
0 : x � y} which

focuses only on the bottom two levels. The matrix AN has off-diagonal entries given

for (x, y), (x′, y′) ∈ Wn−1,n
0 as in the following table

(x′, y′) AN ((x, y), (x′, y′)))

(x+ ei, y + ei), xi = yi, for some i ∈ [n] QqN−1(x, x+ ei)

(x+ ei, y), xi < yi, for some i ∈ [n] QqN−1(x, x+ ei)

(x− ei, y − ei+1), xi = yi+1, for some i ∈ [n− 1] QqN−1(x, x− ei)
(x− ei, y), xi > yi+1, for some i ∈ [n− 1] QqN−1(x, x− ei)
(x, y − ei), for some i ∈ [n] a−1

n Li(y;x)
(x, y + ei), for some i ∈ [n] anRi(y;x)

where Ri, Li are defined in (5.1), (5.2). All the other off-diagonal entries equal to
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zero. The diagonal entries are for (x, y) ∈ Wn−1,n
0 given by

AN ((x, y), (x, y))) = −
n−1∑
i=1

(ai + a−1i )−
n∑

i=1

[a−1n Li(y;x) + anRi(y;x)]. (5.12)

We now need to define a Markov kernel from Wn
0 to Wn−1,n

0 , i.e. a mapping

from Wn
0 ×W

n−1,n
0 to [0, 1] satisfying the properties of definition 3.1.1. It is easy

to see that the function P̂(N)
y (a; q), with N = 2n − 1, defined in (5.4) satisfies the

following recursion

P̂(N)
y (a; q) =

∑
x∈Wn−1

0 :x�y

Λan,qN−1,N (x, y)P̂(N−1)
x (ã; q)

where for a = (a1, ..., an), ã is a vector containing its first n−1 components. There-

fore, m :Wn−1,n
0 7→ [0, 1], defined by

mN (x, y) = Λan,qN−1,N (x, y)
P̂(N−1)
x (ã; q)

P̂(N)
y (a; q)

gives a Markov kernel KN from Wn
0 to Wn−1,n

0 defined by

KN (y, (x′, y′)) = mN (x′, y′)1y′=y.

Proposition 5.2.2. The transition kernel QqN is intertwined with AN via the kernel

KN , i.e. the relation

QqNKN = KNAN

holds.

Proof. The intertwining relation of Proposition 5.2.2 is equivalent to

QqN (y, y′) =
∑
x�y

mN (x, y)

mN (x′, y′)
AN ((x, y), (x′, y′)), y ∈ Wn

0 , (x
′, y′) ∈ Wn−1,n

0 (5.13)

where the summation is over x ∈ Wn−1
0 such that (x, y) ∈ Wn−1,n

0 .

Proving (5.13) is similar to the calculations we performed for the odd-to-even

intertwining relation (5.8). Therefore, we will skip the calculations for most of the

transitions and we will only prove the intertwining relation for the diagonal case,

i.e. y = y′ and the rightward transition of Y n.

STEP 1: For the diagonal case y = y′, we note that AN ((x, y′), (x′, y′)) is non-

zero only for the following cases
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a) x = x′ + ei, for some 1 ≤ i ≤ n− 1 assuming x′i < y′i ;

b) x = x′ − ei, for some 1 ≤ i ≤ n− 1 assuming x′i > y′i+1;

c) x = x′.

Let us calculate the contribution of each case to the right-hand side of (5.12).

For a), let x = x′ + ei, for some 1 ≤ i ≤ n− 1 where x′i < y′i. We then calculate

mN (x′ + ei, y
′)

mN (x′, y′)
AN ((x′ + ei, y

′), (x′, y′)) =
mN (x′ + ei, y

′)

mN (x′, y′)
QqN−1(x′ + ei, x

′)

= a−1
n (1− qy′i−x′i)1− qx′i−x′i+1+1

1− qx′i−y′i+1+1
.

It is easy to check that the last quantity equals

a−1
n (Li+1(y′;x′) + qy

′
i+1−x′i+1 − qy′i−x′i).

For case b), which corresponds to x = x′− ei for some 1 ≤ i ≤ n−1 with x′i > y′i+1,

we have

mN (x′ − ei, y′)
mN (x′, y′)

AN ((x′ − ei, y′), (x′, y′)) =
mN (x′ − ei, y′)
mN (x′, y′)

QqN−1(x′ − ei, x′)

= an(1− qx′i−y′i+1)
1− qx′i−1−x′i+1

1− qy′i−x′i+1

which is equal to

an(Ri(y
′;x′) + qx

′
i−1−y′i − qx′i−y′i+1).

Finally, for case c) we have that this equals AN ((x′, y′), (x′, y′)) as defined in (5.12).

Therefore, combining the cases a), b) with the case corresponding to x = x′ we

conclude that

∑
x�y′

mN (x, y′)

mN (x′, y′)
AN ((x, y′), (x′, y′)) = −

n−1∑
i=1

(ai + a−1
i )− an − a−1

n (1− qy′n).

as required.

STEP 2: For the rightward transition of Y n, i.e. the case y = y′− en we have that

QqN (y′ − eN , y′) =
P̂(N)
y′ (a; q)

P̂(N)
y′−en(a; q)

fN (y′ − en, y′)
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and

mN (x, y)

mN (x′, y′)
=

Λa
−1
n ,q
N−1,N (x, y′ − en)

Λa
−1
n ,q
N−1,N (x′, y′)

P̂(N)
y′ (a; q)

P̂(N)
y′−en(a; q)

P̂(N−1)
x (ã; q)

P̂(N−1)
x′ (ã; q)

.

Therefore, proving (5.13), for y = y′ − en is equivalent to proving the following

relation

Λan,qN−1,N (x′, y′)fN (y′−en, y′) =
∑

x�y′−en

Λan,qN−1,N (x, y′−en)
P̂(N−1)
x (ã; q)

P̂(N−1)
x′ (ã; q)

AN ((x, y′−en), (x′, y′)).

(5.14)

The transition y′ = y + en can only have occurred due to jump of the leftmost

particle of Y of its own volition hence in this case x = x′ and the right hand side of

(5.14) equals

Λan,qN−1,N (x′, y′ − en)
P̂(N−1)
x′ (ã; q)

P̂(N−1)
x′ (ã; q)

AN ((x′, y′ − en), (x′, y′))

= Λan,qN−1,N (x′, y′)a−1
n

1− qy′n−1−y′n+1

1− qx′n−1−y′n+1
anRn(y′ − en;x′).

Using the definition of Ri(y;x) we immediately see that the last quantity equals

Λan,qN−1,N (x′, y′)(1− qy′n−1−y′n+1).

Following the same arguments as for the odd-to-even case, one can prove the

main intertwining relation (5.6) for N = 2n − 1 from the intertwining relation of

Proposition 5.2.2.
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Chapter 6

Calculating the law of processes

on patterns

In Chapters 4 and 5 we studied two processes whose state is space the set of integer-

valued Gelfand-Tsetlin patterns denoted by KN
0 and proved that under appropriate

initial conditions, if N = 2n for some n ≥ 1 then the shape of the pattern for

each process is a partition that evolves as a continuous-time Markov process. More

specifically, if a = (a1, ..., an) ∈ Rn and q ∈ (0, 1) then the shape evolves as a Markov

process on the set of partitions with at most n parts, Λn ≡ Wn
0 , with transition rate

matrix with entries given by

Qqn(z, z′) :=


P(n)
z′ (a; q)

P(n)
z (a; q)

fn(z, z′) if z′ = z ± ei, for some 1 ≤ i ≤ n

−
∑n

i=1(ai + a−1
i ) if z′ = z

0 otherwise

where fn(z, z′) is defined in (2.11) and P(n)
z (a; q) is defined via the recursion in 2.5.1.

In this chapter we will attempt to study the law of the process of the shape

of the patterns. Then we can obtain the law of the whole pattern using the in-

tertwining kernel. In order to do that we need an orthogonality and completeness

result associated with the polynomials P(n). Unfortunately, the only results that

appear in the literature are in terms of the q-deformed so2n+1-Whittaker functions

defined in Chapter 2. Therefore, the majority of the results in this Chapter are valid

assuming the conjecture that the q-deformed so2n+1-Whittaker functions satisfy the

recursion in 2.5.1 is true.
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For t ≥ 0, z ∈ Wn
0 and a ∈ Rn>0, we define the function

p
(n)
t (z; a, q) =

P(n)
z (a; q)Q

(n)
z (t; q)

Π(a; t)
(6.1)

where P(n)
z (a; q) is the function defined in 2.5.1

Π(a; t) := e
∑n
i=1(ai+a

−1
i )t (6.2)

and

Q(n)
z (t; q) :=

〈Π(·; t),P(n)
z (·; q)〉∆̂(n)

〈P(n)
z (·, q),P(n)

z (·; q)〉∆̂(n)

where 〈·, ·〉∆̂(n) is the inner product defined in (2.6).

Assuming that Conjecture 2.5.2 holds, the polynomials P(n) are orthogonal

with respect to the inner product 〈·, ·〉∆̂(n) and by (2.7) it holds that

〈P(n)
z (·; q),P(n)

z (·; q)〉∆̂(n) = 1/∆(n)
z

where

∆(n)
z =

(q; q)n∞
(q; q)zn

∏
1≤j<n(q; q)zj−zj+1

.

Therefore, we may re-write Q
(n)
z (t; q) as follows

Q(n)
z (t; q) = ∆(n)

z 〈Π(·; t),P(n)
z (·; q)〉∆̂(n) . (6.3)

Lemma 6.0.3. Under the assumption of Conjecture 2.5.2, p
(n)
t (·; a, q) defines a

probability measure on the set of partitions Λn.

Proof. Since all the terms that appear in the recursion 2.5.1 defining the function

P(n) are non-negative, we have that p
(n)
t (z; a, q) ≥ 0 for every t > 0, z ∈ Wn

0 .

Moreover, we calculate∑
z∈Wn

0

P(n)
z (a; q)Q(n)

z (t; q) =
∑
z∈Wn

0

P(n)
z (a; q)∆(n)

z 〈Π(·; t),P(n)
z (·; q)〉∆̂(n)

=
〈

Π(·; t),
∑
z∈Wn

0

∆(n)
z P(n)

z (a; q)P (n)
z (·; q)

〉
∆̂(n)

.

If Conjecture 2.5.2 holds, we may use the orthogonality result of Corollary

2.4.5 we have that ∑
z∈Wn

0

P(n)
z (a; q)Q(n)

z (t; q) = Π(a; t)

88



for every a ∈ Tn.

We would like to prove the identity for a ∈ Rn>0. Let us consider the function

f(a) = f(a1, ..., an) =
∑
z∈Wn

0

P(n)
z (a; q)Q(n)

z (t; q)

for a ∈ Cn \ {0}.
On the n-dimensional torus Tn, we have that f(a) = Π(a; t). If the function

f is holomorphic on Cn \{0}, then using the identity theorem we may conclude that

f coincides with Π(·; t), everywhere on Cn \ {0}.
We will only prove that f is holomorphic on Cn \ {0} when n = 1. Although

we don’t have a proof for the general case, we believe that the result holds for every

n ≥ 1.

The function P(1)
(k)(a; q)Q

(1)
(k)(t; q) is holomorphic on Cn\{0}. In order to prove

that

f(a) =

∞∑
k=0

P(1)
(k)(a; q)Q

(1)
(k)(t; q)

is holomorphic for every a ∈ C away from the origin we need to show that for any

compact region A ⊂ C \ {0} and any ε > 0 there exists k0 ∈ N such that

∞∑
k=k0

|P(1)
(k)(a; q)Q

(1)
(k)(t; q)| ≤ ε (6.4)

for all a ∈ A.

Fix d > 1 and assume that A ≡ Ad = {a ∈ C : 1
d ≤ |a| ≤ d}. Then for every

k ≥ 0, we have the following bound

|P(1)
k (a; q)| ≤

√
2 + 1√

2
((
√

2 + 1)d)k. (6.5)

Let us prove the bound by induction on k. When k = 0, the result holds trivially

since P(1)
(0) (a; q) = 1. When k = 1, we have

P(1)
(1) (a; q) = a+ a−1

therefore

|P(1)
(1) (a; q)| ≤ 2d <

√
2 + 1√

2
((
√

2 + 1)d).

We assume now that the result holds for l ≤ k. Using the Pieri formula we proved
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in Corollary 4.3.2 we have that P(1)
(k)(·; q) satisfies the recurrence relation

(a+ a−1)P(1)
(k)(a; q) = P(1)

(k+1)(a; q) + (1− qk)P(1)
(k−1)(a; q)

then, using the induction hypothesis, we have

|P(1)
(k+1)(a; q)| = |a+ a−1||P(1)

(k)(a; q)|+ (1− qk)|P(1)
(k−1)(a; q)|

≤ 2d

√
2 + 1√

2
((
√

2 + 1)d)k + (1− qk)
√

2 + 1√
2

((
√

2 + 1)d)k−1

≤
√

2 + 1√
2

((
√

2 + 1)d)k+1

as required.

Let us now calculate Q(k)(t; q) for large k. Ismail in [Ism86] obtain asymp-

totics for the Askey-Wilson polynomials, as k → ∞. For the continuous q-Hermite

polynomials, P(1)
k (b; q), he proved that, as k → ∞, the leading term of P(1)

(k)(b; q),

for b ∈ T and q ∈ (0, 1) fixed, is asymptotically equivalent to

(q; q)k
(q; q)∞

[ bk

(b−2; q)∞
+

b−k

(b2; q)∞

]
=

(q; q)k
(q; q)∞

bk(b2; q)∞ + b−k(b−2; q)∞
(b2, b−2; q)∞

.

We now need to calculate upper bounds for the modulus of the integrals

I =
1

2πi

∫
T
e(b+b−1)tbk(b2; q)∞

db

b

and

II =
1

2πi

∫
T
e(b+b−1)tb−k(b−2; q)∞

db

b
.

For I, let us make the change of variables a = br, for some r > 0, then if we denote

by Tr = {z ∈ C : |z| = r}, the torus of radius r, we can write I as follows

I = r−k
∫
Tr
e(ar−1+a−1r)tak(a2r−2; q)∞

da

a
.

Note that, for every r > 0, both Tr and T enclose the same poles of the integrand,

therefore, using Cauchy’s theorem we have

I = r−k
∫
T
e(ar−1+a−1r)tak(a2r−2; q)∞

da

a
.
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After making the change of variable a = eiθ we find that

|I| ≤ r−n 1

2π

∫ 2π

0
et(r+r

−1) cos θ|(e2iθr−2; q)∞|dθ

≤ r−n(−r−2; q)∞
1

2π

∫ 2π

0
et(r+r

−1) cos θdθ

= r−n(−r−2; q)∞I0(t(r + r−1))

where I0(z) is the modified Bessel function of first kind given by

I0(z) =
1

π

∫ π

0
ez cos θdθ.

Similarly, making the change of variable a = b/r, we can show that

|II| ≤ r−n(−r−2; q)∞I0(t(r + r−1)).

Therefore, for k sufficiently large we may bound |Q(1)
(k)(t; q)| by Cr−k, where C

depends on r, t but not on k. Choosing r = ((
√

2 + 1)d)2 we may conclude that for

k sufficiently large and a ∈ Ad

|P (1)
(k) (a; q)Q

(1)
(k)(t; q)| ≤ C((

√
2 + 1)d)−k

for some C that depends only on t, d which completes the proof of the inequality

(6.4).

Proposition 6.0.4. Let Z = (Z(t), t ≥ 0) be the process with transition rate matrix

{Qqn(z, z′), z, z′ ∈ Wn
0 }, started from the origin. Then, under Conjecture 2.5.2, Z

has law at time t ≥ 0 given by p
(n)
t (·; a, q).

Proof. We have to show two things; first that p
(n)
t (z; a, q) solves the forward equation

for the process Z and second that at time t = 0, the function concentrates at the

zero configuration.

For the forward equation we want to show that

∂

∂t
p

(n)
t (z; a, q) =

∑
z′ 6=z

(
p

(n)
t (z′; a, q)Qqn(z′, z)− p(n)

t (z; a, q)Qqn(z, z′)
)
.
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Now, we have

∑
z′ 6=z

p
(n)
t (z′; a, q)Qqn(z′, z) =

∑
z′ 6=z

P(n)
z′ (a; q)Q

(n)
z′ (t; q)

Π(a; t)

P(n)
z (a; q)

P(n)
z′ (a; q)

fn(z′, z)

=
P(n)
z (a; q)

Π(a; t)

∑
z′ 6=z

Q
(n)
z′ (t; q)fn(z′, z)

=
P(n)
z (a; q)

Π(a; t)

n∑
i=1

(
Q

(n)
z−ei(t; q)(1− q

zi−1−zi+1)

+Q
(n)
z+ei

(t; q)(1− qzi−zi+1+1)
)
.

We calculate

∆
(n)
z+ei

=
(q; q)n∞

(q; q)zn

(∏
1≤j<n
j 6=i−1,i

(q; q)zj−zj+1

)
(q; q)zi−1−(zi+1)(q; q)(zi+1)−zi+1

= ∆(n)
z

(q; q)zi−1−zi(q; q)zi−zi+1

(q; q)zi−1−zi−1(q; q)zi−zi+1+1

= ∆(n)
z

1− qzi−1−zi

1− qzi−zi+1+1

therefore

Q
(n)
z+ei

(t; q) = ∆
(n)
z+ei
〈Π(·; t),P(n)

z+ei
(·; q)〉∆̂(n)

= ∆(n)
z

1− qzi−1−zi

1− qzi−zi+1+1
〈Π(·; t),P(n)

z+ei
(·; q)〉∆̂(n)

= ∆(n)
z

1

1− qzi−zi+1+1
〈Π(·; t), fn(z, z + ei)P(n)

z+ei
(·; q)〉∆̂(n) .

Similarly we have

∆
(n)
z−ei = ∆(n)

z

1− qzi−zi+1

1− qzi−1−zi+1

and

Q
(n)
z−ei(t; q) = ∆(n)

z

1

1− qzi−1−zi+1
〈Π(·; t), fn(z, z − ei)P(n)

z−ei(·; q)〉∆̂(n) .
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Combining the above calculations we conclude that∑
z′ 6=z

p
(n)
t (z′; a, q)Qqn(z′, z)

=
P(n)
z (a; q)

Π(a; t)
∆(n)
z

1

(2πi)nn!

∫
Tn

Π(b; t)
n∑
i=1

(
fn(z, z + ei)P(n)

z+ei
(b; q)

+ fn(z, z − ei)P(n)
z−ei(b; q)

)
∆̂(n)(b)

n∏
j=1

dbj
bj

=
P(n)
z (a; q)

Π(a; t)
∆(n)
z

1

(2πi)nn!

∫
Tn

Π(b; t)
n∑
i=1

(bi + b−1
i )P(n)

z (b; q)∆̂(n)(b)
n∏
j=1

dbj
bj

=
P(n)
z (a; q)

Π(a; t)

∂

∂t
Q(n)
z (t; q)

where for the second equality we used the eigenrelation of Proposition 2.4.7. There-

fore, it follows that

∂

∂t
p

(n)
t (z; a, q) =

∑
z′ 6=z

p
(n)
t (z′; a, q)Qqn(z′, z)− p(n)

t (z; a, q)

n∑
i=1

(ai + a−1
i )

=
∑
z′ 6=z

(
p

(n)
t (z′; a, q)Qqn(z′, z)− p(n)

t (z; a, q)Qqn(z, z′)
)

where for the second equality we used again Proposition 2.4.7.

Let us finally calculate the behaviour of the law at time t = 0. By its definition it

holds that Π(·; 0) ≡ 1 therefore

p
(n)
0 (z; a, q) = P (n)

z (a; q)∆(n)
z 〈1,P(n)

z (·; q)〉∆̂(n) .

Moreover, we observe that P
(n)
0 (·; q) = 1, since the set of symplectic Gelfand-Tsetlin

patterns whose shape is the zero partition, which we denote by 0, contains only the

pattern with all coordinates equal to 0. Therefore

p
(n)
0 (z; a, q) = P(n)

z (a; q)∆(n)
z 〈P

(n)
0 (·; q),P(n)

z (·; q)〉∆̂(n)

= P(n)
z (a; q)1z=0

where the last equality follows from (2.7). Hence we conclude that

p
(n)
0 (z; a, q) = 1z=0.
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Let Z = (Z(t), t ≥ 0) be the process on the set of integer-valued symplectic

Gelfand Tsetlin patterns, KN
0 , with N = 2n, that evolves according to q-Berele

dynamics from chapter 4 or the fully randomised version of chapter 5 and starts

at the origin. Proposition 6.0.4 together with Theorems 4.3.1 and 5.1.1 imply the

following for the law of the process on the pattern.

Corollary 6.0.5. Suppose that Z starts at the origin. Then under Conjecture 2.5.2,

for t ≥ 0

P(Z(t) = z) =
wNa,q(z)QzN (t; q)

Π(a; t)

where wNa,q(z) is the kernel of the function P defined in 4.2.

6.1 Calculating moments

For a function f : Wn
0 → R, let 〈f(Z)〉a,qn,t :=

∑
z∈Wn

0
f(z)p

(n)
t (z; a, q) denote the

expectation of f(Z) under p
(n)
t (·; a, q).

Proposition 6.1.1. For k ∈ N, assuming Conjecture 2.5.2 holds,it holds that

〈q−kZ1〉a,qn,t =

k∑
j=0

(
k

j

)
Dj
nΠ(a; t)

Π(a; t)

where Dj
n denotes the convolution of the Koornwinder operator Dn, we defined in

(2.8), with itself j times and Π(a; t) is defined in (6.2).

Proof. By Proposition 2.4.6 we have that for every j ≥ 1, it holds that

Dj
nP(n)

z (a; q) = (q−z1 − 1)jP(n)
z (a; q)

therefore we have the following

〈(q−Z1 − 1)j〉a,qn,t =
∑
z∈Wn

0

(q−z1 − 1)j
P(n)
z (a; q)Q

(n)
z (t; q)

Π(a; t)

=
1

Π(a; t)

∑
z∈Wn

0

Dj
nP(n)

z (a; q)Q(n)
z (t; q)

=
1

Π(a; t)
Dj
n

∑
z∈Wn

0

P(n)
z (a; q)Q(n)

z (t; q)

=
Dj
nΠ(a; t)

Π(a; t)
.
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We then find

〈q−kZ1〉a,qn,t = 〈
k∑
j=0

(
k

j

)
(q−Z1 − 1)j〉a,qn,t

=

k∑
j=0

(
k

j

)
〈(q−Z1 − 1)j〉a,qn,t

=

k∑
j=0

(
k

j

)
Dj
nΠ(a; t)

Π(a; t)
.

The action of the operators Dn on some special symmetric functions can be

represented via contour integrals.

Proposition 6.1.2. For F (u1, ..., un) = f(u1)...f(un) such that f(u) = f(u−1)

((Dn)kF )(a)

F (a)
=

(−1)k

(2πi)k

∮
...

∮ k∏
j=1

1

1− qs2
j

( n∏
i=1

1

(sj − ai)(sj − a−1
i )

)

×
( j−1∏
l=1

(sl − sj)(sl − s−1
j )

(sl − qsj)(sl − q−1s−1
j )

f(qsj)

f(sj)
− 1
)dsj
sj

where the sj-contour encircles the poles q−1/2, a±1
1 , ..., a±1

n , (qsj+1)±1, ..., (qsk)
±1

and no other singularities of the integrand.

Proof. For k = 1 using the residue theorem we have that the right-hand side of

(6.1.2) equals

∑
p

Res
( −s−1

1− qs2

n∏
i=j

1

(s− aj)(s− a−1
j )

(f(qs)

f(s)
− 1
)

; p
)

where the summation is over {a±1
1 , ..., a±1

n , q−1/2}, the set of singularities of the

integrand.
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The residue corresponding to the pole p = ai, for some 1 ≤ i ≤ n is given by

−s−1

1− qs2

1

s− a−1
i

∏
j 6=i

1

(s− aj)(s− a−1
j )

(f(qs)

f(s)
− 1
)∣∣∣∣∣
s=ai

=
1

(1− a2
i )(1− qa2

i )

∏
j 6=i

1

(ai − aj)(ai − a−1
j )

(f(qai)

f(ai)
− 1
)

= Ai(a; q)
(f(qai)

f(ai)
− 1
)

where Ai(a; q) is given in (2.9).

Similarly, the residue for p = a−1
i , for some 1 ≤ i ≤ n, is calculated to be

Ai(a
−1; q)

(f(qa−1
i )

f(a−1
i )
− 1
)
.

Finally, for the residue corresponding to p = q−1/2 we have

−s−1

−2qs

n∏
j=1

1

(s− aj)(s− a−1
j )

(f(qs)

f(s)
− 1
)∣∣∣∣∣
s=q−1/2

=
1

2

n∏
j=1

1

(q−1/2 − aj)(q−1/2 − a−1
j )

( f(q1/2)

f(q−1/2)
− 1
)

= 0

due to symmetry of the function f , f(u−1) = f(u).

Therefore the right-hand side of (6.1.2) equals

n∑
i=1

(
Ai(a; q)

(f(qai)

f(ai)
− 1
)

+Ai(a
−1; q)

(f(qa−1
i )

f(a−1
i )
− 1
))

which equals the left-hand side due to the symmetry of the function f .
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Assuming that the hypothesis is true for k ≥ 1, we have that

((Dn)k+1F )(a)

F (a)
=

1

F (a)
Dn

[
F (a)

(−1)k

(2πi)k

∮
...

∮ k∏
j=1

1

1− qs2
j

( n∏
i=1

1

(sj − ai)(sj − a−1
i )

)

×
( j−1∏
l=1

(sl − sj)(sl − s−1
j )

(sl − qsj)(sl − q−1s−1
j )

f(qsj)

f(sj)
− 1
)dsj
sj

]
=

1

F (a)
Dn

[ (−1)k

(2πi)k

∮
...

∮ n∏
i=1

(
f(ai)

k∏
j=1

1

(sj − ai)(sj − a−1
i )

)

×
k∏
j=1

1

1− qs2
j

( j−1∏
l=1

(sl − sj)(sl − s−1
j )

(sl − qsj)(sl − q−1s−1
j )

f(qsj)

f(sj)
− 1
)dsj
sj

]

=
1

F (a)

(−1)k

(2πi)k

∮
...

∮
Dn

[ n∏
i=1

(
f(ai)

k∏
j=1

1

(sj − ai)(sj − a−1
i )

)]

×
k∏
j=1

1

1− qs2
j

( j−1∏
l=1

(sl − sj)(sl − s−1
j )

(sl − qsj)(sl − q−1s−1
j )

f(qsj)

f(sj)
− 1
)dsj
sj

applying Dn to the function

G(a1, ..., an) =
n∏
i=1

g(ai) =
n∏
i=1

f(ai)
k∏
j=1

1

(sj − ai)(sj − a−1
i )

we find that

1

F (a)
(DnG)(a) =

1

F (a)

n∑
i=1

(
Ai(a; q)

(
Tq,iG(a)−G(a)

)
+Ai(a

−1; q)
(
Tq−1,iG(a)−G(a)

))
=
G(a)

F (a)

n∑
i=1

(
Ai(a; q)

(g(qai)

g(ai)
− 1
)

+Ai(a
−1; q)

(g(q−1ai)

g(ai)
− 1
))

=

k∏
j=1

1

(sj − ai)(sj − a−1
i )

n∑
i=1

(
Ai(a; q)

(g(qai)

g(ai)
− 1
)

+Ai(a
−1; q)

(g(q−1ai)

g(ai)
− 1
))

and hence we conclude that

((Dn)k+1F )(a)

F (a)
=

n∑
i=1

(I+
i + I−i )
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where

I+
i = Ai(a; q)

(−1)k

(2πi)k

∮
...

∮ k∏
j=1

1

1− qs2
j

( n∏
i=1

1

(sj − ai)(sj − a−1
i )

)

×
( j−1∏
l=1

(sl − sj)(sl − s−1
j )

(sl − qsj)(sl − q−1s−1
j )

f(qsj)

f(sj)
− 1
)(g(qai)

g(ai)
− 1
)dsj
sj

and the sj-contour contains the poles q−1/2, a±1
1 , ..., a±1

n , (qsj+1)±1, ..., (qsk)
±1 as be-

fore and in addition the poles (qai)
±1, for 1 ≤ i ≤ n due to the term

g(qai)

g(ai)
.

Similarly, the integrals I−i is given by

I−i = Ai(a
−1; q)

(−1)k

(2πi)k

∮
...

∮ k∏
j=1

1

1− qs2
j

( n∏
i=1

1

(sj − ai)(sj − a−1
i )

)

×
( j−1∏
l=1

(sl − sj)(sl − s−1
j )

(sl − qsj)(sl − q−1s−1
j )

f(qsj)

f(sj)
− 1
)(g(qa−1

i )

g(a−1
i )
− 1
)dsj
sj

with the sj-contour containing the poles q−1/2, a±1
1 , ..., a±1

n , (qsj+1)±1, ..., (qsk)
±1 and

(qa−1
i )±1, for 1 ≤ i ≤ n due to the term

g(qa−1
i )

g(a−1
i )

.

On the other hand let us consider the following multiple integral

(−1)k+1

(2πi)k+1

∮
...

∮ k+1∏
j=1

1

1− qs2
j

( n∏
i=1

1

(sj − ai)(sj − a−1
i )

)

×
( j−1∏
l=1

(sl − sj)(sl − s−1
j )

(sl − qsj)(sl − q−1s−1
j )

f(qsj)

f(sj)
− 1
)dsj
sj

if we apply the Residue Theorem to the sk+1-contour we will also get
∑n

i=1(I+
i +I−i ).

The calculations are similar to the k = 1 case. Therefore the hypothesis holds for

k + 1 and the proof concludes.

Corollary 6.1.3. For k ∈ N, assuming Conjecture 2.5.2 holds,it holds that

〈q−kZ1〉a,qn,t =
k∑
l=0

(
k

l

)
(−1)l

(2πi)l

∮
...

∮ l∏
j=1

1

1− qs2
j

( n∏
i=1

1

(sj − ai)(sj − a−1
i )

)

×
( j−1∏
i=1

(si − sj)(si − s−1
j )

(si − qsj)(si − q−1s−1
j )

e((q−1)sj+(q−1−1)s−1
j )t − 1

)dsj
sj
.

(6.6)
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where for the l-th term the sj-contour encloses the poles q−1/2, a±1
i , for 1 ≤ i ≤ n

and (qsi)
±1, for j + 1 ≤ i ≤ l.

Proof. The result follows directly from Proposition 6.1.1 using equation (6.1.2) for

the function F (u1, ..., un) =
∏n
j=1 exp

(
(uj + u−1

j )t
)
.
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Chapter 7

On a classical limit of the

q-deformed so2n+1-Whittaker

functions

In chapter 2 we defined 2.5.1 a family of polynomials parametrized by partitions

and conjectured 2.5.2 that these polynomials coincide with the q-deformed so2n+1-

Whittaker functions. In this chapter we will prove that the classical so2n+1-Whittaker

functions are degenerations of these polynomials.

In section 7.1 we recall the definition of the so2n+1-Whittaker functions. In

section 7.2 we propose a scaling of the polynomials P(n) and prove the convergence

to the so2n+1-Whittaker functions.

7.1 The so2n+1-Whittaker functions

The quantum Toda lattice is a quantum integrable system associated with a Lie

algebra g and has Hamiltonian given by

Hg =
1

2

n∑
i=1

∂2

∂x2
i

−
n∑
i=1

die
−〈αi,x〉 (7.1)

where (αi, i = 1, ..., n) are the simple roots corresponding to the algebra g, (di, i =

1, ..., n) are appropriate constants and 〈·, ·〉 denotes the dot product.

Our main interest focuses on the Bn type root system which corresponds to

the Lie algebra so2n+1. The simple roots are

αi = ei − ei+1, 1 ≤ i ≤ n− 1, αn = en
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where (e1, ..., en) denotes the orthonormal basis in Rn. The coroots, defined for a

root α by α∨ = 2
〈α,α〉α, are the following

α∨i = ei − ei+1, 1 ≤ i ≤ n− 1, α∨n = 2en.

The coefficients, di, i = 1, ..., n, that appear in the Hamiltonian (7.1) are chosen

such that the matrix (di〈α∨i , αj〉)ni,j=1 is symmetric. Therefore, the Hamiltonian

corresponding to g = so2n+1 takes the form

Hso2n+1 =
1

2

n∑
i=1

∂2

∂x2
i

−
n−1∑
i=1

exi+1−xi − 1

2
e−xn . (7.2)

The so2n+1-Whittaker functions are eigenfunctions of the operator Hso2n+1 .

We will defined them via their Givental-type integral representation proved in [GLO08,

GLO12a].

Definition 7.1.1 ([GLO08, GLO12a]). For n ≥ 1, λ = (λ1, ..., λn) ∈ Cn and

x ∈ Rn, the so2n+1-Whittaker function admits an integral representation as follows

Ψ
so2n+1

λ (x) =

∫
Γ[x]

2n−1∏
k=1

[ k+1
2

]∏
i=1

dxki e
Fλ(x),

where the exponent Fλ(x) is given by

Fλ(x) =
n∑
k=1

λk(2|x2k−1| − |x2k| − |x2k−2|)−
n∑
k=1

( k−1∑
i=1

(ex
2k−1
i −x2ki + ex

2k
i+1−x

2k−1
i )

+(e−x
2k−1
k + ex

2k−1
k −x2kk ) +

k−1∑
i=1

(ex
2k−1
i+1 −x

2k−2
i + ex

2k−2
i −x2k−1

i )
)

and Γ[x] is a small deformation of the subspace {x = (x1, ..., x2n) : xk ∈ R[ k+1
2

] with x2n =

x} such that the integral converges.

We observe that Ψso2n+1(x) exhibits a recursive structure. For λn ∈ C,
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x2n ∈ Rn and x2n−2 ∈ Rn−1 we define the kernel

Qn−1,n
λn

(x2n−2, x2n) =

∫
Rn

exp
(
λn
(
2|x2n−1| − |x2n| − |x2n−2|

)
−
n−1∑
i=1

(
ex

2n−1
i −x2ni + ex

2n
i+1−x

2n−1
i

)
−
(
e−x

2n−1
n + ex

2n−1
n −x2nn

)
−
n−1∑
i=1

(
ex

2n−1
i+1 −x

2n−2
i + ex

2n−2
i −x2n−1

i
)) n∏

i=1

dx2n−1
i .

(7.3)

Then

Ψ
so2n+1

λ (x) =

∫
Rn−1

Qn−1,n
λn

(x2n−2, x2n)Ψ
so2n−1

λ̃
(x2n−2)

n−1∏
j=1

dx2n−2
j (7.4)

with x ≡ x2n and λ̃ = (λ1, ..., λn−1).

When n = 1, the so2n+1-Whittaker function is related with the Macdonald function

as follows. For λ ∈ C and x ∈ R

Ψ
so2·1+1

λ (x) =

∫
R

exp
(
λ(2x1

1 − x2
1)− (e−x

1
1 + ex

1
1−x21)

)
dx1

1, x
2
1 = x

with the change of variable t = ex
1
1−x21/2 leading to the following representation

Ψ
so2·1+1

λ (x) =

∫ ∞
0

t2λ−1 exp
(
− e−x21/2

(
t+

1

t

))
dt = 2K2λ(2e−x/2).

As we mentioned before the so2n+1-Whittaker function are eigenfunction of

the Toda operator associated with the so2n+1-Lie algebra. More specifically, we have

the following result.

Theorem 7.1.2 ([GLO08, GLO12a]). For λ = (λ1, ..., λn) ∈ Cn, Ψ
so2n+1

λ (x) solves

the differential equation

Hso2n+1Ψ
so2n+1

λ (x) =
1

2
〈λ, λ〉Ψso2n+1

λ (x). (7.5)

Baudoin and O’Connell give the following characterization for the so2n+1-

Whittaker function for real-valued parameter in the type-B Weyl chamber.

Proposition 7.1.3 ([BO11], cor. 2.3, prop. 4.1). Let λ ∈ Rn such that λ1 > ... >

λn > 0. The function Ψ
so2n+1

λ is the unique solution to the differential equation (7.5)
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such that Ψ
so2n+1

λ (x)e−〈λ,x〉 is bounded with growth condition

Ψ
so2n+1

λ (x)e−〈λ,x〉
αi(x)→∞−−−−−−−→
1 ≤ i ≤ n

n∏
i=1

Γ(〈α∨i , λ〉)

where αi, α
∨
i for 1 ≤ i ≤ n are the roots and coroots for the Bn root system.

7.2 Whittaker functions as degenerations of q-Whittaker

functions

In this section we will show that the q-deformed so2n+1-Whittaker functions converge

to the so2n+1-Whittaker functions when we consider certain rescaling. In order to

do that we will use the recursive structure we conjectured in 2.5.1 for the q-deformed

so2n+1-Whittaker functions.

Definition 7.2.1. We introduce the following scaling:

zki = ε−1xki + (k − 2(i− 1))m(ε), 1 ≤ i ≤
[k + 1

2

]
, 1 ≤ k ≤ 2n

q = e−ε, al = eiελl , 1 ≤ l ≤ n

m(ε) = −[ε−1 log ε], A(ε) = −π
2

6ε
− 1

2
log

ε

2π

fα(y, ε) = (q; q)[ε−1y]+αm(ε), α ∈ Z≥1.

We also define the rescaling of the q-deformed so2n+1-Whittaker function as

Ψ
(n)
iλ,ε(x) = εn

2
en

2A(ε)P(n)
z (a; q).

with x = x2n and z = z2n.

Although the coordinates of the z-vector are ordered such that z1 ≥ ... ≥
zn ≥ 0, the same is not true for the coordinates of the x-vector. We need for a given

vector x ∈ Rn to be able to keep track of the indices that are out of order.

Definition 7.2.2. For x ∈ Rn define the set

σ(x) = {1 ≤ i ≤ n : xi ≤ xi+1}

with the convention xn+1 = 0.

Theorem 7.2.3. For all n ≥ 1 and λ ∈ Rn, the following hold.
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1) For each σ ⊂ {1, ..., n}, there exists a polynomial Rn,σ of n variables (chosen

independently of λ and ε) such that for all x with σ(x) = σ we have the following

estimate: for some c∗ > 0

|Ψ(n)
iλ,ε(x)| ≤ Rn,σ(x)(x)

∏
i∈σ(x)

exp{−c∗e−(xi−xi+1)/2}

with xn+1 = 0.

2) For x varying in a compact domain, Ψ
(n)
iλ,ε(x) converges, as ε goes to zero, uni-

formly to Ψ
so2n+1

iλ (x).

Before we proceed to the proof of the theorem we need to investigate the

behaviour of fα(y, ε), as ε goes to zero.

Proposition 7.2.4 ([GLO12b], lem. 3.1). For ε → 0+, the following expansions

hold

f1(y, ε) = eA(ε)+e−y+O(ε);

fα>1(y, ε) = eA(ε)+O(εα−1).

We moreover have the following bounds.

Proposition 7.2.5 ([BC11], prop. 4.1.9). Assume α ≥ 1, then for all y such that

ε−1yα,ε, with yα,ε = y + εαmε, is a non-negative integer

log fα(y, ε)−A(ε) ≥ −c+ ε−1e−yα,ε

where c = c(ε) > 0 is independent of all the other variables besides ε and tends to

zero with ε. On the other hand for all b∗ < 1

log fα(y, ε)−A(ε) ≤ c′ + (b∗)−1ε−1
∞∑
r=1

e−r(ε+yα,ε)

r2

where c′ = c′(yα,ε) < C for C < ∞ fixed and independent of all the variables and

where c′(yα,ε) can be taken to zero as yα,ε increases.

Corollary 7.2.6 ([BC11], corol. 4.1.10). Assume α ≥ 1, then for any M > 0 and

any δ > 0, there exists ε0 > 0 such that for all ε < ε0 and all y ≥ −M such that

ε−1yα,ε is a nonnegative integer,

log fα(y, ε)−A(ε)− εα−1e−y ∈ [−δ, δ].
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We also need upper bounds for some special integrals.

Lemma 7.2.7 ([BC11],lemma 7.3.5). For all m ≥ 0 there exists constant c = c(m) ∈
(0,∞) such that for a ≤ 0∫ 0

−∞
|x|me−e−(a+x)

dx ≤ c(m)e−e
−a
.

Corollary 7.2.8. For all m ≥ 0, c∗ ∈ (0, 1] and a, b ∈ R there exists polynomial of

two variables Rm,s, that depends on m and s = sign(a− b) such that∫ ∞
−∞

xm exp{−c∗(e−(a−x) + e−(x−b))}dx ≤ Rm,s(a, b) exp{−c∗e−(a−b)/2
1a≤b}.

Proof. The proof we will present here follows the step of the proof of Proposition

4.1.3 of [BC11]. Let us start by proving the case c∗ = 1. We will consider separately

the two cases a > b and a ≤ b.
CASE I: Let a > b, then we may split the integral as follows

(∫ b

−∞
+

∫ a

b
+

∫ +∞

a

)
xm exp

(
− e−(a−x) − e−(x−b)

)
dx.

Since e−(a−x) ≥ 0, we have for the first integral∫ b

−∞
xm exp

(
− e−(a−x) − e−(x−b)

)
dx ≤

∫ b

−∞
xm exp

(
− e−(x−b)

)
dx

=

∫ 0

−∞
(z + b)m exp

(
− e−z

)
dz

≤
m∑
r=0

(
m

r

)
|b|m−r

∫ 0

−∞
|z|r exp

(
− e−z

)
dz

using Lemma 7.2.7, the last expression is bounded by

m∑
r=0

(
m

r

)
c(r)|b|m−r

where c(r) is some constants depending only on r.

We will bound the second integral by∫ a

b
xmdx =

am+1 − bm+1

m+ 1
.
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Finally for the third integral we calculate∫ +∞

a
xm exp

(
− e−(a−x) − e−(x−b)

)
≤
∫ +∞

a
xm exp

(
− e−(a−x)

)
dx

=

∫ 0

−∞
(a− z)m exp

(
− e−z

)
dz

and using the same argument that we used for the first integral, we may bound the

third integral by
m∑
r=0

(
m

r

)
c(r)|a|m−r.

Therefore, when a > b the integral is bounded by a polynomial in a, b, as required.

CASE II: If a ≤ b we will split the integral as follows

(∫ a+b
2

−∞
+

∫ +∞

a+b
2

)
xm exp

(
− e−(a−x) − e−(x−b)

)
dx.

We will then bound the first integral by

∫ a+b
2

−∞
xm exp

(
− e−(x−b))dx =

∫ 0

−∞

(
z +

a+ b

2

)m
exp

(
− e−(z+a−b

2
)
)
dz

≤
m∑
r=0

(
m

r

)∣∣a+ b

2

∣∣m−r ∫ 0

−∞
|z|r exp

(
− e−(z+a−b

2
)
)
dz

and using Lemma (7.2.7), we conclude that the first integral is bounded by

m∑
r=0

(
m

r

)( |a|+ |b|
2

)m−r
c(r) exp

(
− e−

a−b
2

)
.

The second integral is also bounded by the same quantity, therefore when a ≤ b we

conclude that∫ ∞
−∞

xm exp
(
−e−(a−x)−e−(x−b))dx ≤ 2

m∑
r=0

(
m

r

)( |a|+ |b|
2

)m−r
c(r) exp

(
−e−

a−b
2

)
.

When c∗ < 1, we apply the result with A = a− log c∗ and B = b+ log c∗.

We are now ready to prove the convergence of the q-deformed so2n+1-Whittaker

function.

Proof. (of Theorem 7.2.3) We will prove the result by induction on the order n

taking advantage of the recursive structure of the function P(n)
z (a; q) we presented
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in 2.5.1.

STEP 1 - Base case: For n = 1, z2
1 ∈ Z≥0 and a1 ∈ R>0, using the scaling from

Definition 7.2.1, we have

a
2z11−z21
1 = eiλ1(2x11−x21)

and (
z2

1

z2
1 − z1

1

)
q

=
f2(x2

1, ε)

f1(x1
1, ε)f1(x2

1 − x1
1, ε)

.

The scaled function then takes the form

Ψ
(1)
iλ1,ε

(x2
1) = ε

∑
x11∈Rε1(x21)

eiλ1(2x11−x21) f2(x2
1, ε)e

−A(ε)

f1(x1
1, ε)e

−A(ε)f1(x2
1 − x1

1, ε)e
−A(ε)

(7.6)

where Rε1(x2
1) = {x1

1 ∈ εZ : −εm(ε) ≤ x1
1 ≤ x2

1 + εm(ε)}.
Part 1: Let us first prove an upper bound for the scaled function Ψ

(1)
iλ1,ε

(x2
1). Using

Proposition 7.2.5 we have that for some c = c(ε) > 0 that depends only on ε

|(f1(x1
1, ε)e

−A(ε)f1(x2
1 − x1

1, ε)e
−A(ε))−1| ≤ ec exp

(
− e−x11 − ex11−x21

)
and for any 0 < b∗ < 1 and C > 0, both independent of all the variables,

|f2(x2
1, ε)e

−A(ε)| ≤ exp
(
C + (b∗)−1ε−1

∞∑
r=1

e−r(x
2
1+2εm(ε))

r2

)
.

Let us calculate an upper bound for the series. We have that z2
1 ∈ Z≥0 which implies

that x2
1 + 2εm(ε) ≥ 0. Therefore a = e−(x21+2εm(ε)≥0) ∈ (0, 1] and hence the series

converges to the dilogarithm of a

Li2(a) =

∞∑
r=1

ar

r2
.

We observe that the function Li2(a)/a is increasing in (0, 1], therefore

Li2(a)

a
≤ Li2(1) =

π2

6
.

Moreover if 0 < a, b ≤ 1, the bound 2ab ≤ a+ b holds, therefore

Li2(ab) ≤ π2

12
(a+ b).

Since x1
1 ∈ Rε1(x2

1) it follows that both x2
1 − x1

1 + εm(ε) and x1
1 + εm(ε) are non-
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negative, therefore

Li2(e−(x21−x11+εm(ε))e−(x11+εm(ε))) ≤ π2

12
(e−(x21−x11+εm(ε)) + e−(x11+εm(ε))).

From the last inequality we conclude that

∣∣∣ f2(x2
1, ε)e

−A(ε)

f1(x1
1, ε)e

−A(ε)f1(x2
1 − x1

1, ε)e
−A(ε)

∣∣∣ ≤ C exp{−c∗(e−(x21−x11) + e−x
1
1)} (7.7)

where C is independent of all the variables and c∗ = 1− π2

12 (b∗)−1 ∈ (0, 1], provided

we choose π2

12 ≤ b
∗ < 1. Therefore

|Ψ(1)
iλ1,ε

(x2
1)| ≤ ε

∑
x11∈Rε1(x21)

C exp{−c∗(e−(x21−x11) + e−x
1
1)}

which is bounded above by the integral it converges

C

∫ ∞
−∞

exp{−c∗(e−(x21−x11) + e−x
1
1)}dx1

1.

The required bound then follows using Corollary 7.2.8 with a = x2
1 and b = 0.

Part 2: We assume that x2
1 varies in a compact set D2 = [a2, b2] ⊂ R. Let us

consider a second compact subset D1 = [a1, b1] of R where x1
1 will vary. The scaled

function Ψ
(1)
iλ1,ε

(x2
1), given in (7.6), can be split into three parts as follows

Ψ
(1)
iλ1,ε

(x2
1) =

(
ε

∑
x11∈εZ:

−εm(ε)≤x11≤a1

+ε
∑
x11∈εZ:

a1≤x11≤b1

+ε
∑
x11∈εZ:

b1≤x11≤x21+εm(ε)

)

eiλ1(2x11−x21) f2(x2
1, ε)e

−A(ε)

f1(x1
1, ε)e

−A(ε)f1(x2
1 − x1

1, ε)e
−A(ε)

.

Using Corollary 7.2.6, we have that in D1

eiλ1(2x11−x21) f2(x2
1, ε)e

−A(ε)

f1(x1
1, ε)e

−A(ε)f1(x2
1 − x1

1, ε)e
−A(ε)

converges uniformly to

eiλ1(2x11−x21) exp
(
−
(
ex

1
1−x21 + e−x

1
1
))
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and the Riemann sum converges to the corresponding integral∫
D1

eiλ1(2x11−x21) exp
(
−
(
ex

1
1−x21 + e−x

1
1
))
dx1

1

uniformly for x2
1 ∈ D2.

Let us now calculate upper bounds for the other two sums. Using the bound

in equation (7.7) the first sum can be bounded as follows

ε
∑
x11∈εZ:

−εm(ε)≤x11≤a1

C exp
(
− c∗(e−x11 + e−(x21−x11))

)
≤ C

∫ a1

−∞
exp

(
− c∗(e−x11 + e−(x21−x11))

)

≤ C
∫ a1

−∞
exp

(
− e−(x11−log c∗)

)
dx1

1

= C

∫ 0

−∞
exp

(
− e−(x11+(a1−log c∗))

)
dx1

1

using lemma 7.2.7, we may bound the last quantity by Ce−c
∗e−a1 uniformly in x2

1 ∈
D2, provided a1 ≤ log c∗. Similarly, the third sum can be bounded by Ce−c

∗e−(b2−b1)

uniformly for x2
1 ∈ D2, provided b1 is chosen such that it satisfies b1 ≥ b2 − log c∗.

Let η > 0, choose D1 = [a1, b1] such that the contribution of the extra two

sums is bounded above by η/3, i.e. choose a1, b1 such that

Ce−c
∗(e−a1+e−(b2−b1)) ≤ η

3
.

Then, using again Lemma 7.2.7 we can see that∫
R\D1

eiλ1(2x11−x21) exp
(
− (e−(x21−x11) + e−x

1
1)
)
dx1

1

is also bounded by η/3. Therefore we conclude that there exists ε0 > 0 such that

for every ε ≤ ε0
|Ψ(1)

iλ1,ε
(x2

1)−Ψso3
iλ1

(x2
1)| ≤ η

uniformly in x2
1 ∈ D2.

STEP 2 - Induction step: Let us now proceed to the proof of the bound for

n > 1. We assume that the result holds for n − 1. Let (a1, ..., an) ∈ Rn>0 and

z2n ∈ Λn = {z ∈ Zn≥0 : zi ≥ zi+1, 1 ≤ i < n}. We have conjectured in ... that the

q-deformed so2n+1-Whittaker function satisfies the recursion

P(n)
z2n

(a1, ..., an; q) =
∑

z2n−2∈Λn−1

Qn−1,n
an,q (z2n−2, z2n)P(n−1)

z2n−2 (a1, ..., an−1; q)
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with

Qn−1,n
an,q (z2n−2, z2n) =

∑
z2n−1∈Λn:

z2n−2≺z2n−1≺z2n

a2|z2n−1|−|z2n|−|z2n−2|
n

n−1∏
i=1

(
z2n−1
i − z2n−1

i+1

z2n−1
i − z2n−2

i

)
q

(
z2n
i − z2n

i+1

z2n
i − z

2n−1
i

)
q

(
z2n
n

z2n
n − z2n−1

n

)
q

.

Using the scaling from Definition 7.2.1 we have the following

a2|z2n−1|−|z2n|−|z2n−2|
n = eiλn(2|x2n−1|−|x2n|−|x2n−2|)

for 1 ≤ i < n(
z2n−1
i − z2n−1

i+1

z2n−1
i − z2n−2

i

)
q

=
f2(x2n−1

i − x2n−1
i+1 , ε)

f1(x2n−1
i − x2n−2

i , ε)f1(x2n−2
i − x2n−1

i+1 , ε)(
z2n
i − z2n

i+1

z2n
i − z

2n−1
i

)
q

=
f2(x2n

i − x2n
i+1, ε)

f1(x2n
i − x

2n−1
i , ε)f1(x2n−1

i − x2n
i+1, ε)

and (
z2n
n

z2n
n − z2n−1

n

)
q

=
f2(x2n

n , ε)

f1(x2n−1
n , ε)f1(x2n

n − x2n−1
n , ε)

.

Therefore the scaled function takes the following form

Ψ
(n)
iλ,ε(x

2n) = εn
∑

x2n−1∈Rε1(x2n)

(
eiλn(|x2n−1|−|x2n|)Λε(x2n−1, x2n)

× εn−1
∑

x2n−2∈Rε2(x2n−1)

(
eiλn(|x2n−1|−|x2n|)Λε(x2n−2, x2n−1)Ψ

(n−1)

iλ̃,ε
(x2n−2)

))
(7.8)

where Rε1(x2n) = {x2n−1 ∈ εZn : x2n
i+1 − εm(ε) ≤ x2n−1

i ≤ x2n
i + εm(ε), 1 ≤ i ≤ n},

with x2n
n+1 = 0, and Rε2(x2n−1) = {x2n−2 ∈ εZn−1 : x2n−1

i+1 − εm(ε) ≤ x2n−2
i ≤

x2n−1
i + εm(ε), 1 ≤ i ≤ n− 1} and

Λε(x2n−1, x2n) =
n−1∏
i=1

f2(x2n
i − x2n

i+1, ε)e
−A(ε)

f1(x2n
i − x

2n−1
i , ε)e−A(ε)f1(x2n−1

i − x2n
i+1, ε)e

−A(ε)

× f2(x2n
n , ε)e

−A(ε)

f1(x2n−1
n , ε)e−A(ε)f1(x2n

n − x2n−1
n , ε)e−A(ε)

Λε(x2n−2, x2n−1) =
n−1∏
i=1

f2(x2n−1
i − x2n−1

i+1 , ε)e−A(ε)

f1(x2n−1
i − x2n−2

i , ε)e−A(ε)f1(x2n−2
i − x2n−1

i+1 , ε)e−A(ε)
.
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PART 1: Let us start by proving the bound for the scaled function. Using the

same argument we used for proving inequality (7.7), we have the following bounds

|Λε(x2n−1, x2n)| ≤ C
n−1∏
i=1

exp{−c∗(e−(x2ni −x
2n−1
i ) + e−(x2n−1

i −x2ni+1))}

× exp{−c∗(e−(x2nn −x
2n−1
n ) + e−x

2n−1
n )}

|Λε(x2n−2, x2n−1)| ≤ C
n−1∏
i=1

exp{−c∗(e−(x2n−1
i −x2n−2

i ) + e−(x2n−2
i −x2n−1

i+1 ))}

for some C > 0 fixed and independent of all the variables and c∗ ∈ (0, 1].

By the inductive step, |Ψ(n−1)

iλ̃,ε
(x2n−2)| is essentially bounded by a polynomial,

Rn−1,σ(x2n−2)(x
2n−2), therefore the inner sum is bounded by the integral it converges

∫
Rn−1

C

n−1∏
i=1

exp{−c∗(e−(x2n−1
i −x2n−2

i )+e−(x2n−2
i −x2n−1

i+1 ))}Rn−1,σ(x2n−2)(x
2n−2)

n−1∏
i=1

dx2n−2
i

which, using Corollary 7.2.8, is bounded by a polynomial of n variables in x2n−1,

which we denote by Rn,σ(x2n−1)(x
2n−1), multiplied by a product of double exponen-

tials, which are bounded by 1. Moving to the outer sum we then have

|Ψ(n)
iλ,ε(x

2n)| ≤
∫
Rn
C
n−1∏
i=1

exp{−c∗(e−(x2ni −x
2n−1
i ) + e−(x2n−1

i −x2ni+1))}

× exp{−c∗(e−(x2nn −x
2n−1
n ) + e−x

2n−1
n )}Rn,σ(x2n−1)(x

2n−1)
n∏
i=1

dx2n−1
i

and again applying Corollary 7.2.8 we conclude that

|Ψ(n)
iλ,ε(x

2n)| ≤ Rn,σ(x2n)(x
2n)

∏
i∈σ(x2n)

exp{−c∗e−(x2ni −x2ni+1)/2}

as required.

PART 2: Let us now fix a compact subset D2n of Rn in which x2n may vary. For

η > 0 we may find a compact subset D2n−1 of Rn in which x2n−1 may vary such that

outside of that subset the contribution to the expression (7.8) is bounded by η/3.

Similarly, the integral for the Whittaker function in the same domain is also bounded

by η/3. Using the same reasoning as for the n = 1 case along with the induction

hypothesis that Ψ
so2n−1

iλ̃
(x2n−2), we may prove that uniformly in x2n−1 ∈ D2n−1, the
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inner sum in the expression (7.8) converges to

∫
Rn−1

eiλn(|x2n−1|−|x2n−2|)
n−1∏
i=1

exp{−(e−(x2ni −x
2n−1
i )+e−(x2n−1

i −x2ni+1))}Ψso2n−1

iλ̃
(x2n−2)

n−1∏
i=1

dx2n−2
i .

We conclude the proof using the same strategy for the outer sum.
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Chapter 8

A positive temperature

analogue of Dyson’s Brownian

motion with boundary

In the introduction we presented a model on the real-valued symplectic Gelfand-

Tsetlin cone proposed in[BFP+09, Sas11] where if started from the origin, the even-

indexed levels evolve as Dyson’s Brownian motion of type B and the odd-indexed

levels as Dyson’s Brownian motion of type D.

In this chapter we will construct a Markov process on two dimensional arrays

that can be considered as a positive temperature analogue of the Brownian motion

on the symplectic Gelfand-Tsetlin cone.

We fix n ∈ N and assume that N = 2n or 2n − 1. Let λ = (λ1, ..., λn) be a

real-valued vector such that λ1 > ... > λn > 0. Let Bk
i , 1 ≤ i ≤

[
k+1

2

]
, 1 ≤ k ≤ N

be a collection of independent one dimensional standard Brownian motions where

we assume that, for 1 ≤ i ≤ k, the Brownian motions B2k
i , B2k−1

i have drifts −λk
and λk respectively. Note that for convenience we drop the dependence of the drift

from the symbol of the Brownian motion. Let us finally consider the Markov process

X = (X(t), t ≥ 0), with state space ΓN := {x = (x1, ..., xN ) : x2k−1, x2k ∈ Rk} that

evolves according to the following rules.

X1
1 is an autonomous Markov process satisfying dX1

1 = dB1
1 + e−X

1
1dt. The

particles in even-indexed levels, i.e. if k = 2l, evolve according to{
dXk

1 = dBk
1 + eX

k−1
1 −Xk

1 dt

dXk
m = dBk

m + (eX
k−1
m −Xk

m − eXk
m−X

k−1
m−1)dt, 2 ≤ m ≤ l

(8.1)

whereas the particles in odd-indexed level, i.e. if k = 2l− 1, evolve according to the
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SDEs 
dXk

1 = dBk
1 + eX

k−1
1 −Xk

1 dt

dXk
m = dBk

m + (eX
k−1
m −Xk

m − eXk
m−X

k−1
m−1)dt, 2 ≤ m ≤ l − 1

dXk
l = dBk

l + (e−X
k
l − eX

k
l −X

k−1
l−1 )dt

. (8.2)

So, a particle with index (k,m) evolves as a standard Brownian motion with a drift

that depends on its distance from the particles indexed by (k−1,m) and (k−1,m−1)

or by the distance from 0 if k is odd and m = k+1
2 . We remark that the particle-

particle and the particle-wall interactions we propose for our model are similar to

the interactions among the particles for the symmetric version of the process studied

in [OC12].

Our objective is to prove that under appropriate initial conditions, the even-

indexed levels evolve as a positive temperature analogue of the Dyson’s Brownian

motion of type B and the odd-indexed levels evolve as a positive temperature ana-

logue of the Dyson’s Brownian motion of type D.

This chapter is organised as follows. In section 8.1 propose a generalisation

of the so2n+1-Whittaker functions we defined in 7.1.1. In section 8.2 we present

the main result, which states that under certain initial conditions XN evolves as a

diffusion on R[N+1
2

]. In 8.3 we will attempt to connect the first coordinate of the

glN -Whittaker process with the process XN in a similar manner as in [BFP+09],

where it is proved that the maximum of the first coordinate of the N -dimensional

type A Dyson Brownian motion is given by the first coordinate of the type B or D

Dyson Brownian motion if N is even or odd, respectively.

8.1 An extension of the so2n+1-Whittaker function

For n ≥ 1 we consider the differential operator HBn acting on twice differentiable

function as follows

HBn =
1

2

n∑
i=1

∂2

∂x2
i

−
n−1∑
i=1

exi+1−xi − e−xn . (8.3)

We remark that the operator HBn is related with the operator of the Toda lattice

associated with the so2n+1 Lie algebra,Hso2n+1 given in (7.2) with the transformation

xi 7→ xi + log 2.

Definition 8.1.1. Let N = 2n or N = 2n− 1 and let λ = (λ1, ..., λn) be a C-valued
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vector. We define the function Φ
(N)
λ : Rn → C as follows

Φ
(N)
λ (x) :=

∫
ΓN [x]

eF
(N)
λ (x)

N−1∏
k=1

[
k+1
2

]∏
i=1

dxki (8.4)

where the integration is over the set ΓN [x] = {x ∈ ΓN : xN = x} and the exponent

F (N)
λ (x) is given by

F (N)
λ (x) =

N∑
k=1

λ̄k
(
|xk| − |xk−1|

)

−
N∑
k=1

( [ k−1
2

]∑
i=1

(ex
k−1
i −xki + ex

k
i+1−x

k−1
i ) + (e

xk−1
k/2
−xk

k/2 + 2e
−xk−1

k/2 )1{k even}

)
where λ̄ = (λ̄1, ..., λ̄N ) ∈ CN with λ̄2i−1 = λi and λ̄2i = −λi.

The exponent F (N)
0 (x) is given schematically in figure 8.1 below.

x1
1

x2
1

x3
1x3

2

x4
1x4

2

x1
1

x2
1

x3
1x3

2

Figure 8.1: The case N = 3 (left) and N = 4 (right). The vertical line corresponds
to 0. The exponent FN0 (x) is given by −

∑
a→b e

a−b.

The functions Φ
(N)
λ are related with the so2n+1-Whittaker functions as fol-

lows. If N = 2n then Φ
(2n)
λ (x) = Ψ

so2n+1

λ (x + 1n · log 2), where 1n denotes the

vector consisting of n entries equal to 1. This observation is immediate comparing

the definition of the Φ(2n) function with the integral representation for the so2n+1-

Whittaker function given in 7.1.1. Therefore, we may conclude that the function

Φ
(2n)
λ is an eigenfunction of HBn .
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For n ∈ N and θ ∈ C we define a second differential operator

HDn,θ =
1

2

n∑
i=1

∂2

∂x2
i

−
n−1∑
i=1

exi+1−xi + e−xn
∂

∂xn
− θe−xn . (8.5)

Later we will show that, if N = 2n− 1, the function Φ
(2n−1)
λ is an eigenfunction of

the operator HDn,λn .

We introduce the integral operator Qn,nθ defined on a suitable class of func-

tions by

Qn,nθ f(x) =

∫
Rn
Qn,nθ (x; y)f(y)dy

with kernel given, for x, y ∈ Rn, by

Qn,nθ (x; y) = exp
(
θ
(
|y| − |x|

)
−
(
2e−yn +

n∑
i=1

eyi−xi +
n−1∑
i=1

exi+1−yi
))
.

Proposition 8.1.2. The following intertwining relation holds

HBn ◦Q
n,n
θ = Qn,nθ ◦ HDn,θ.

Proof. The intertwining of the operators follows directly from the following identity

for the kernel Qn,nθ (x; y)

HBnQ
n,n
θ (x; y) = (HDn,θ)∗Q

n,n
θ (x; y)

where (HDn,θ)∗ is the adjoint of HDn,θ with respect to the Lebesgue measure on Rn

and acts on the y-variable and HBn acts on the x-variable. Therefore we only need to

prove the identity for the kernels. The adjoint of HDn,θ with respect to the Lebesgue

measure on Rn is

(HDn,θ)∗y =
1

2

n∑
i=1

∂2

∂y2
i

−
n−1∑
i=1

eyi+1−yi − ∂

∂yn
e−yn − θe−yn .

We calculate for 1 ≤ i ≤ n

∂2

∂x2
i

Qn,nθ (x; y) =
(

(−θ + eyi−xi − exi−yi−11i≥2)2 − eyi−xi − exi−yi−11i≥2

)
Qn,nθ (x; y)

∂2

∂y2
i

Qn,nθ (x; y) =
(

(θ − eyi−xi + exi+1−yi1i≤n−1 + 2e−yn1i=n)2

− eyi−xi − exi+1−yi1i≤n−1 − 2e−yn1i=n

)
Qn,nθ (x; y)
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then

( n∑
i=1

∂2

∂x2
i

−
n∑
i=1

∂2

∂y2
i

)
Qn,nθ (x; y) =

(
2
n−1∑
i=1

exi+1−xi + 2e−xn − 2
n−1∑
i=1

eyi+1−yi

− 4e−2yn − 4θe−yn + 2e−xn + 2e−yn
)
Qn,nθ (x; y).

We conclude the proof of the identity by observing that(
− ∂

∂yn
2e−yn−2θe−yn

)
Qn,nθ (x; y) =

(
−4e−2yn−4θe−yn+2e−xn+2e−yn

)
Qn,nθ (x; y).

Finally, we define the integral operator

Qn,n−1
θ f(x) =

∫
Rn−1

Qn,n−1
θ (x; y)f(y)dy

with kernel given for x ∈ Rn, y ∈ Rn−1 by

Qn,n−1
θ (x; y) = exp

(
θ
(
|x| − |y|

)
−
n−1∑
i=1

(
exi+1−yi + eyi−xi

))
.

This operator provides a relation between HDn,θ and HBn−1 as follows.

Proposition 8.1.3. The following intertwining relation holds

(HDn,θ −
1

2
θ2) ◦Qn,n−1

θ = Qn,n−1
θ ◦ HBn−1.

Proof. The result follows from the identity

(
HDn,θ −

1

2
θ2
)
Qn,n−1
θ (x; y) = (HBn−1)∗Qn,n−1

θ (x; y)

where HDn,θ acts on the x-variable and (HBn−1)∗ denotes the adjoint of HBn−1 with

respect to the Lebesgue measure on Rn−1 and acts on the y-variable. We note that

the operator HBn−1 is self-adjoint, i.e. (HBn−1)∗ = HBn−1.

We calculate for 1 ≤ i ≤ n

∂2

∂x2
i

Qn,n−1
θ (x; y) =

(
(θ + eyi−xi1i≤n−1 − exi−yi−11i≥2)2

− eyi−xi1i≤n−1 − exi−yi−11i≥2

)
Qn,n−1
θ (x; y)
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and for 1 ≤ i ≤ n− 1

∂2

∂y2
i

Qn,n−1
θ (x; y) =

(
(−θ + exi+1−yi − eyi−xi)2 − exi+1−yi − eyi−xi

)
Qn,n−1
θ (x; y)

Subtracting the two Laplacians we obtain the following form

( n∑
i=1

∂2

∂x2
i

−
n∑
i=1

∂2

∂y2
i

)
Qn,n−1
θ (x; y)

=
(
θ2 − 2

n−2∑
i=1

eyi+1−yi + 2
n−1∑
i=1

exi+1−xi
)
Qn,n−1
θ (x; y).

We complete the proof by checking that

(
2e−xn

∂

∂xn
− 2e−xnθ

)
Qn,n−1
θ (x; y) = −2e−yn−1Qn,n−1

θ (x; y).

The two kernels Qn,n and Qn,n−1 already appeared in the literature in the

work of Gerasimov-Lebedev-Oblezin [GLO09] where they provide intertwining rela-

tions for the Toda operators of different root systems. The two kernels we present

here relate operators for the root systems of type Bn and Bn−1 with a degeneration

of the operator for the root system of type BCn.

In Propositions 8.1.2 and 8.1.3 we proved that the operators HB and HD

are intertwined. This implies that eigenfunctions of the one operator can be used to

determine eigenfunctions for the other. We can more specifically state the following

result.

Proposition 8.1.4. For b ∈ C, let f rb : Rn−1 → C be a right b-eigenfunction of

HBn−1, i.e. HBn−1f
r
b = bf rb , then Qn,n−1

θ f rb is a right (b+ 1
2θ

2)-eigenfunction of HDn,θ.

Proof. The result follows directly from the intertwining of the two operators in

proposition 8.1.3 as follows

HDn,θ(Q
n,n−1
θ f rb ) = ((HDn,θ −

1

2
θ2) ◦Qn,n−1

θ )f rb +
1

2
θ2Qn,n−1

θ f rb

= (Qn,n−1
θ ◦ HBn−1)f rb +

1

2
θ2Qn,n−1

θ f rb

= (b+
1

2
θ2)Qn,n−1

θ f rb .
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We observe that the function Φ
(N)
λ can be re-expressed using the two integral

kernels as follows

Φ
(2n)
λ1,...,λn

= Qn,nλn Φ
(2n−1)
λ1,...,λn

(8.6)

and

Φ
(2n−1)
λ1,...,λn

= Qn,n−1
λn

Φ
(2n−2)
λ1,...,λn−1

. (8.7)

Proposition 8.1.5. For λ = (λ1, ..., λn) ∈ Cn, it holds that

HBn Φ
(2n)
λ (x) =

1

2

n∑
i=1

λ2
iΦ

(2n)
λ (x)

and

HDn,λnΦ
(2n−1)
λ (x) =

1

2

n∑
i=1

λ2
iΦ

(2n−1)
λ (x).

Proof. Although the eigenrelation for Φ
(2n)
λ follows directly from the eigenrelation

for the so2n+1-Whittaker function stated in 7.5 after performing the transform xi 7→
xi + log 2, for 1 ≤ i ≤ n, for reasons of completeness we will prove the eigenrelation

for Φ
(N)
λ (x) for N both even and odd.

Let us start with the simple case N = 1. We have Φ
(1)
λ1

(x) = eλ1x and HD1,λ1 =
1
2
d2

dx2
+ e−x d

dx − λ1e
−x. Then differentiating the function Φ

(1)
λ1

(x) leads directly to

the relation

HD1,λ1Φ
(1)
λ1

(x) =
1

2
λ2

1Φ
(1)
λ1

(x).

Assume now that the function Φ
(2n−1)
λ , for λ = (λ1, ..., λn) ∈ Cn, is an eigenfunction

of the operator HDn,λn , i.e. HDn,λnΦ
(2n−1)
λ = 1

2

∑n
i=1 λ

2
iΦ

(2n−1)
λ , then for the function

Φ
(2n)
λ , determined via (8.6), we have

HBn Φ
(2n)
λ1

(x) = (HBn ◦Q
n,n
λn

)Φ
(2n−1)
λ (x)

= (Qn,nλn ◦ H
D
n,λn)Φ

(2n−1)
λ1

(x)

=
1

2

n∑
i=1

λ2
iQ

n,n
λn

Φ
(2n−1)
λ (x)

=
1

2

n∑
i=1

λ2
iΦ

(2n)
λ (x)

where for the second equality, we used the intertwining relation stated at Proposi-

tion 8.1.2, and for the third comes from the induction hypothesis.

Moreover, for λn+1 ∈ C the function Φ
(2n+1)
(λ,λn+1) can be written, using (8.7), as
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Φ
(2n+1)
(λ,λn+1)(x) = Qn+1,n

λn+1
Φ

(2n)
λ (x). Therefore

HDn+1,λn+1
Φ

(2n+1)
(λ,λn+1)(x) = (HDn+1,λn+1

◦Qn+1,n
λn

)Φ
(2n)
λ (x)

= (Qn+1,n
λn+1

◦ (HBn +
1

2
λ2
n+1))Φ

(2n)
λ (x)

= Qn+1,n
λn+1

(HBn Φ
(2n)
λ (x) +

1

2
λ2
n+1Φ

(2n)
λ (x))

=
1

2

n+1∑
i=1

λ2
iQ

n+1,n
λn+1

Φ
(2n)
λ (x)

=
1

2

n+1∑
i=1

λ2
iΦ

(2n+1)
(λ,λn+1)(x)

where for the second equality we used the intertwining of the kernels in Proposition

8.1.3 and the fourth follows from the formula we proved for Φ
(2n)
λ . The result then

follows by induction on N .

Similarly to the so2n+1-Whittaker function, the function Φ(N) also has con-

trolled exponential decay. More specifically, we have the following result.

Proposition 8.1.6. Let n ≥ 1, N = 2n or N = 2n − 1 and λ = (λ1, ..., λn) ∈ Rn

such that λ1 > ... > λn > 0. The function e−
∑n
i=1 λixiΦ

(N)
λ (x) is bounded with the

following limiting behaviour at infinity

e−
∑n
i=1 λixiΦ

(N)
λ (x)→ C, as x→∞

for some C = C(λ) > 0. Here x → ∞ can be understood as xi − xi+1 → ∞, for

1 ≤ i < n and xn →∞.

Proof. When N = 2n the result follows from Proposition 7.1.3, as Φ
(2n)
λ corresponds

to Ψ
so2n+1

λ after shifting the variables by log 2.

Let us then prove the result for N = 2n− 1. For λ = (λ1, ..., λn) ∈ Rn with

λ1 > ... > λn > 0 and x ∈ Rn we have

Φ
(2n−1)
λ (x)e−

∑n
i=1 λixi

= e−
∑n
i=1 λixi

∫
Rn−1

Qn,n−1
λn

(x; y)Φ
(2n−2)

λ̃
(y)dy

= e−
∑n
i=1 λixi

∫
Rn−1

Qn,n−1
λn

(x; y)e
∑n−1
i=1 λiyi

(
e−

∑n−1
i=1 λiyiΦ

(2n−2)

λ̃
(y)
)
dy.

Since the result holds in the even case, there exists constant c ≥ 0, that depends on
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λ̃ such that

e−
∑n−1
i=1 λiyiΦ

(2n−2)

λ̃
(y) ≤ c.

Therefore

Φ
(2n−1)
λ (x)e−

∑n
i=1 λixi

≤ c e−
∑n
i=1 λixi

∫
Rn−1

Qn,n−1
λn

(x; y)e
∑n−1
i=1 λiyidy

= c e
∑n
i=1(λn−λi)xi

n−1∏
i=1

∫
R
e(λi−λn)yi exp

(
− exi+1−yi − eyi−xi

)
dyi.

Making the change of variables

yi 7→ yi + xi+1, 1 ≤ i ≤ n− 1

we have that

Φ
(2n−1)
λ (x)e−

∑n
i=1 λixi

≤ c e
∑n
i=1(λn−λi)xi

n−1∏
i=1

e(λi−λn)
xi+xi+1

2 Ψ
so2·1+1

(λi−λn)/2(xi − xi+1)

= c
n−1∏
i=1

e−
λi−λn

2
(xi−xi+1)Ψ

so2·1+1

(λi−λn)/2(xi − xi+1).

We may use again Proposition 7.1.3 to conclude that there exists ci ≥ 0 such that

e−
λi−λn

2
(xi−xi+1)Ψ

so2·1+1

(λi−λn)/2(xi − xi+1) ≤ ci

for 1 ≤ i ≤ n− 1, which completes the proof for the bound.

Finally, we use Dominated Convergence theorem to conclude that Φ
(2n−1)
λ (x)

behaves like e
∑n
i=1 λixi at infinity.

8.2 The main result

In section 8.1 we considered the operators HBn and HDn,θ and calculated their eigen-

functions. We observe that

HBn −
1

2

n∑
i=1

λ2
i
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can be thought as an n-dimensional standard Brownian motion with killing given

by

c(x) =
n−1∑
i=1

exi+1−xi + e−xn +
1

2

n∑
i=1

λ2
i .

Similarly,

HDn,λn −
1

2

n∑
i=1

λ2
i

is the generator of a diffusion with drift bi(x) = e−xn1i=n, for 1 ≤ i ≤ n and killing

given by

c(x) =

n−1∑
i=1

exi+1−xi + λne
−xn +

1

2

n∑
i=1

λ2
i .

In this section we will prove that under appropriate initial conditions, the

bottom level of the process X with evolution described by the differential equations

(8.1) and (8.2), is the h-transform, with h = Φ
(N)
λ , of the process with generator

HBn − 1
2

∑n
i=1 λ

2
i , if N = 2n and HDn,λn −

1
2

∑n
i=1 if N = 2n− 1.

For x, λ ∈ Rn, denote by σxλ the probability measure on the set ΓN defined

by ∫
fdσxλ = Φ

(N)
λ (x)−1

∫
ΓN [x]

f(x)eF
(N)
λ (x)

N−1∏
k=1

[
k+1
2

]∏
i=1

dxki .

Theorem 8.2.1. Fix x ∈ Rn, λ = (λ1 > ... > λn > 0) and let X be the pro-

cess evolving according to the system of stochastic differential equations described

in (8.1), (8.2) with initial law σxλ. Then XN is a Markov process started at x with

infinitesimal generator

LBn,λ = (Φ
(2n)
λ )−1

(
HBn −

1

2

n∑
i=1

λ2
i

)
Φ

(2n)
λ , if N = 2n

and

LDn,λ = (Φ
(2n−1)
λ )−1

(
HDn,λn −

1

2

n∑
i=1

λ2
i

)
Φ

(2n−1)
λ , if N = 2n− 1

where HBn and HDn,λn are as in (8.3) and (8.5).

Proof. The proof of Theorem 8.2.1 uses Theorem 3.1.4, therefore we need a Markov

kernel K that satisfies the property

K(f ◦ γ) = f
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where γ(x) = xN is the projection to the bottom level of the pattern x.

Let us define the kernel KN
λ acting on bounded, measurable functions on ΓN

as follows

(KN
λ f)(x) = Φ

(N)
λ (x)−1

∫
ΓN [x]

f(x)eF
(N)
λ (x)

N−1∏
k=1

[
k+1
2

]∏
i=1

dxki .

The kernel KN
λ satisfies the properties:

• if f ≡ 1 then, by the definition of the function Φ(N), it holds

KN
λ f = 1;

• since (f ◦ γ)(x) = f(xN ), it follows that

(
KN
λ (f ◦ γ)

)
(x) = Φ

(N)
λ (x)−1

∫
ΓN [x]

f(xN )eF
(N)
λ (x)

N−1∏
k=1

[
k+1
2

]∏
i=1

dxki

= f(x)Φ
(N)
λ (x)−1

∫
ΓN [x]

eF
(N)
λ (x)

N−1∏
k=1

[
k+1
2

]∏
i=1

dxki

= f(x).

Let us now denote the infinitesimal generator of the process X by ANλ . The

key step towards the proof of Theorem 8.2.1 is the proof an intertwining relation

among the generator ANλ and LBn,λ if N = 2n or LDn,λ if N = 2n− 1.

Proposition 8.2.2. Let n ≥ 1. The following intertwining relations hold:

LBn,λ ◦KN
λ = KN

λ ◦ ANλ , if N = 2n

and

LDn,λ ◦KN
λ = KN

λ ◦ ANλ , if N = 2n− 1.

Proof. (of Proposition 8.2.2) We will prove the result by induction on N .

When N = 1, we have K1
λ1
f = f and since Φ

(1)
λ1

(x) = eλ1x we can easily

check that

A1
λ1 =

1

2

d2

dx2
+ (λ1 + e−x)

d

dx
= LD1,λ1 .

Therefore the intertwining relation holds trivially.
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Iterate from even to odd. Suppose that N = 2n − 1 and the statement of

Proposition 8.2.2 holds for N − 1, i.e. the relation

LB
n−1,λ̃

◦KN−1

λ̃
= KN−1

λ̃
◦ AN−1

λ̃

holds.

By the construction of the process, we observe that the evolution of XN

depends on the rest of the pattern only via XN−1. Therefore, it is convenient to

obtain a helper intertwining relation that focuses only on the bottom two levels of

the pattern and then deduce the required intertwining relation from the helper.

We consider the operator Gn,n−1
λ acting on appropriate functions on Rn×Rn−1

as follows

(Gn,n−1
λ f)(x, y) =

[
LB
n−1,λ̃

+
1

2

n∑
k=1

∂2

∂x2
k

+
1

2
(λn + ey1−x1)

∂

∂x1

+
1

2

n−1∑
k=2

(λn + eyk−xk − exk−yk−1)
∂

∂xk

+
1

2
(λn + e−xn − exn−yn−1)

∂

∂xn

]
f(x, y)

where LB
n−1,λ̃

acts on the y-variable.

We also consider the operator Λn,n−1
λ defined for bounded, measurable func-

tions on Rn × Rn−1 by

(Λn,n−1
λ f)(x) = Φ

(N)
λ (x)−1

∫
Rn−1

Qn,n−1
λn

(x; y)Φ
(N−1)

λ̃
(y)f(x, y)

n−1∏
i=1

dyi.

Claim. The intertwining relation

LDn,λ ◦ Λn.n−1
λ = Λn.n−1

λ ◦ Gn,n−1
λ (8.8)

holds.

Before we confirm (8.8) let us use it to complete the proof of the main

intertwining relation.
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We observe that the operator ANλ consists of two parts as follows

ANλ = AN−1

λ̃
+

1

2

n∑
k=1

∂2

∂(xNk )2
+ (λn + ex

N−1
1 −xN1 )

∂

∂xN1

+
n−1∑
k=2

(λn + ex
N−1
k −xNk − ex

N
k −x

N−1
k−1 )

∂

∂xNk

+ (λn + e−x
N
n − exNn −x

N−1
n−1 )

∂

∂xNn

where the operator AN−1

λ̃
acts on the top N − 1 levels of the pattern.

Then for any appropriate function f on ΓN we have

(KN
λ ◦ ANλ )f(x) = Φ

(N)
λ (x)−1

∫
ΓN [x]

eF
(N)
λ (x)(ANλ f)(x)

N−1∏
k=1

[
k+1
2

]∏
i=1

dxki =: I1 + I2

where

I1 = Φ
(N)
λ (x)−1

∫
ΓN [x]

eF
(N)
λ (x)(AN−1

λ̃
f)(x)

N−1∏
k=1

[
k+1
2

]∏
i=1

dxki

and

I2 = Φ
(N)
λ (x)−1

∫
ΓN [x]

eF
(N)
λ (x)

[1

2

n∑
k=1

∂2

∂x2
k

+
1

2
(λn + ex

N−1
1 −x1)

∂

∂x1

+
1

2

n−1∑
k=2

(λn + ex
N−1
k −xk − exk−x

N−1
k−1 )

∂

∂xk

+
1

2
(λn + e−xn − exn−x

N−1
n−1 )

∂

∂xn

]
f(x)

[
k+1
2

]∏
i=1

dxki .

The operator KN
λ has a recursive structure as follows

KN
λ = Λn,n−1

λ ◦KN−1

λ̃
,

therefore I1 equals

I1 = Φ
(N)
λ (x)−1

∫
Rn−1

Qn,n−1
λn

(x; y)Φ
(N−1)

λ̃
(y)(KN−1

λ̃
◦ AN−1

λ̃
)f(x, y)

n−1∏
i=1

dyi

= Φ
(N)
λ (x)−1

∫
Rn−1

Qn,n−1
λn

(x; y)Φ
(N−1)

λ̃
(y)(LB

n−1,λ̃
◦KN−1

λ̃
)f(x, y)

n−1∏
i=1

dyi

125



where the second equality follows from the induction hypothesis, and I2 equals

I2 = Φ
(N)
λ (x)−1

∫
Rn−1

Qn,n−1
λn

(x; y)Φ
(N−1)

λ̃
(y)

×
[1

2

n∑
k=1

∂2

∂x2
k

+
1

2
(λn + ey1−x1)

∂

∂x1

+
1

2

n−1∑
k=2

(λn + eyk−xk − exk−yk−1)
∂

∂xk

+
1

2
(λn + e−xn − exn−yn−1)

∂

∂xn

]
f(x, y)

n−1∏
i=1

dyi.

Combining the two integrals we then conclude that

(KN
λ ◦ ANλ )f(x) = (Λn,n−1

λ ◦ Gn,n−1
λ ◦KN−1

λ̃
)f(x)

which, using the helper intertwining relation (8.8), equals

(LDn,λ ◦ Λn,n−1
λ ◦KN−1

λ̃
)f(x) = (LDn,λ ◦KN

λ )f(x)

as required.

Let us conclude the proof for the even-to-odd case by proving relation (8.8).

The operator Gn,n−1
λ can then be re-expressed as follows

Gn,n−1
λ = Φ

(N−1)

λ̃
(y)−1

(
V n,n−1
λn

− 1

2

n−1∑
i=1

λ2
i

)
Φ

(N−1)

λ̃
(y)

with

V n,n−1
λn

=(HBn−1)y +
1

2

n∑
k=1

∂2

∂x2
k

+ (λn + ey1−x1)
∂

∂x1

+

n−1∑
k=2

(λn + eyk−xk − exk−yk−1)
∂

∂xk

+ (λn + e−xn − exn−yn−1)
∂

∂xn
.

where (HBn−1)y acts as the operator HBn−1 on the y-variable.
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Let (HDn,λn)x be the operator HDn,λn acting on the x-variable, then

(HDn,λn)x

∫
Rn−1

Qn,n−1
λn

(x; y)Φ
(N−1)

λ̃
(y)f(x, y)dy

=

∫
Rn−1

((HDn,λn)xQ
n,n−1
λn

(x; y))Φ
(N−1)

λ̃
(y)f(x, y)dy

+

∫
Rn−1

Qn,n−1
λn

(x; y)
1

2

n∑
i=1

∂2

∂x2
i

Φ
(N−1)

λ̃
(y)f(x, y)dy

+

∫
Rn−1

n∑
i=1

( ∂

∂xi
Qn,n−1
λn

(x; y)
)( ∂

∂xi
Φ

(N−1)

λ̃
(y)f(x, y)

)
dt

+

∫
Rn−1

Qn,n−1
λn

(x; y)e−xn
∂

∂xn
Φ

(N−1)

λ̃
(y)f(x, y)dt.

Using Proposition 8.1.3 and the fact that HBn−1 is self-adjoint, the first integral

equals ∫
Rn−1

Qn,n−1
λn

(x; y)((HBn−1)y +
1

2
λ2
n)Φ

(N−1)

λ̃
(y)f(x, y)dy.

Using, for 1 ≤ i ≤ n, the formula

∂

∂xi
Qn,n−1
λn

(x; y) = (λn + eyi−xi1i≤n−1 − exi−yi−11i>1)Qn,n−1
λn

(x; y)

we conclude that the last two integrals combined equal

∫
Rn−1

Qn,n−1
λn

(
(λn + ey1−x1)

∂

∂x1
+

n−1∑
i=2

(λn + eyi−xi − exi−yi−1)
∂

∂xi

(λn + e−xn − exn−yn−1)
∂

∂xn

)
Φ

(N−1)

λ̃
(y)f(x, y)dy

therefore

(HDn,λn)x

∫
Rn−1

Qn,n−1
λn

(x; y)Φ
(N−1)

λ̃
(y)f(x, y)dy

=

∫
Rn−1

Qn,n−1
λn

(x; y)(V n,n−1
λn

+
1

2
λ2
n)Φ

(N−1)

λ̃
(y)f(x, y)dy

We then conclude that for appropriate functions on Rn × Rn−1

(LDn,λ ◦ Λn,n−1
λ )f(x) = (Λn,n−1

λ ◦ Gn,n−1
λ )f(x)

as required.
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Iterate from odd to even. Assume that N = 2n and the result holds for N − 1,

i.e. the relation

LDn−1,λ ◦KN−1 = KN−1 ◦ AN−1

holds.

Instead of proving the intertwining relation of Proposition 8.2.2 we will pro-

vide a relation that focuses on the bottom two levels of the pattern. The required

intertwining relation then follows using the same arguments as for the even-to-odd

case.

We consider the operator Gn,nλ that acts on appropriate functions on Rn×Rn

as follows

(Gn,nλ f)(x, y) =
[
LDn,λ +

1

2

n∑
i=1

∂2

∂x2
i

+

n∑
i=1

(−λn + eyi−xi − exi−yi−11i>1)
∂

∂xi

]
f(x, y)

where the operator LDn,λ acts on the y-variable.

We also consider the operator Λn,nλ defined for bounded measurable functions

on Rn × Rn by

(Λn,nλ f)(x) = Φ
(N)
λ (x)−1

∫
Rn
Qn,nλn (x; y)Φ

(N−1)
λ (y)f(x, y)dy.

Claim. The intertwining relation

LBn,λ ◦ Λn,nλ = Λn,nλ ◦ Gn,nλ (8.9)

holds.

For the proof of (8.9) we observe that Gn,nλ can be re-written as follows

Gn,nλ = Φ
(N−1)
λ (y)−1

(
V n,n
λn
− 1

2

n∑
i=1

λ2
i

)
Φ

(N−1)
λ (y)

with

V n,n
λn

= (HDn,λn)y +
1

2

∂2

∂x2
i

+
n∑
i=1

(−λn + eyi−xi − exi−yi−11i>1)
∂

∂xi
,

where (HDn,λn)y acts as the operator HDn,λn on the y-variable.
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Let (HBn )x be the operator HBn acting on the x-variable, then

(HBn )x

∫
Rn
Qn,nλn (x; y)Φ

(N−1)
λ (y)f(x, y)dy

=

∫
Rn

((HBn )xQ
n,n
λn

(x; y))Φ
(N−1)
λ (y)f(x, y)dy

+

∫
Rn
Qn,nλn (x; y)

1

2

n∑
i=1

∂2

∂x2
i

Φ
(N−1)
λ (y)f(x, y)dy

+

∫
Rn

n∑
i=1

( ∂

∂xi
Qn,nλn (x; y)

)( ∂

∂xi
Φ

(N−1)
λ (y)f(x, y)

)
dy.

Using Proposition 8.1.2, the first integral equals∫
Rn
Qn,nλn (x; y)HDn,λnΦ

(N−1)
λ (y)f(x, y)dy.

The third integral is given by∫
Rn
Qn,nλn (x; y)

n∑
i=1

(−λn + eyi−xi − exi−yi−11i>1)
∂

∂xi
Φ

(N−1)
λ (y)f(x, y)dy

since, for 1 ≤ i ≤ n,

∂

∂xi
Qn,nλn (x; y) = (−λn + eyi−xi − exi−yi−11i>1)Qn,nλn (x; y).

Combining all the above calculations we conclude that

(HBn )x

∫
Rn
Qn,nλn (x; y)Φ

(N−1)
λ (y)f(x, y)dy

=

∫
Rn
Qn,nλn (x; y)V n,n

λn
Φ

(N−1)
λ (y)f(x, y)dy.

and the intertwining relation follows.

Now that we have established the intertwining relation, let us check the

remaining assumptions of Theorem 3.1.4. We have that the domain of the operator

ANλ is D(ANλ ) = C2
c (ΓN ), the set of continuously, twice differentiable, compactly

supported functions on ΓN , which is closed under multiplication, separates points

and is convergence determining. Moreover, the drift x 7→ (bki (x), 1 ≤ i ≤ [k+1
2 ], 1 ≤

k ≤ N) where for k = 2l

bki (x) = −λl + ex
k−1
i −xki − ex

k
i−x

k−1
i−1 1i>1, 1 ≤ i ≤ l
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and for k = 2l − 1

bki (x) = λl + ex
k−1
i −xki 1i<l + e−x

k
l 1i=l − ex

k
i−x

k−1
i−1 1i>1, 1 ≤ i ≤ l

is locally Lipschitz. Therefore, for every x ∈ ΓN , there exists a unique process with

evolution given by the differential equations (8.1) and (8.2) that starts from x.

The domain of the operator LB/Dn,λ is D(LB/Dn,λ ) = C2
c (Rn). We need to show

that a process associated with the operator LB/Dn,λ does not explode in finite time.

Baudoin and O’Connell already handled the operator LBn,λ in Theorem 3.1 of [BO11],

so we will only focus on the operator LDn,λ.

A process associated with the operator LDn,λ cannot explode in finite time if

we can find a Lyapunov function U for the operator LDn,λ that satisfies the following

properties

• U(x)→∞ as ||x|| → ∞;

• LDn,λU ≤ cU , for some c ≥ 0.

We consider the function

U(x) =
exp

(∑n
i=1 2|λixi|

)
Φ

(2n−1)
λ (x)

.

The first property follows from the exponential decay of the function Φ(2n−1) we

proved in Proposition 8.1.6. For the second property we have

(LDn,λU)(x) =
1

Φ
(N)
λ (x)

(
HDn,λ −

1

2

n∑
i=1

λ2
i

)
exp

( n∑
i=1

2|λixi|
)

≤ 1

Φ
(N)
λ (x)

(1

2
∆ + e−xn

∂

∂xn
− λne−xn −

1

2

n∑
i=1

λ2
i

)
exp

( n∑
i=1

2|λixi|
)

where the last quantity can be bounded by

(3

2

n∑
i=1

λ2
i + 3|λn|

)
U(x).

Therefore, for x ∈ Rn, {Xt}t≥0 with

Xt = x+

∫ t

0
∇ log Φ

(2n−1)
λ (Xs)ds+Bt

where {Bt}t≥0 is a standard Brownian motion on Rn, is a process with generator
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LDn,λ started from x. The uniqueness of the process follows from the uniqueness

of the process with generator ANλ for any starting point x ∈ ΓN along with the

intertwining of the operators and the assumption on the initial distribution.

8.3 An informal connection with glN-Whittaker process

In the previous section we proved that under certain initial conditions the bottom

level of the pattern with evolution described by the system of SDEs (8.1), (8.2)

evolves as a diffusion on Rn with infinitesimal generator LBn if the pattern has 2n

levels and LDn if its contains 2n− 1 levels. In this section we will discuss how these

processes may relate with the partition function of a semi-discrete random polymer

and via this relation we will conclude with the glN -Whittaker process.

Let N = 2n or N = 2n−1 for some n ∈ N. We fix a vector λ = (λ1, ..., λn) ∈
Rn and consider the independent standard Brownian motions β1, ..., βN such that

β2i−1 has drift λi and β2i has drift −λi. For t ≥ 0, define the random variables

Zk(t) ≡ Zkλ(t) = log

∫
0<s1<...<sk<sk+1=t

e
∑k
i=1 βi(si,si+1)ds1...dsk, 1 ≤ k ≤ N,

where for s < t, β(s, t) := β(t)− β(s).

The evolution of the Markov process (Zk(t), 1 ≤ k ≤ N)t≥0 is described by the

system of stochastic differential equations

dZ1 = dβ1 + e−Z
1
dt

dZk = dβk + eZ
k−1−Zkdt, 2 ≤ k ≤ N.

So, the process (Zk(t), 1 ≤ k ≤ N, t ≥ 0) has the same evolution as the process on

the “edge” of the pattern we described in the previous section.

We remark that ZN is the logarithm of the partition function for a model of

a directed random polymer with up/right paths from (0, 0) to (t,N). The energy of

a horizontal segment [t, t+ δt] at level i is given by βi(t, t+ δt) = βi(t+ δt)− βi(t),
if i ≥ 1 and equals 0 if i = 0.

The glN -Whittaker process is a diffusion on RN with infinitesimal generator

LAN,ν = [ΨglN
ν ]−1

(1

2

N∑
i=1

∂2

∂x2
i

−
N−1∑
i=1

exi+1−xi − 1

2

N∑
i=1

ν2
i

)
ΨglN
ν (8.10)

where Ψ
glN
ν (x) is the glN -Whittaker function parametrized by the vector ν ∈ RN .
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In [OC12], it was proved that the Whittaker process is related with the partition

function of the semi-discrete random polymer introduced in [OCY01b] as follows.

For γ1, ..., γN standard, independent Brownian motions with drift ν1, ..., νN respec-

tively and for t > 0, define, for 1 ≤ k ≤ N , the random variables

Yk(t) = log

∫
0<s1<...<sk−1<t

eγ1(s1)+γ2(s1,s2)+...+γk(sn−1,t)ds1...dsk−1.

Theorem 8.3.1 ([OC12]). Let ν ∈ RN and XA be a Whittaker process on RN with

infinitesimal generator LN,ν such that limt→0(XA
i (t) − XA

i+1(t)) = −∞, it follows

that

YN L
= XA

1 . (8.11)

Let us prove a connection between the partition functions two polymers ZN

and YN

Theorem 8.3.2. Let ν ∈ Rn and let ←−ν = (νN , ..., ν1). Suppose that, if N = 2n

then ν is chosen to satisfy ←−ν = (λ1,−λ1, ..., λn,−λn) and if N = 2n − 1 then ν is

chosen to satisfy ←−ν = (λ1,−λ1, ..., λn). Then for fixed t ≥ 0

ZN (t)
d
= log

∫ t

0
eY

N (s)ds. (8.12)

Proof. Recall that ZN (t) has the integral representation

ZN (t) = log

∫
0<t1<...<tN<tN+1=t

e
∑N
i=1 βi(ti,ti+1)dt1...dtN

If we set si = t− tN−i+1, then

Z(t) = log

∫
0=s0<s1<...<sN<t

e
∑N
i=1 βi(t−sN−i+1,t−sN−i)ds1...dsN

= log

∫
0=s0<s1<...<sN<t

e
∑N
i=1 βi(t−si,t−si−1)ds1...dsN

set β̂j(s) := βN−j+1(t)−βN−j+1(t−s), then β̂j is a standard Brownian motion with

drift λ̄N−j+1, where λ̄2i = −λ̄2i−1 = −λi. So ZNt is rewritten as

ZN (t) = log

∫
0=s0<s1<...<sN<t

e
∑N
i=1 β̂i(si−1,si)ds1...dsN .
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Recall that YN (t) is given by

YN (t) = log

∫
0<s1<...<sN−1<t

eγ1(s1)+γ2(s1,s2)+...+γN (sn−1,t)ds1...dsN−1

So if we choose the drift ν to satisfy νi = λ̄N−i+1, we find β̂i
d
= γi and we conclude

the result.

We observe that for 1 ≤ k ≤ N ,

lim
t→0

exp(Zk(t)) = lim
t→0

∫
0<s1<...<sk<sk+1=t

e
∑k
i=1 βi(si,si+1)ds1...dsk = 0, a.s.

so the process Z starts from −∞. At this stage we would like to be able to say that

the process on X can be started with all the particles at “−∞” and even with this

special initial condition the result in Theorem 8.2.1 holds. Unfortunately, we have

not managed to prove Theorem 8.2.1 for general starting point. Let us assume for

the sake of argument that the following holds.

Conjecture 8.3.3. Let XB, XD be two diffusions on Rn with infinitesimal genera-

tors LBn,λ, LDn,λ, respectively. If limt→0(X
B/D
i (t)−XB/D

i+1 (t)) = −∞, for 1 ≤ i ≤ n,

then

ZN L
=

{
XB

1 , N = 2n

XD
1 , N = 2n− 1.

(8.13)

Then, using relations (8.11) and (8.12) we obtain the following result.

Corollary 8.3.4. Let XB, XD be two diffusions on Rn with generators LBn,λ, LDn,λ
satisfying the initial condition limt→0(X

B/D
i (t)−XB/D

i+1 )(t) = −∞. Let XA be a dif-

fusion on RN with infinitesimal generator LN,ν and initial condition limt→0(XA
i (t)−

XA
i+1)(t) = −∞. Assuming that conjecture 8.3.3 holds. we have the following

(i) If N = 2n and ν is chosen to satisfy ←−ν = (λ1,−λ1, ..., λn,−λn) then for fixed

t ≥ 0

X
(B)
1 (t)

d
= log

∫ t

0
eX

A
1 (s)ds.

(ii) if N = 2n − 1 and ν is chosen to satisfy ←−ν = (λ1,−λ1, ..., λn) then for fixed

t ≥ 0

X
(D)
1 (t)

d
= log

∫ t

0
eX

A
1 (s)ds.

In both statement ←−ν = (νN , ..., ν1).
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We remark that the result in Corollary 8.3.4 is the positive temperature

analogue of the result in [BFP+09] where the authors proved that the running

maximum of the first coordinate of a type A N -dimensional Dyson’s Brownian

motion is distributed as the first coordinate of an n-dimensional Dyson’s Brownian

motion of type B if N = 2n and of type C if N = 2n− 1.
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