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Abstract 18 

Objectives: We aimed to create a library of logic models for interventions to reduce diagnostic 19 

error. This library can be used by those developing, implementing or evaluating an intervention 20 

to improve patient care, in order to understand what needs to happen, and in what order, if the 21 

intervention is to be effective. 22 

Methods: To create the library we modified an existing method for generating logic models. Five 23 

ordered activities to include in each model were defined: pre-intervention, implementation of the 24 

intervention, post-implementation, but before the immediate outcome can occur, the immediate 25 

outcome (usually behaviour change) and post-immediate outcome, but before a reduction in 26 

diagnostic errors can occur. We also included reasons for lack of progress through the model. 27 

Relevant information was extracted about existing evaluations of interventions to reduce 28 

diagnostic error, identified by updating a previous systematic review. 29 

Results: Data were synthesized to create logic models for four types of intervention, addressing 30 

five causes of diagnostic error in seven stages in the diagnostic pathway. In total 46 interventions 31 

from 43 studies were included and 24 different logic models were generated.  32 

Conclusions: We used a novel approach to create a freely available library of logic models. The 33 

models highlight the importance of attending to what needs to occur before and after 34 

intervention delivery if the intervention is to be effective. Our work provides a useful starting 35 

point for intervention developers, helps evaluators identify intermediate outcomes and provides a 36 

method to enable others to generate libraries for interventions targeting other errors. 37 

Key words: Diagnostic error, logic model, mechanistic theory, effectiveness 38 

Word count: 3,981 (plus 1.044 in boxes) 39 
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Introduction 41 

Any attempt to reduce the incidence of a particular error in healthcare must begin with an 42 

exploration of the epidemiology of the error, including an understanding of its cause, i.e. of why 43 

the particular error occurs [1]. It is then necessary to address the underlying cause by developing 44 

and implementing an appropriate intervention that changes the existing structure and/or process 45 

of care.  In their review of methods for designing interventions intended to change the behaviour 46 

of healthcare professionals – the change required to address many (but not all) causes of error - 47 

Colquhoun and colleagues identified four tasks common to almost all methods: identification of 48 

barriers, selection of intervention components, use of theory and engagement of end-users [2]. 49 

These are time-consuming tasks. However, in many cases, an intervention developer does not 50 

have to start at square one because there are existing interventions that could be used (possibly 51 

following adaptation) for many error/cause of error combinations. To help a developer use an 52 

existing intervention with confidence, they need to know, amongst other things, how the 53 

intervention should be implemented, i.e. what specific steps are required and in what order, to 54 

make the intervention effective? This sequence of steps is known as the intervention’s logic model 55 

or mechanistic theory [3-5]. In constructing a logic model, it is important to identify steps that 56 

need to occur before the intervention is implemented, as well as those that need to occur after the 57 

implementation if the final desired outcome is to be realised. A logic model should also include 58 

any specific facilitators and barriers that help or hinder progress at each step. By clearly 59 

specifying all of these steps, facilitators and barriers, logic models can also enable the 60 

identification of appropriate intermediate outcomes, such as fidelity, that should be measured 61 

during an evaluation to help explain the quantitative effect of the intervention on the final 62 

outcome (adverse events).   63 

It has been argued that the use of logic models as part of theory-based intervention development 64 

will increase the probability that the intervention is effective [5, 6]. It is therefore good practice to 65 

describe an intervention’s logic model in any report of its evaluation. However, including an 66 

explicit logic model is not prescribed in either the TIDieR [7] or the CONSORT [8] checklists. 67 
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The former stipulates that a full description of the intervention should be provided (including any 68 

essential theory), while the latter states that: “Authors should … suggest a plausible explanation for 69 

how the intervention(s) might work, if this is not obvious”. Even a study adhering to both may result in 70 

the omission of important behavioural requirements, such as professionals’ willingness to engage 71 

with the intervention. Therefore, although reports of evaluations of many existing interventions 72 

to reduce error are widely available, logic models are rarely included [9]. This lack of readily-73 

accessible information makes it challenging for someone tasked with reducing a particular error 74 

to use an “off the shelf” intervention with confidence, just as it is challenging to bake a cake 75 

without a list of ingredients and recipe. 76 

There are a number of systematic reviews that have considered the effectiveness of different 77 

possible interventions that aim to address specific types of error (see, for example, McDonald et 78 

al. on diagnostic errors [10], Royal et al. on prescribing errors in primary care [11] or Cottrell on 79 

wrong blood in tube errors in transfusion [12]).  Although there are a number of patient safety 80 

practices with a strong evidence base [13], such practices do not yet exist for all errors. 81 

McDonald et al., for example, report that: “some interventions, …, can reduce diagnostic errors in 82 

certain situations” ([10], p. 382, emphasis added). Our premise is that one reason for the 83 

ineffectiveness of some interventions is that there is often insufficient attention afforded to the full 84 

logic model of the intervention i.e. from the decision to design and implement an intervention 85 

right through to a reduction in error at patient level [1, 6, 14, 15]. For example, while an effective 86 

training programme may have been developed, the intervention developers do not consider how 87 

to ensure all clinicians attend the training and subsequently apply their new knowledge once they 88 

are back in practice. We therefore aimed to show how full logic models for a range of existing 89 

interventions could be developed and compiled in a library, helping to broaden attention from 90 

intervention implementation alone to the entire intervention pathway. To illustrate our 91 

approach, we consider existing interventions that aim to address the causes of one specific error 92 

in healthcare, diagnostic error. We selected diagnostic errors because these are fairly common 93 

[16] and tend to have serious consequences [16-18]. Diagnostic errors have also been prioritised 94 
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as a key focus for primary care by the WHO [19]. Our library can be used by intervention 95 

developers familiar with the specific type of diagnostic error they are aiming to address and its 96 

cause(s), to help them choose, modify and implement an appropriate intervention that addresses 97 

the cause of the error. By identifying the individual steps, the models should also “nudge” 98 

developers to ensure they can provide a sufficient justification (or causal theory) as to why each 99 

step in the model will lead to the next. The models in the library could also be used by 100 

intervention evaluators who need to know which intermediate outcome variables need to be 101 

measured. Our method for developing the models and synthesising them into a library can 102 

subsequently be used by other researchers seeking to create libraries of logic models of 103 

interventions addressing other types of error.  104 

Methods 105 

Search strategy for existing interventions to reduce diagnostic error 106 

Our starting point was McDonald et al.’s systematic review of evaluations of interventions to 107 

reduce diagnostic error [10], which included 109 studies. This review only contained studies 108 

published before October 2012 and excluded studies in simulated settings. We therefore repeated 109 

the original search, and extended it to July 2016.  110 

All of the titles and abstracts of the studies identified in our search were independently screened 111 

against a set of selection criteria (Box 1) by MK and CT.  We used the inclusion criteria of 112 

McDonald et al., adapted to incorporate simulation-based studies, and added additional 113 

exclusion criteria designed to ensure the interventions included could be used in another setting 114 

(i.e. were not over-specific) and had data on their effectiveness available. We also excluded 115 

studies which increased the number of clinicians making an interpretation or changed the type of 116 

professional making the diagnosis, because of the minimal change to the diagnostic pathway that 117 

would result from implementing these interventions. The full text of all studies included by either 118 

reviewer was obtained and independently screened against the selection criteria by MK and CT. 119 
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Any disagreements regarding inclusion at the full text-stage were resolved by discussion and the 120 

reason for exclusion after full text screening was recorded. 121 

Box 1: Selection criteria 122 

Inclusion criteria specified by McDonald et al. [10] 123 

Study evaluating any intervention to decrease diagnostic errors, the time to correct diagnosis or 124 

to appropriate clinical action. 125 

Study in any clinical setting. 126 

Any study design. 127 

Study addressing patient-related outcomes or proxy measures of patient-related outcomes. 128 

Exclusion criteria specified by McDonald et al. [10] 129 

No intervention. 130 

No real patients: modified for this review to include studies in simulated clinical settings and 131 

those with healthcare students as participants. 132 

Additional exclusion criteria for this review 133 

Studies where the intervention is a specific test used for a specific diagnosis. 134 

Studies of interventions which increased the number of clinicians making an interpretation or 135 

changed the type of professional making the diagnosis. 136 

Studies of evaluations of response to treatment or the effect of taking action on signs of 137 

deterioration. 138 

Studies in which the intervention was designed primarily to reduce costs. 139 

Studies not including an evaluation of the intervention. 140 

Systematic (or other) reviews, case reports, letters, editorials, commentaries, opinion pieces, 141 

audits or protocols. 142 

 143 

Generic library structure 144 

In designing the structure of the library we considered the following course of action: a particular 145 

diagnostic error is identified, which could be due to one or more potential causes, each of which 146 
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could be addressed with a number of potential interventions. The first level of the library 147 

therefore needed to describe the error itself, the second level the potential cause(s) of each error 148 

and the third level the types of intervention that could be implemented (Figure 1). Each logic 149 

model would then synthesize all of the specific interventions, of each type, that addressed each 150 

cause of each error. In order to operationalise this, we needed to create appropriate categories of 151 

errors (level 1), causes (level 2), and intervention types (level 3). For errors (level 1), we used the 152 

seven temporal stages (and sub-stages) of the diagnostic pathway as outlined by Schiff and 153 

colleagues [20]. For causes (level 2), we used an expanded version of the three-level 154 

categorisation outlined by Gandhi et al. [21] and Singh et al. [22] (cognitive, system-related and 155 

patient-related). We split cognitive causes into two categories, cognitive reasoning (akin to 156 

“judgment” in Gandhi et al.) and lack of knowledge/skill/experience (“lack of knowledge” in 157 

Gandhi et al.) because of the large number of interventions aiming to address cognitive-related 158 

errors. Furthermore, enhancing cognitive reasoning requires a different type of intervention to 159 

enhancing knowledge/ skill/experience. We added sub-optimal attention as a separate category, 160 

although we acknowledge that this may not accord with “no blame” patient safety cultures. This 161 

provided five “error cause” categories in total. For intervention type (level 3), we used a modified 162 

version of the six categories outlined by McDonald et al. [10]. The educational and technology 163 

intervention categories were retained unchanged. We amalgamated personnel and technique 164 

changes into the process change category and added quality improvement interventions as a 165 

separate category. Studies using only additional review methods were excluded (as discussed 166 

above) to give four “intervention type” categories in total. 167 

The seven diagnostic pathway stages, five causes of error and four types of intervention meant 168 

that our library could  theoretically contain up to 7x5x4 = 140 logic models..  169 

CT and MK subsequently independently coded each intervention using these three 170 

categorisations; each intervention in studies including multiple interventions was coded 171 

separately. Results were then compared and any disagreements resolved by discussion. 172 

Information on the following additional aspects of each intervention was coded by MK, using 173 
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NVivo Pro v11: specific intervention description, setting (including whether a simulation), 174 

participants and study design. In addition MK coded any ex ante explanation of why the 175 

intervention was expected to work and any ex post explanation of why the intervention did or did 176 

not work. All coding was subsequently verified by CT.    177 

Logic model structure and generation of synthesized logic models 178 

We applied a modified version of Kneale et al.’s procedure for logic model creation [9], as 179 

described in Box 2, with the aim of identifying, in the most plausible temporal order, the 180 

actitvities that would be included in intervention development and implementation. We decided 181 

that the starting point for each model would be the decision to implement a specific intervention 182 

and subsequently identified five key temporal activities to include in each model: pre-183 

intervention (intervention development and other requirements before the intervention can be 184 

implemented on the ground), the implementation of the intervention itself, post-implementation 185 

(what needs to happen before the immediate outcome of the intervention can occur), the 186 

immediate outcome (which generally mitigated the underlying cause of the error) and post-187 

immediate outcome (before the effects can reach the patient and a reduction in diagnostic errors 188 

can occur). Within each stage, there could be multiple steps (i.e. the individual requirements, 189 

activities and/or changes). This meant that each logic model would show the full, ordered chain 190 

by which intervention implementation leads to the desired outcome. 191 

We modified Kneale et al.’s procedures in three ways. First, following examination of logic 192 

models in existing studies and general frameworks (#1 in Box 2), we worked forwards from the 193 

initial design of the intervention to the final (distal) outcome, rather than the other way round, as 194 

this seems a better match to what an implementer would do in practice having chosen a specific 195 

intervention. Second, we extended #8 (sharing initial logic models) to include the generation of a 196 

single, synthesized model for each error/cause/type of intervention combination. Finally, we 197 

excluded #10 (presenting the final logic model in the protocol for the review) as it was not 198 

required for our work. We also wanted to include an indication of the effectiveness of each 199 
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intervention, to aid users of the library in selecting a potentially effective intervention. Our 200 

method of doing so is described in Box 3. 201 

Box 2: Generation of synthesized logic models 202 

#1: Examination of logic models in existing studies and general frameworks: We gathered the coded 203 

explanations for intervention (in)effectiveness from our NVivo database. Given that the majority 204 

of interventions sought to achieve some form of professional behaviour change, we also 205 

examined the COM-B framework [23], the Stages of Change model for behavioural change 206 

interventions [24] and Kirkpatrick’s hierarchy of outcomes for educational interventions [25]. 207 

These explanation, frameworks and models provided an overview of the individual steps that 208 

needed to be included in our logic models in each of the five key activities we had already 209 

identified.  210 

[For #2 to #5, CT and MK worked independently, aggregating the information from #1 to 211 

enable development of a draft logic model for each intervention in each study.] 212 

#2: Specification of intervention inputs (intervention development and other requirements before the 213 

intervention can be implemented on the ground): We identified two main types of input: suitable 214 

intervention design and the intended subjects being able to attend to it. Drawing on the COM-B 215 

framework [23] for example, the curriculum and pedagogy of a training programme (as an 216 

example of a specific intervention) would need to be appropriate to enable the development of 217 

the psychological capacity of the target audience and the intended “subjects” of the intervention 218 

would need sufficient time (social opportunity) to attend to it.  219 

#3: Specification of intervention processes: This is an explanation of how the intervention would be 220 

provided (e.g. the nature of the training provided to clinicians) and what resources would be 221 

required in order to do so (e.g. room space).  222 

#4: Identification of what needs to happen post-implementation, before the immediate outcome of the 223 

intervention can occur: We identified any requirements for those using the intervention in practice, 224 
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including Kneale et al.’s “proximal” outcomes [9]. Drawing on the Kirkpatrick model for 225 

training evaluation [25], our exemplar training programme could only be effective if clinicians 226 

were engaged during the course and learnt from it.  227 

#5: Identification of immediate outcome and steps from the immediate to the distal outcome: Our 228 

“immediate” outcome was equivalent to Kneale et al.’s “intermediate” outcome [9], the change 229 

necessary to achieve the distal (final) outcome (usually behaviour change). Such behaviour 230 

change is the “action” stage in the stages of change model [24], the third level in the Kirkpatrick 231 

model [25] and the outcome of the COM-B framework [23].  232 

#6: Identification of distal outcome: We had already identified a common distal outcome for all 233 

interventions, a reduction in diagnostic errors impacting on patient-level outcomes. This would 234 

be achieved when a clinician made a correct or timelier diagnosis that they would not have done 235 

in the absence of the intervention. 236 

#7: Specification of intervention moderators including setting and population group: To avoid over-237 

complication, we did not include these aspects within the logic models themselves but extracted 238 

information on setting and participants, as described above and which are presented separately. 239 

#8: Share initial logic models, review and generate a single, synthesized model for each error/cause/type of 240 

intervention combination: MK and CT shared the logic models they had developed for each 241 

intervention and discussed similarities and differences. We then agreed on a model for each 242 

error/cause/type of intervention combination as shown in Figure 1. Within the “testing” error 243 

category we developed one logic model for each sub-category to avoid over-complication. 244 

#9: Share synthesized models with the whole group, review and revise: The synthesized models were 245 

then shared with the remainder of the team and revised as required. 246 

  247 
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 248 

Box 3: Determining intervention effectiveness  249 

The effectiveness of the interventions was assessed based on the size of the effect achieved and its 250 

statistical significance.  For an intervention’s effect size (ES), we used results for total diagnostic 251 

accuracy or for all errors combined (including all ‘levels’ of error from minor to major) and 252 

across all participants (rather than for a specific type of error or a specific participant sub-group), 253 

unless there was a clear indication in the study that the primary outcome was for a specific type 254 

of error/sub-group.  If studies included immediate and longitudinal effects, we used outcomes 255 

measured immediately after the intervention, as not all studies included repeat measurements 256 

and the time gaps where this was done were variable.  The outcome we used (detailed in 257 

Appendix 1) was not always that reported in the abstract of the paper.  For some papers we used 258 

the primary data presented to calculate effect size and statistical significance, using the Campbell 259 

Collaboration’s effect size calculator, using the logit method for 2x2 tables and pooled standard 260 

deviations for paired t-tests [26].  Any effective intervention was shown as having a positive 261 

effect size, regardless of whether the outcome related to diagnostic accuracy or error rates.  It was 262 

not always possible to determine effect size and statistical significance from the results or data 263 

presented and in some cases we were unable to adjust for non-independence in pre/post studies 264 

where the same participants contributed data in both time periods, albeit regarding different 265 

(simulated) patients. Using Cohen’s rules of thumb [27] and traditional frequentist approaches to 266 

determining statistical significance, we classified the effectiveness of the intervention as negative 267 

(ES<0 and p<0.05), none (p>0.05), very small (0<ES<0.2 and p<0.05), small (0.2<ES<0.5 and 268 

p<0.05), medium (0.5<ES<0.8 and p<0.05) or large (ES>0.8 and p<0.05).   269 

  270 
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 271 

Results 272 

We reviewed 2,638 titles and abstracts and 286 full text studies. A total of 43 studies met the 273 

inclusion criteria (Figure 2) and proceeded to data extraction and coding. Of the 140 potential 274 

logic models, there was at least one intervention in 19 (14%).  A total of 58 active trial arms were 275 

reported across the 43 studies.  After grouping very similar interventions, a total of 46 unique 276 

(specific) interventions were identified.  277 

Table 1 summarises the studies included in the logic models in each combination; full details on 278 

each are provided in Appendix 1. The most common errors addressed were errors in the testing 279 

stage of the diagnostic pathway (N=26 interventions, 60%).  The most common interventions 280 

addressed errors caused by a lack of knowledge/skill/experience (N=18, 39%) or sub-optimal 281 

cognitive reasoning (N=14, 30%).  The most common types of interventions were those in the 282 

process category (N=18, 39%) and the education and feedback category (N=16, 35%).  283 

51 effect sizes could be calculated although some were for multi-component interventions as a 284 

whole. While no interventions had a statistically significant negative effect, only seven (14%) 285 

were classified as having “large” effect sizes and 16 (31%) were classified as having no effect. 286 

An example of a logic model, for errors in diagnostic decision making caused by sub-optimal 287 

cognitive reasoning and addressed with education and feedback interventions, is shown in Figure 288 

3. The full library of the 24 generated logic models is shown in Appendix 2. All logic models use 289 

the generic term “clinician” to denote any healthcare professional or staff member involved in 290 

making a diagnosis at any stage in the diagnostic pathway. To generate the logic model shown in 291 

Figure 3, we drew on two specific interventions in this error-cause-type combination, a training 292 

programme in diagnostic coding for psychiatric disorders (ICD-10) trialled in a simulated setting 293 

[28] and cognitive forcing strategy training trialled with medical students in a simulated 294 

emergency medicine setting [29]. The use of a structured diagnostic system (i.e. ICD-10 codes) 295 

was intended to help overcome the cultural biases known to affect diagnostic decision-making in 296 
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psychiatry [28]. The cognitive forcing training aimed to encourage participants to use analytic, or 297 

System 2, thinking during diagnostic reasoning, which means that they would self-monitor 298 

following an initial diagnosis and “force” themselves to consider any alternative, non-obvious 299 

diagnoses [29]. At the pre-intervention stage each training programme needed to be designed 300 

appropriately in terms of curriculum and pedagogy and participants needed to be given time to 301 

attend the training. During the intervention stage training would be provided. Clinicians needed 302 

to actually attend the training, engage in it (e.g. pay attention), learn from the training and retain 303 

this learning. The immediate outcome would be that the participants change their existing 304 

behaviour by applying the newly learnt knowledge/skills in diagnostic decision making. During 305 

the post-immediate outcome stage the use of the learnt knowledge/skills would need to help the 306 

clinician make a correct diagnosis (that they would not have done previously), if the intervention 307 

is to reduce diagnostic error.  308 

The effectiveness of both specific interventions included in Figure 3 was evaluated in simulations 309 

of clinical practice using a test requiring participants to diagnose one or more cases, with one 310 

showing a large effect [28] and the other no effect [29]. Sherbino and colleagues [29] suggested a 311 

number of reasons why their intervention was ineffective, including insufficiently complex cases 312 

that did not require System 2 thinking, a lack of transfer of learning to new cases and an 313 

insufficiently strong training programme to counter existing cognitive biases. For the 314 

intervention found to be effective [28], it would still be necessary to show longer-term retention 315 

and transfer to real-life clinical practice if patient-level outcomes are to be improved. 316 
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Discussion  

Summary of findings 

We have generated 24 logic models which show the mechanistic theory of 46 different 

interventions designed to reduce the incidence of diagnostic error in healthcare. These models 

can be used by anyone seeking to develop and implement an intervention to reduce a specific 

diagnostic error in their own setting. The models provide a guide as to what needs to be done in 

what order if the desired final effects of a particular intervention are to be realised; as such they 

also help intervention evaluators choose appropriate intermediate outcomes. One prerequisite for 

using the library is that the intervention developer has a good idea of the main cause of the error 

they are trying to tackle; although of course many errors are multi-factorial [30]. Intervention 

developers also need to be cognisant of how any aspects of their own context may mean that the 

intervention has a different level of effectiveness to that in the evaluations included in this study. 

Thus, while a developer may need to adapt an existing intervention, they do not have to start 

with a blank piece of paper. 

As with patient safety incidents, which are often followed-up with investigations using 

techniques such as Root Cause Analysis [31], we can learn from the unsuccessful interventions 

by examining the “leaks” from the logic models. For example, in Goodacre et al.’s study [32], 

computer-generated interpretations of ECG results were provided to clinicians but one reason for 

a lack of intervention effectiveness was that the results were ignored. In general, however, there 

was a lack of evidence in the included studies about potential “leaks”, as has also been noted by 

others [33]. An intervention developer wanting to implement a similar intervention in their own 

context should therefore be encouraged to discuss the proposed ECG reports with clinicians and 

determine whether they would be used and why/why not; and to consider any other leaks that 

may occur at other steps in the logic model. The final intervention design and implementation 

would also need to include a strategy to improve adherence, such as routine reminders or peer 

assistance.  
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Strengths 

To our knowledge, this is the first attempt at creating and providing a library of logic models 

which enables a user to compare and contrast different interventions and to understand what 

needs to occur and in what order if an intervention is to be effective. Our task was more 

challenging than we had originally anticipated, as none of the included studies explicitly 

described the full logic model for the intervention being evaluated. By using the library, 

intervention developers should be able to develop and implement interventions that are more 

likely to be effective, as they can ensure that all steps in the logic model are considered at an 

early stage.  

Limitations 

We were only able to generate 24 logic models. There will be more potential models, because 

interventions for other meaningful error/cause combinations are yet to be developed and/or 

evaluated. The existing breakdown of interventions by type of diagnostic error may not match 

the prevalence or severity of different types of error in reality. The library should therefore be 

updated when evidence accumulates, although some of the cells in Table 1 may be empty 

because a particular error is unlikely to be due to a particular cause (e.g. missing information on 

samples is unlikely to be due to cognitive bias because the cognitive load of completing the 

information required is low). Nevertheless, the “gaps” in Table 1 could be combined with 

evidence on the epidemiology of error to identify priorities for intervention development.  

Although we followed a standardized procedure for generating the logic models, and based our 

model structure on existing work [10, 20-22], they remain subjective and could be challenged by 

others.  In particular, many errors have multiple causes (as identified by Graber et al. [30]) but 

we assigned each intervention to only one overall cause category. However, some interventions 

address more than one possible cause of each error and we would encourage intervention 

developers to consider all possible causes and design multi-faceted interventions when required. 
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We also advocate greater adherence to the TIDieR checklist [7], as clearer intervention 

descriptions would have enabled us to provide more objective logic models. 

We have not included causal theories in our logic models, as we discuss in more detail below.  Our 

approach suggests that intervention implementation through the steps in the logic model is linear 

in time, when this is unlikely to be the case for all interventions in practice. Although we provided 

an indication of each study’s effectiveness, it was outside our remit to determine which specific 

components of multi-faceted interventions were critical for overall effectiveness, however it is also 

plausible that the “effectiveness sum” of a multi-faceted intervention is greater than that of the sum 

of its parts and, indeed, multi-faceted interventions may well be essential [34]. Likewise, we do not 

yet know the relative importance of each step in a logic model or the impact of context on 

effectiveness; other authors have reported a paucity of evidence in this area across patient safety 

interventions more generally [33].  Furthermore, we did not undertake a quality appraisal of the 

included studies, so our estimates of effectiveness may be biased. 

The sample of studies (and therefore interventions) included was limited by our inclusion criteria; 

for example we excluded studies of interventions that focused on reducing costs without increasing 

the error rate or in which the only intervention was to increase the number of clinicians reviewing 

test results prior to making a diagnosis. Our sample may also be limited by publication bias, which 

is likely to reduce the number of ineffective interventions included. While a user of the library may 

be less likely to choose an intervention previously found to be ineffective, their inclusion would 

help us to learn from previous mistakes. 

Comparison with existing literature and future work 

It is generally accepted that all interventions should be based on causal theory [6, 10, 14, 15], and 

knowing an intervention’s logic model or mechanistic theory is a prerequisite for explaining its 

causal theory (i.e. we need to identify the steps in the logic model before we can explain the “why” 

of each; bearing in mind that different causal theories may be needed to link different pairs of 

steps). However, the superior effectiveness of theory-led over non-theory-led interventions is not 
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always borne out in practice [3].  Our work suggests that one reason for this is that while a theory-

based intervention may make the “immediate” outcome of the intervention more likely (e.g. the 

knowledge level of the clinicians who attend an educational intervention increases), there are 

additional steps both before and after the intervention itself where various “leaks” from the logic 

model dilute effectiveness. 

There are four possible extensions to the work presented here. The first is to apply our method to 

interventions designed to tackle different errors, such as prescribing errors, and subsequently, to 

synthesise results across these different errors in the context of patient safety in general. The second 

is to identify which steps in the logic model, context and intervention design features are critical 

for effectiveness, and which tend to lead to ineffectiveness, potentially using Qualitative 

Comparative Analysis [35]. This task will however be difficult given the large variety of 

interventions and types of error across the included studies. Third, we could identify plausible 

causal theories for each link in each logic model. Again this will not be a simple task; Michie and 

colleagues, for example have identified and described 83 theories of behaviour change [36]. 

Finally, we could consider the quantitative relationships between steps in the logic models. For 

example, the logic models could be presented as Bayesian networks, which would facilitate the 

synthesis of multiple sources of evidence to derive estimates of the effect on the intervention on 

health outcomes and costs [37]. 

Conclusion 

We were able to generate logic models for all of the interventions to reduce diagnostic error 

identified in our search and the resulting library is freely available to all (Appendix 2). We had to 

rely on the published evaluation reports for information about each intervention, meaning that 

logic model development was partially subjective. However, we based our method on previously 

published work [9], although we worked in the opposite direction to Kneale and colleagues, from 

intervention design to distal outcome. The resulting library of logic models can be used by others 

in a variety of ways: the library gives intervention developers a useful starting point and 

encourages them to consider and publish their logic models and identify appropriate causal 
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theories, and helps intervention evaluators to identify and measure critical intermediate outcome 

measures. Furthermore the methods we have described will help researchers to generate libraries 

for interventions targeting other errors in healthcare. 

Figure legends 

Figure 1: Generic library structure 

Figure 2: Flow diagram  

Figure 3: Logic model for errors in diagnostic decision making caused by cognitive bias and 

addressed with education and feedback interventions [28, 29] 
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Table 1: Summary of error, cause of error and intervention types 

   Cause of error 

Stage in 

diagnostic 

process 

(Schiff)  

Error (Schiff sub-

category; only sub-

categories with at least 

one intervention are 

included) 

Sub-optimal cognitive 

reasoning 

Lack of knowledge/ skill/ 

experience 

Sub-optimal attention System-related Patient-related 

Access/ 
presentation 

N/A       

History 

taking 

Failure/delay in 

eliciting critical piece of 
history data 

       P: Patient-completed 

questionnaire [1-3] 

Physical 
exam 

Failure/delay in 
eliciting critical 
physical exam finding 

  EF: Patient feedback [4]   

Sub-optimal weighting       P: Tertiary trauma survey 
[5, 6] 

 

Testing 
 

Failure/delay in 
performing ordered 
tests 

    T: Computer test support [7]    

Sample mix-
up/mislabelled 

    P: Computer-aided double-
signing [8] 

T: Computer test support [9] 

   

Technical errors/poor 
processing of 
specimen/test 

  EF: Poster with most common 
errors [10];  Crash course about 
most common errors [10]; Leaflet 
explaining blood drawing 
procedure and explanation of 
procedure by senior nurse [7]; 
Training on sample management 
and standardized sample 
collection [8]; Reference materials 
on sample collection produced 
[8]; Training on blood sample 
collection [11, 12]  

  P: Improved storage 
facilities [8]; More delivery 
staff [8]  

QI: Participation in cross-
institution benchmarking 
[13] 

 

Failed/delayed 

transmission of result to 
clinician 

    P: Structured report template 

[14]  

P: Quiet working 

environment [14]  
 



Erroneous clinician 
interpretation of test 

P: Verification stage added 
[15]; Checklists to correct 
mistakes in initial diagnosis 
[15, 16]  

T: Computer pattern 
recognition [17]  

EF: Individual feedback on image 
interpretation [18, 19];  Meetings 
to discuss errors/missed cases [20, 
21]; Technician report written at 
time of investigation and 
presented to clinicians [22]; 
Training including hands-on 
training and expert tutorial [23] 

T: Software to help trainees read 
capsule endoscopy images [19]; 
Computer test support [24]; 
Computer-interpretation of 
investigation results provided to 

clinicians [25, 26]  

 
P: Structured reporting 
process [20] 

T: Computerised version of 
images [27] 

 

Assessment Failure/delay in 
considering the correct 
diagnosis; sub-optimal 
weighing/prioritising 

EF: Specific training 
programme in diagnostic 
coding [28]; Cognitive forcing 
strategy training [29] 

P: Self-directed reflection 
[30]; Enhanced analytical 
reasoning using structured 
template [31]; Provision of 
additional data and querying 
initial hypothesis [32]; 
Structured reanalysis of case 
findings [33]; Checklists after 
collecting information 
without return to patient [34]; 
Checklists after collecting 
information with return to 
patient [34] 

T: Diagnostic reminder 
system [35, 36];  Computer 
diagnostic support system 
before testing [37, 38]; 
Computer diagnostic support 
system after testing [37, 38] 

EF: Monthly feedback added to 
standardised data collection and 
computer support [39]; Education 
about atypical presentations [40]; 
Feedback about telephone follow-
up of high risk patients [40]   

P: Standardised data collection 
forms [39] 

T: Computer-based decision 
support tool [39, 41, 42]       

    

Referral Failure/delay in 
ordering needed referral 

    P: Reminders [43]    

Follow-up N/A      

Type of intervention codes: Education/feedback (EF), Process (P), Technology (T), Quality improvement activities (QI). 
Several interventions were sufficiently similar in multiple studies to group them as one intervention and the number of references specifies the number of studies, including two sets of two papers [35-38] in 
which the interventions were identical.  Some studies included multiple interventions (range 1-5). Where the second and any subsequent interventions built on the first, the intervention is coded according to 
its incremental type.  N/A: No interventions in this stage of the diagnostic process identified. 
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Appendix 1: Summary of included studies

Study Source Participants Setting Country Design Intervention description Intervention category Error Cause of error Definition of outcome/error used to calculate effect
Baseline or Control group outcome 

(grey=error; white=accuracy)

Post or Intervention group outcome 

(grey=error; white=accuracy)
Effect size (p-value) Effect size group

Biffl 109 Physicians Trauma ICU USA Pre-post Tertiary trauma survey Process
Sub-optimal weighing during physical 

examination
System-related Percentage of patients with a missed injury 2.40% 1.50% Chi-squared=6.71, p=0.001, Cohen's d=0.254 Small

Education about atypical presentations Education and feedback 

Feedback about telephone follow-up of high risk 

patients
Education and feedback 

Coderre Repeat Medical students Simulation Canada
Pre-post (type of data 

randomised)

Provision of additional data and querying of initial 

diagnosis
Process

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Sub-optimal cognitive reasoning
Percentage of participants with correct diagnosis (combined 

across types of data provided)
45.4% 82.3% Chi-squared=79.4, p<0.001, Cohen's d=0.953 Large

Dudley 109 Junior doctors Hospital UK
Controlled (not 

randomised)
Technician report written at time of investigation Education and feedback Erroneous clinician interpretation of test Lack of knowledge/skill/experience

Percentage of reports containing an error (minor disagreement, 

disagreement or significant disagreement), A&E and medical 

SHOs combined

52.1% 42.3% Chi-squared=2.74, p=0.098; Cohen's d=0.220 None

Emergency Physicians
Review of clinically significant errors in blame-free 

environment 
Education and feedback Lack of knowledge/skill/experience 3.00% 1.20% Chi-squared=174, p<0.001, Cohen's d=0.515 Medium

Radiologists and 

Emergency Physicians
System re-design Process System-related 1.20% 0.30% Chi-squared=150, p<0.001, Cohen's d=0.771 Medium

Goodacre Repeat
Senior house officers 

(Junior doctors)

Simulation of a Hospital 

Emergency Department 
UK

RCT (reports 

randomised not 

participants)

Computer-interpretation of investigation results 

provided to clinicians
Technology Erroneous clinician interpretation of test Lack of knowledge/skill/experience

Percentage of ECG interpretations with an error (major or 

minor)
63.6% 58.4% Chi-squared=1.42, p=0.233, Cohen's d=0.121 None

Poster with most common errors

Crash course about most common errors

Hopkins Update Nurses Hospital USA Pre-post Training on blood sample collection Education and feedback 
Technical errors/poor processing of 

specimen/test
Lack of knowledge/skill/experience

Percentage of blood cultures that were contamined (post = 

quarter following intervention)
3.11% 2.02% Chi-squared=7.75, p=0.005, Cohen's d=0.245 Small

Cross-over (random 

allocation of 

recordings)

Capsule Endoscopy software providing different 

methods of viewing recordings
Technology N/A N/A

Median number of false negatives = 1 for each viewing 

method, p>0.01; impossible to determine effect size 

from data presented

None

Longitudinal Feedback on previous performance Education and feedback N/A N/A

Mean number of false negatives with each step 

(approx.): 1.4, 2.5, 0.7, 1.0, 0.6. Impossible to determine 

effect size or statistical significance from data presented

Unclear

Itri 109 Residents and Fellows Hospital USA

Difference in 

differences (residents 

vs. fellows; pre-post)

Focused missed-Case Conferences for residents 

only (fellows act as non-random controls)
Education and feedback Erroneous clinician interpretation of test Lack of knowledge/skill/experience

Percentage of musculoskeletal radiograph interpretations 

(across 31 common injuries) with a major discrepancy

Residents (Int): 18.0%; 

Fellows (Ctrl): 17.9%

Residents (Int): 6.0%;

Fellows (Ctrl): 20.6%

Difference in Differences estimator -0.112 (SE 0.054), t=-

2.08, p=0.038; Cohen's d for post error rates only=0.644
Medium

Keijzers Other Physicians Trauma Hospital Australia Pre-post Tertiary trauma survey Process
Sub-optimal weighing during physical 

examination
System-related

Perecentage of injuries detected during hospital stay that were 

missed on initial examination (denominator is total patients, 

not total missed injuries)

3.80% 4.80% Chi-squared=0.253, p=0.613; Cohen's d=0.126 None

Computer diagnostic support system before 

testing
60% 71% t=3.19, p=0.002; Cohen's d=0.639 Medium

Computer diagnostic support system after testing 60% 69%  t=2.75, p=0.007; Cohen's d=0.548 Medium

Computer diagnostic support system before 

testing
63% 69% t=2.37, p=0.019; Cohen's d=0.337 Small

Computer diagnostic support system after testing 63% 65% t=0.74, p=0.462; Cohen's d=0.105 None

Kundel 109 Radiologists Simulation USA

Difference in 

differences (with vs. 

without feedback using 

cross-over; pre-post)

Computer pattern recognition Technology Erroneous clinician interpretation of test Sub-optimal cognitive reasoning
Increase in accuracy from initial to second view (area under 

AFROC curve)
-0.04 0.16 Paired t=40.34, p<0.001; Cohen's d=2.270 Large

Lewis 109 GPs Primary Care UK
RCT (patients 

randomised)
Patient completed questionnaire (PROQSY) Process

Failure/delay in eliciting critical piece of 

history data
System-related

Clinical outcomes of patients with possible mental disorder 

(mean General Household Questionnaire scores/36 at 6 weeks; 

lower scores are better)

26.6 25.7 t=1.43, p=0.155; Cohen's d=0.160 None

Computer aided double-signing for samples Process Sample mix-up/mislabelled Sub-optimal attention

Training on sample management and 

standardized blood sample collection
Education and feedback 

Reference materials on sample collection 

produced
Education and feedback 

Improved storage facilities Process

More delivery staff Process

Computer test support Technology 
Failure/delay in performing ordered 

tests
Sub-optimal attention 0.84% 0.70% Chi-squared=7.12, p=0.008; Cohen's d=0.097 Very small

Leaflet explaining blood drawing procedure and 

explanation of procedure by senior nurse
Education and feedback 

Technical errors/poor processing of 

specimen/test
Lack of knowledge/skill/experience 0.70% 0.38% Chi-squared=57.5, p<0.001; Cohen's d=0.336 Medium

Mamede Repeat Residents
Simulation of Internal 

Medicine
Netherlands Pre-post Structured reanalysis of case findings Process

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Sub-optimal cognitive reasoning

Mean percentage diagnostic accuracy score on four cases 

subject to availability bias (previous experience of a similar case; 

Phase 2 to Phase 3 in the study), across participants, combined 

first and second years

44.8% 54.3%
t=-1.60, p=0.114; Cohen's d=0.377 (data to enable 

paired t-test to be undertaken not presented)
None

Monteiro Update Residents
Simulation of Medicine 

Department
Canada Pre-post Self-directed reflection Process

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Sub-optimal cognitive reasoning Mean percentage diagnostic accuracy score across participants 60.0% 61.0%
t=2.15, p=0.03; Cohen's d cannot be determined (data 

to verify t-test cannot be determined)

Unclear but possibly very 

small

Mueller 109 GPs Primary Care Germany
Post only with GP 

confirmation
Patient completed questionnaire Process

Failure/delay in eliciting critical piece of 

history data
System-related

Number of health problems uncovered using questionnaire that 

were previously unknown by the GP
0 Median: 2 (IQR 1-4) Cannot be determined from the data presented Unclear 

Murphy Update Primary Care Providers Primary Care USA
RCTs (PCPs 

randomised)
Reminders Process Failure/delay in ordering needed referral Sub-optimal attention

Percentage of patients with abnormal findings followed-up for 

diagnostic evaluation by final review (7 months)
52.5% 73.4% Chi-squared=35.4, p<0.001; Cohen's d=0.511 Medium

Myung Update Medical students Simulation South Korea RCT
Enhanced analytical reasoning using structured 

template
Process

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Sub-optimal attention Mean percentage diagnostic accuracy score across participants 76.3% 85.0% t=2.46, p=0.015; Cohen's d=0.355 Small

Nicholl Repeat Doctors Neurology out-patients UK Pre-post Patient feedback Education and feedback 
Failure/delay in eliciting critical piece of 

history data
Sub-optimal attention

Percentage of missed examinations across all patients in both 

trusts (3 examinations per patient expected)
31.0% 25.2% Chi-squared=1.072, p=0.301; Cohen's d=0.156 None

Nishikawa Repeat Radiologists Simulation USA Pre-post Computer test support Technology Erroneous clinician interpretation of test Lack of knowledge/skill/experience
Mean percentage of true positive lesions detected on 

mammograms across readers
54.9% 60.3% Paired t=3.91, p=0.006; Cohen's d=1.382 Large

Raab 109 Various/Not stated Laboratories USA Longitudinal
Participation in cross-institution benchmarking 

programme
Quality improvement

Technical errors/poor processing of 

specimen/test
System-related

Mean reduction in discordant diagnosis rate for each number of 

years of participation in programme
N/A N/A

Mean reductions: 1 year 0.84%, 2 years 0.93%, 3 years 

0.97%, 4/5 years 0.99%, p=0.04; Cannot determine 

effect size from data presented

Unclear but possibly 

small

Ramirez Update Nurses Intensive Care Unit Spain
Controlled (not 

randomised)
Training on blood sample collection Education and feedback 

Technical errors/poor processing of 

specimen/test
Lack of knowledge/skill/experience Percentage of blood cultures that were contamined 23% 13% Chi-squared=10.9, p=0.001; Cohen's d=0.381 Small

Ramnarayan - Paediatrics 109 Junior doctors
4 hospitals (Paediatric 

Department)
UK Pre-post

Percentage of "unsafe" diagnostic workups (only of cases where 

system consulted)
45.2% 32.7%

McNemar Chi-squared=13.0, p<0.001; Not possible to 

calculate Cohen's d

Unclear but possibly 

small to medium

Ramnarayan - Simulation Repeat Various Simulation UK Pre-post
Mean number of diagnostic errors of omission in 12 cases 

across participants
5.5 5.0

Repeated measures ANOVA p<0.001 (data to calculate F 

statistic not presented); Cohen's d=0.335
Small

Very smallVarious Hospital China 1.19%
Chi-squared=23.8, p<0.001; Cohen's d=0.075 

(Combined)

Technology

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Sub-optimal cognitive reasoning Mean percentage of correct diagnoses across participants RCT

Small
Chi-squared=7.17, p=0.007; Cohen's d=0.438 

(Combined)
0.43%0.94%

SmallEducation and feedback 

Percentage of patients with a clinically significant adverse event 

Percentages of radiograph interpretations with a false negative 

finding

t=3.634, p<0.001, Cohen's d=0.466 (Combined)3.23

Percentage of samples with an error across hematology, 

coagulation, chemistry and urine samples

System-related

Percentage of disqualified samples (post = 1-3 months after 

intervention)
1.36%

Technical errors/poor processing of 

specimen/test

Technical errors/poor processing of 

specimen/test

Lack of knowledge/skill/experience

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Sub-optimal cognitive reasoningDiagnostic reminder system Technology

Li Update

Lillo

Pre-post

Repeat Nurses Hospital Spain Longitudinal

109

Pre-post

Taiwan

USA Longitudinal

South Africa

Kostopoulou UK Other GPs Simulation of Primary Care UK

4.20
Mean number of errors per chest radiograph film (post = 1 

month after intervention)
Lack of knowledge/skill/experience

Technical errors/poor processing of 

specimen/test

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Lack of knowledge/skill/experience

Erroneous clinician interpretation of test

Hosoe Repeat Trainee Endoscopists Simulation Japan
Median number of missed lesions (false negatives) in capsule 

endoscopy interpretation

Hlabangana Update

Chern 109 Physicians
Hospital (Emergency 

Department)
Pre-post

Radiographers
Hospital (Paediatric 

Department)

Hospital (Emergency 

Department)
Espinosa

Kostopoulou Greece Update GPs Simulation of Primary Care Greece RCT Mean percentage of correct diagnoses across participants Technology

Erroneous clinician interpretation of test Lack of knowledge/skill/experience

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Sub-optimal cognitive reasoning



Appendix 1: Summary of included studies

Study Source Participants Setting Country Design Intervention description Intervention category Error Cause of error Definition of outcome/error used to calculate effect
Baseline or Control group outcome 

(grey=error; white=accuracy)

Post or Intervention group outcome 

(grey=error; white=accuracy)
Effect size (p-value) Effect size group

Rezvyy Repeat Psychiatrists Simulation Russia

Difference in 

differences (control vs. 

intervention; pre-post)

Specific training programme in diagnostic coding Education and feedback 

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Sub-optimal cognitive reasoning
Mean number of correct diagnoses for all cases across 

participants

Pre: 45.6%

Post: 72.4%

Pre: 42.1%

Post: 51.3%

p<0.001 for gain in intervention group and comparing 

post-test scores between groups (data to calculate test 

statistic not presented); Cohen's d (post-test 

scores)=1.196

Large

Rondonotti Update
Capsule Endoscopy 

readers
Multiple hospitals Italy Pre-post

Training including hands-on training and expert 

tutorial with group feedback
Education and feedback Erroneous clinician interpretation of test Lack of knowledge/skill/experience Percentage of findings detected 35.1% 37.3% Paired t=0.57, p=0.575; Cohen's d=0.194 None

Quiet working environment Process System-related 20.8% 8.8% Chi-Squared=12.5, p<0.001; Cohen's d=0.550 Medium

Structured report template Process Sub-optimal attention 20.8% 20.0% Chi-Squared=0.05, p=0.824; Cohen's d=0.027 None

Schriger 109 Physicians
Hospital (Emergency 

Department)
USA RCT Patient completed questionniare Process

Failure/delay in eliciting critical piece of 

history data
System-related

Percentage of patients who received a psychiatric diagnosis, 

consultation or referral (assumes that all should do so)
5.10% 7.61% Chi-squared=0.50, p=0.478; Cohen's d=0.235 None

Segal Update Neurologists Simulation USA Pre-post Computer-based decision support tool Technology

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Lack of knowledge/skill/experience Percentage of cases with a diagnostic error 36% 15% Chi-squared=48.6, p<0.001; Chi-squared=0.638 Medium

Sherbino Trial Update Medical students Simulation Canada RCT Cognitive forcing strategy training Education and feedback 

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Sub-optimal cognitive reasoning
Percentage of participants correctly identifying the second 

diagnosis on a "search satisficing bias" case
23.9% 31.0% Chi-squared=0.86, p=0.355; Cohen's d=0.198 None

Checklist after collecting information without 

return to patient
Process 44.8% 44.8% McNemar Chi-squared=0, p=1; Cohen's d=0 None

Checklist after collecting information with return 

to patient
Process 47.4% 56.8% McNemar Chi-squared=7.4, p=0.007; Cohen's d=1.272 Large

Sibbald2 - Experience Update Various clinicians Simulation Canada Pre-post Checklist to correct mistakes in initial diagnosis Process Erroneous clinician interpretation of test Sub-optimal cognitive reasoning
Mean total number of errors (omitted and incorrect diagnoses) 

in all ECG cases across participants
26.5 24.9

Repeated measures ANOVA F=12.2, p=0.001; Cohen's 

d=0.201
Small

Verification stage (no checklist) 1.66 1.63
t=0.13, p=0.896 (data to calculate paired t-test statistic 

not presented); Cohen's d=0.020
None

Checklist to correct mistakes in initial diagnosis 1.51 1.21
t=1.41, p=0.160 (data to calculate paired t-test statistic 

not presented); Cohen's d=0.211
None

Tsai Repeat Residents Simulation USA RCT (cross-over)
Computer-interpretation of investigation results 

provided to clinicians
Technology Erroneous clinician interpretation of test Lack of knowledge/skill/experience

Mean percentage of findings correctly interpreted across 

participants (regardless of accuracy of computer system)
48.9% 55.4%

Paired t cannot be determined from data presented, 

p<0.001; Cohen's d=0.628
Medium

Tudor Repeat Physicians
Simulation of Radiology 

Department
UK Pre-post Individual feedback on image interpretation Education and feedback Erroneous clinician interpretation of test Lack of knowledge/skill/experience Percentage accuracy of reporting across radiologists 82.2% 88.0%

Paired t=2.54, p=0.032; Cohen's d=0.803

Results for each radiologist had to be read from a graph
Large

Turner Update GPs Primary Care UK Pre-post Computer test support Technology Sample mix-up/mislabelled Sub-optimal attention Percentage of samples with any error 1.25% 0.21% Chi-squared=1644, p<0.001; Cohen's d=0.981 Large

Weatherburn 109
Senior house officers 

(Junior doctors)

Hospital (Emergency 

Department)
UK Pre-post Computerised version of images Technology Erroneous clinician interpretation of test System-related

Percentage of radiographed patients with any level of 

misdiagnosis
1.51% 0.65% Chi-squared=13.7, p<0.001; Cohen's d=0.464 Small

RCT Standardised data collection forms Process 41% 35%

RCT of incremental 

effect (data for pre-

post only)

+Computer-based decision support tool Technology 35% 32%

Pre-post +Monthly feedback Education and feedback 32% 29%

Wexler 109 Physicians
Hospital (Paediatric 

Department)
USA

Non-randomised 

controls (odd/even day 

admissions)

Computer-based decision support tool Technology

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Lack of knowledge/skill/experience Mean time to diagnosis (days) 2.8 1.9
p>0.05; test statistic and Cohen's d cannot be calculated 

from data presented
None

Unclear

Percentage of reports with any level of discrepancy in diagnostic 

content

Unable to determine from data presented (percentages 

are approximate as read from a graph)

Failed/delayed transmission of result to 

clinician

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Percentage of initial diagnoses that were incorrectWellwood 109
Senior house officers 

(Junior doctors)

Hospital (Emergency 

Department)
UK Lack of knowledge/skill/experience

Rosskopf Update
Musculoskeletal 

radiologists

Sibbald1 - Cardiac Update
Residents (Junior 

doctors)
Simulation

Hospital (Radiology 

Deparment)

Sibbald3 - Experts Update Physicians (experts) Simulation

RCT but comparisons 

pre-post

Failure/delay in considering the correct 

diagnosis; sub-optimal 

weighing/prioritising

Sub-optimal cognitive reasoningCanada

Switzerland
RCT but comparisons 

pre-post

Canada Pre-post Process Erroneous clinician interpretation of test Sub-optimal cognitive reasoning

Percentage of doctors with correct diagnosis of cardiac case

Mean number of errors per ECG (omitted and incorrect 

diagnoses) across participants



Appendix 2: Logic Models

Author 

(effect)

Lillo 

(medium effect)

Turner 

(large effect)

Li 

(very small effect as multifaceted 

interventon)

Ramirez/Hopkins 

(small effect)

Lillo 

(very small effect)

Error Failure/delay in performing ordered tests Sample mix-up/mislabelled Sample mix-up/mislabelled

Cause of error Sub-optimal attention Sub-optimal attention Sub-optimal attention

Type of intervention Addressed with: technological intervention Addressed with: technological intervention
Addressed with: intervention to change 

process

Specific intervention description Computer test support Computer test support Computer-aided double-signing for samples
Poster with most common errors 

(on radiographs)

Crash course about most common 

errors (on radiographs)
Training on blood sample collection

Training on sample management and 

standardized blood sample collection

Reference materials on blood 

sample collection produced

Leaflet explaining blood drawing 

procedure and explanation of 

procedure by senior nurse

Why the intervention should work (if 

included in paper)

Computer and printer are available
Computer, printer and internet access are 

available
Computer and software are available

Appropriate design of poster  (clear 

content, attrative lay-out)

Appropriate design of computer system (of 

labels and instructions)

Appropriate design of computer system (of 

labels and instructions)

Appropriate design of computer system (all 

required information included in reminder)

INTERVENTION IMPLEMENTATION
Computer-printed custom labels and 

instructions to correlate labels to test tube 

Electronic requesting of tests (labels printed and 

detail of tube(s) required provided)
Computer-facilitated double-signing system 

Poster with images of most 

common radiographic technical 

errors

Crash course on most common 

radiographic technical errors 

Training on correct collection of 

blood culture specimens for 

phlembotomists

Training on sample collection and 

management 
Materials on sample collection

Leaflet with correct sample 

procedure

Clinician aware of computer system Clinician aware of electronic requesting Clinician aware of system Clinician aware of poster

Clinician willing to use computer system Clinician willing to use electronic requesting Clinician willing to use system Clinician has time to read poster

Clinician able to use computer system 

correctly

Clinician able to correctly request tests 

electronically

New staff not 

informed/training gains 

decline over time

Clinician able to use system correctly

Clinician processes information on 

common radiographic errors from 

poster correctly

Questions are asked when 

information is not understood 

Poster not taken down

IMMEDIATE OUTCOME Clinician uses computer system Clinician uses electronic system to order tests
Clinicians uses computer-facilitated double-

signing system

Technology works as intended Technology works as intended
Printer did not produce 

labels correctly
Technology works as intended

Clinician able to draw all samples required 

(depends on patient condition)

Clinician able to draw all samples required 

(depends on patient condition)

Staff communicate all required information 

related to the samples

Clinician able to add correct label to each 

sample
Clinician able to add correct label to each sample Samples arrive at lab in good condition 

Samples arrive at lab in good condition Samples arrive at lab in good condition Samples are tested correctly

Samples are tested correctly Samples are tested correctly Correct communication of results to clinician

Correct communication of test results to 

clinician

Correct communication of test results to 

clinician

Clinician interpreting results makes correct 

diagnosis

Clinician interpeting results makes correct 

diagnosis

Clinician interpeting results makes the correct 

diagnosis

Pre-intervention (intervention 

development and other requirements 

before the intervention can be 

implemented on the ground)

Post implementation (before 

immediate outcome can occur)

Clinician aware of most common errors 

Post-immediate outcome (before 

consequences reach the 

patient/reduction in diagnostic errors 

can occur)

Radiograph interpreted correctly

Clinicianmakes correct diagnosis

Staff would be given time to attend training

Clinician interpreting results makes correct diagnosis

Information on sample collection from reference materials processed

Questions are asked when information is not understood

Materials/leaflet always accessible

Clinician engaged in training

Clinician learns from training (how to avoid common errors/how to take and manage samples correctly)

Correct communication of results to clinician

Radiographs taken correctly

Learning is retained

Hlabangana

(small effect)

Li 

(very small effect as multifaceted interventon)

Technical errors/poor processing of specimen/test 

Lack of knowledge/skills/experience

Addressed with: education & feedback intervention

Clinician aware of correct sample procedure

Samples drawn and labelled correctly

Samples arrive at lab in good condition 

Samples are tested correctly

Correct communication of results to clinician

Appropriate design of training (content, pedagogy) Appropriate design of materials (clear content, attractive lay-out) 

Clinican aware of materials/leaflet

Clinical has time to read materials/leaflet

Clinican aware of training

Clinican attends training
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Author 

(effect)

Error

Cause of error

Type of intervention

Specific intervention description

Why the intervention should work (if 

included in paper)

INTERVENTION IMPLEMENTATION

IMMEDIATE OUTCOME

Pre-intervention (intervention 

development and other requirements 

before the intervention can be 

implemented on the ground)

Post implementation (before 

immediate outcome can occur)

Post-immediate outcome (before 

consequences reach the 

patient/reduction in diagnostic errors 

can occur)

Raab 

(unclear effect)

Nicholl 

(no effect)

Weatherburn 

(small effect)

Rosskopf 

(medium effect)

Rosskopf 

(no effect)

Technical errors/poor processing of 

specimen/test

Failure/delay in eliciting critical piece of 

history data
Erroneous clinician interpretation of test

Insufficient headroom for 

improvement (low baseline error 

rate)

Failed/delayed transmission of result to 

clinician

Failed/delayed transmission of result to 

clinician

System-related Sub-optimal attention System-related Sub-optimal attention System related

Addressed with: quality Improvement 

intervention

Addressed with: education & feedback 

intervention
Addressed with: technological intervention

Addressed with: intervention to change 

process

Addressed with: intervention to change 

process

Improved storage facilities More delivery staff
Participation in cross-institution benchmarking 

programme
Patient feedback (on use of instruments) Computerised version of images Quiet working environment Structured report template

To make an accurate diagnosis all 

instruments should be used during 

examination 

View of radiograph is improvend when 

images are manipulated

Samples are collected correctly New staff recruited 
Appropriate design of data management 

system (so that data are useful)
Appropriate design of patient questionnaire

Clinicians forced to use computerised 

images (hard copy films not available to 

clinicians to view)

Space for a quiet room is available
Other methods of reporting removed so 

no alternative process

Samples are labelled appropriately

New staff able to handle samples 

correctly (may require effective 

training)

All institutions provide timely data accurately 

and honestly

Patient questionnaire available when and 

where needed

Appropriate design of software for 

manipulation of images 

Appropriate design of structured report 

template (comprehensive and user-

friendly)

Storage facilities are in working order Samples are collected correctly
Patient completes questionnaire and does 

so accurately
Recall bias 

Samples are labelled appropriately

New sample storage facilities provided More sample delivery staff
Long-term participation in cross-institutional 

benchmarking programme

Feedback about the use of all instruments 

provided to clinician

Soft-copy radiographic images can be 

manipulated online and discussed by 

telephone with radiologist

Quiet environment provided for report 

writing
Structured report template provided

Clinician aware that facilities are 

available
Clinician able to request delivery staff Data are received

Clinician receives and reads email with 

sufficiently detailed feedback on patient-

reported use of instruments

Clinician aware that images can be 

manipulated

Clinician aware of quiet room and knows 

where it is
Clinician able to use template correctly 

Adjustment period required for 

clinicians to learn new process

Clinician willing to use facilities Delivery staff available when required Data are read Clinician accepts content of feedback Clinicians willing to manipulate images Clinicians willing to use quiet room

Clinician able to use facilities correctly Data are analysed 
Clinician decides to use all instruments in 

future consulations
Clinician has time to manipulate images

Decision to take action made
All instruments available and in working 

order in future consultations

Instruments 

required are 

not available

Clinician able to manipulate images 

effectively

Appropriate interventions developed Clinician able to use all instruments correctly

Sample storage facilities used 

correctly (sample kept in better 

condition)

New staff reduce time taken to get 

sample to lab

Institution implements appropriate 

improvement interventions (not specified)

Clinician accurately uses all instruments in 

future examinations
Clinician manipulates images effectively Clinician uses quiet room

Clinician uses structured report 

template

Interventions are effective in reducing sample 

testing errors
Clinician obtains useful information Clinician obtains useful information

Quiet room is quiet and clinician not 

interrupted

Clinician writes report accurately and 

completely

Correct communication of test results to 

clinician

Clinician able to interpret results to make 

correct diagnosis

Clinician able to interpret results to make 

correct diagnosis
Clinician is focused when writing report

Clinician interpeting report makes the 

correct diagnosis

Clinician interpeting results makes correct 

diagnosis

Clinician writes report accurately and 

completely

Clinician interpeting report makes the 

correct diagnosis

Li 

(very small effect as multifaceted intervention)

Addressed with: intervention to change process

Technical errors/poor processing of specimen/test

System-related

Samples arrive at lab in good condition 

Clinician interpreting results makes correct diagnosis

Samples are tested correctly

Correct communication of results to clinician
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Author 

(effect)

Error

Cause of error

Type of intervention

Specific intervention description

Why the intervention should work (if 

included in paper)

INTERVENTION IMPLEMENTATION

IMMEDIATE OUTCOME

Pre-intervention (intervention 

development and other requirements 

before the intervention can be 

implemented on the ground)

Post implementation (before 

immediate outcome can occur)

Post-immediate outcome (before 

consequences reach the 

patient/reduction in diagnostic errors 

can occur)

Kundel 

(large effect)

Sibbald 3 

(no effect)

Sibbald 2/3

(small effect/no effect)

Sibbald 3 

(no effect)

Tudor/Hosoe 

(large effect/no effect)

 Dudley 

(no effect)

Rondonotti 

(no effect)

Itri/Espinosa 

(medium effect)

Erroneous clinician interpretation of test

Sub-optimal cognitive reasoning

Addressed with: technological intervention

Computer pattern recognition of radiographs
Verification stage added (without 

checklist)

Checklists to correct mistakes in 

initial diagnosis

Initial interpretation process to include 

verification with a checklist

Individual feedback on image 

(radiograph/capsule endoscopy) 

interpretation

Technician report written at time of 

investigation (ECG) and presented to 

clinicians

Training including hands-on training and 

expert tutorial with group feedback (in capsule 

endoscopy reading)

Meetings to discuss errors/missed cases 

(radiography)

Nodules that receive prolonged attention on scan 

but are initially rejected are likely to be false 

negatives

Computer and software are available There is sufficient time for reflection
Appropriate design of checklist 

(comprehensive and user-friendly)

Appropriate design of checklist 

(comprehensive and user-friendly)

Appropriate design of feedback 

report (accurate and user-friendly)

Appropriate design of technician report 

(comprehensive and user-friendly)

Practice materials developed (high quality 

videos with good/excellent bowel cleanliness, 

undisputable findings)

Videos did not include patient data 

which is important for 

interpretation

Appropriate design of missed-case 

conferences (format, selection of missed-

cases)

Appropriate design of system (accurate and user-

friendly)  

Checklist available when and where 

needed

Checklist available when and where 

needed

Clinical content of feedback 

correct
Technician report is accurate

Appropriate design of training course (content, 

pedagogy)
Pedagogy sub-optimal Staff are given time to attend training

Initial scan is accurate There is sufficient time for reflection There is sufficient time for refleciton Clinical content of feedback correct

Staff are given time to attend training

Visual feedback on pulmonary nodules on scan that 

receive prolonged attention but are initally 

rejected

Clinician requested to verify 

interpretation ECG results and 

subsequent diagnosis

Checklist during verification stage of 

interpretation of ECG results and 

subsequent diagnosis

Clinician requested to verify decisions 

using a checklist at the time of initial 

interpretation of ECG results and 

diagnosis

Individual feedback on errors in 

test interpretation provided 

Technician report written at time of 

investigation provided 

Practice reading images with group training 

session including feedback on practice 

readings

Series of focused missed case 

conferences

Clinician knows why areas are highlighted
Clinician willing to undertake 

verification/use checklist

Clinician aware of checklist during 

verifciation stage

Clinician aware of checklist at the time of 

initial interpretation

Clinician receives sufficiently 

detailed feedback on their 

previous errors

Clinician receives technician report Clinician undertakes practice
Clinician attends missed case 

conferences

Clinician willing to review highlighted areas
Clinician has time to return to verify 

diagnosis

Clinician willing to undertake 

verification/use checklist

Clinician willing to undertake 

verification/use checklist

Clinician accepts content of 

feedback

Clinician willing to use technician report 

when making their own interpretation
Clinician attends training

Clinician engages in missed case 

conference

Clinician has time to review highlighted areas Clinician able to reflect effectively
Clinician has time to return to verify 

diagnosis using a checklist

Clinician has time to verify diagnosis using 

a checklist

Clinician learns from previous 

errors

Technician report provides information 

the clinician would not have considered 

otherwise

Clinician engages with training

Clinician learns from missed case 

conference (typical missed cases on 

radiographs and how to avoid them)

Clinician able to use checklist 

correctly 
Clinician able to use checklist correctly Clinician retains learning

Clinician learns from previous errors and 

training (how to interpret capsule endoscopy 

results)

Clinician retains learning

Clinician able to reflect effectively

Clinician able to cognitively manage 

verification with use of checklist during 

initial diagnostic process

Clinician retains learning

Clinician uses visual feedback 
Clinician reflects on initial 

interpretation and diagnosis

Clinician uses checklist correctly and 

uses results to reflect on initial 

intepretation and diagnosis

Clinician verifies diagnosis using checklist 

during initial intepretation and diagnosis
Checklist not always used

Clinician applies learning from 

feedback in future interpretations

Clinician takes technician report into 

account when making their own 

interpretation

Clinician reviews highlighted areas (attention 

narrowed to preceptually relevant locations)
Clinician detects initial mistakes System 2 processing used System 2 processing used

Improved accuracy in 

interpretation of future 

investigations

Different errors made Clinician makes correct interpretation

Clinician detects missed nodules through repeated 

review

Clinician corrects an incorrect initial 

diagnosis 

Checklist combats information 

overload involved in system 2 

processing 

Checklist combats information overload 

involved in system 2 processing 
Correct communication of results Correct communication of results

Initial false negative nodules now included on 

report

Clinician identifies information that 

was previously overlooked and 

processes all information effectively

Clinician identifies information that would 

have been missed and processes all 

information effectively

Clinician using results makes 

correct diagnosis

Clinician using results makes correct 

diagnosis

Clinician interpreting report makes correct diagnosis Clinician detects initial mistakes Clinician makes correct diagnosis

Clinician corrects an incorrect initial 

diagnosis 

Erroneous clinician interpretation of test

Sub-optimal cognitive reasoning

Addressed with: intervention to change process

Erroneous clinician interpretation of test

Lack of knowledge/skill/experience

Addressed with: education & feedback intervention

Correct communication of results

Clinician using results makes correct diagnosis

Clinician applies learning from training in future interpretations

Improved accuracy in interpretation of future investigations

Cognitive load is managed with the help of checklists
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Author 

(effect)

Error

Cause of error

Type of intervention

Specific intervention description

Why the intervention should work (if 

included in paper)

INTERVENTION IMPLEMENTATION

IMMEDIATE OUTCOME

Pre-intervention (intervention 

development and other requirements 

before the intervention can be 

implemented on the ground)

Post implementation (before 

immediate outcome can occur)

Post-immediate outcome (before 

consequences reach the 

patient/reduction in diagnostic errors 

can occur)

Hosoe

(effect unclear)

Nishikawa 

(large effect)

Tsai /Goodacre 

(medium effect/no effect)

Espinosa 

(medium effect)

Murphy 

(medium effect)

Rezvyy 

(large effect)

Erroneous clinician interpretation of test Failure/delay in ordering needed referral

System-related Sub-optimal attention

Addressed with: intervention to change 

process

Addressed with: intervention to change 

process

Software to help clinicians read images (capsule 

endoscopy)

Computer-aided detection of mammography 

screening

Computer-interpretation of investigation (ECG) 

results provided to clinicians

Structured reporting process (radiography 

results)
Reminders Specific training programme in diagnostic coding

All abnormal results need follow-up Diagnostic codes are useful for clinical diagnosis 

Computer and software available Computer and software available Computer and software available
Appropriate design of process to correctly 

identify problems 

Human and technological resources available 

to run reminder generation system and 

communicate results

Appropriate design of training programme 

(curriculum and pedagogy)

Approporiate software design (accurate 

identification of positive findings, user-friendly)
Software has a high false negative rate

Appropriate software design (accuracte 

identifcation of positive findings, user-friendly)

Appropriate design of report giving advice 

(user-friendly, comprehensive)
Software provides incorrect advice

Appropriate design of reminder system 

(sensitive/specific, user-friendly)
Staff would be given time to attend training

Software selects most important images to be 

viewed by clinician
Computer-aided cancer detection report provided

Computer generated report concerning 

interpretation of ECG results

Process redesign to designate initial, 

checking and patient notification 

responsbilities

Reminders provided (repeated if no action) Training programme on ICD-10 coding provided

Clinician aware of software
Clinician aware of the new process and its 

requirements
Clinician receives reminder (repeat) Clinician attends training

Clinician willing to use software Clinician ignores report Clinician willing to use new process Clinician reads reminder (repeat) Clinician engages with training 

New staff unaware of typical 

errors (mitigated by manatory 

study of file of missed cases)

Clinician able to use software Clinician has time to use new process
Clinician decides to take action to recall the 

patient

Clinician learns from training (ICD-10 coding system 

for psychiatric diagnoses)

Clinician retains learning

Clinician uses software to review images Clinician uses new process as intended
Clinician recalls patient for follow-up 

(successful contact made)

Clinician uses ICD coding as part of diagnostic 

process

Clinician directed to images with positive 

findings

Reporting clinician able to complete original 

report 
Patient attends recall 

Use of ICD coding helps clinician to make correct 

diagnosis

Clinician less likely to miss a positive finding
Checking clinician able to detect and correct 

errors
Clinician makes correct diagnosis at recall

Correct interpretation of test results
Patients are recalled for follow-up where 

required (successful contact made)

Correct communication of test results Patients recalled attend follow-up

Clinician using results makes correct diagnosis
Clinician makes correct diagnosis (at follow-

up if required)

Correct interpretation of test results

Correct communication of test results

Clinician using results makes correct diagnosis

Report provides information clinician would not have considered otherwise 

Computer generated report provided to clinician

Clinician willing to use computer generated advice

Clinician has time to use report

Test interpreted with the help of computer generated report

Failure/delay in considering the correct diagnosis;sub-optimal weighing/prioritising

Sub-optimal cognitive reasoning

Addressed with: education & feedback intervention

Erroneous clinician interpretation of test

Lack of knowledge/skills/experience

Addressed with: technological intervention



Appendix 2: Logic Models

Author 

(effect)

Error

Cause of error

Type of intervention

Specific intervention description

Why the intervention should work (if 

included in paper)

INTERVENTION IMPLEMENTATION

IMMEDIATE OUTCOME

Pre-intervention (intervention 

development and other requirements 

before the intervention can be 

implemented on the ground)

Post implementation (before 

immediate outcome can occur)

Post-immediate outcome (before 

consequences reach the 

patient/reduction in diagnostic errors 

can occur)

Sherbino 

(no effect)

Ramnarayan 

(small effect)

Kostopoulou 

(medium effect)

Kostopoulou 

(medium effect)

Myung 

(small effect)

Coderre 

(large effect)

Mamede 

(no effect)

Cognitive forcing strategy training Diagnostic reminder system
Computer diagnostic support system 

BEFORE testing

Computer diagnostic support system 

AFTER testing

Enhanced analytical reasoning using 

structured template

Provision of additional data and 

querying of initial diagnosis
Structured reanalysis of case findings

Checklist after collecting information 

WITH return to patient

Analytic (System 2) thinking increases number of 

diagnoses concidered

Cognitive set not developed early in 

diagnostic process

Appropriate design of training programme 

(curriculum and pedagogy)

Cases may not have been complex enough 

to benefit from analytic reasoning
Computer and software available Computer and software available Computer and software available

Appropriate design of template 

(comprehensive and user-friendly)
New data provide useful information

Appropriate design of structured 

reanalysis process (comprehensive and 

user-friendly)

Staff would be given time to attend training
Appropriate design of diagnostic reminder 

system (clinically accurate and easy to use)

Appropriate design of diagnostic support 

system (clinically accurate and user-

friendly)

Appropriate design of diagnostic support 

system (clinically accurate and user-

friendly)

Template available when and where 

needed

Clinicians have an effective process for 

querying their initial hypothesis

Clinician collects correct initial patient 

information

Clinician collects correct full patient 

information (including diagnostic tests)
Information gathering is biased

There is sufficient time to query initial 

hypothesis

Clinician makes incorrect initial diagnosis

Cognitive forcing strategy training provided Access to diagnostic reminder system 
Access to computerised diagnostic support 

system in an early stage

Access to computerised diagnostic support 

system in a late stage

Data collection template designed to 

enhance analytical reasoning

Provision of new data and request to 

query initial diagnostic hypothesis

Request to reanalyse initial case 

findings with structured approach

Clinician attends training
Clinician willing to use diagnostic reminder 

system
Clinician aware of template Clinician receives new data

Clinician aware of request to reanalyse 

initial case findings
Clinician aware of checklist

Clinician engages with training
Clinician has time to use diagnostic reminder 

system
Clinician willing to use template

Clinician aware of request to query 

initial diagnostic findings 

Clinicians willing to reanalyse their 

findings using the structured approach
Clinician willing to use checklist

Clinician learns from training  (how to use analytic 

(System 2) thinking during diagnostic reasoning 

process)

Poor application of cognitive forcing 

strategies (lack of learning)

Clinician able to use diagnostic reminder system 

correctly 
Clinician has time to use template

Clinicians willing to query their initial 

diagnostic hypothesis

Clinician has time to use structured 

approach

Clinician has time to use checklist and 

to return to re-examine patient

Clinician retains learning
Clinician able to use template 

correctly

Clinician has time to query initial 

diagnostic hypothesis

Clinician able to use structured 

approach

Clinican able to use checklist correctly 

and collect additional data on re-

examination

Clinician able to query initial diagnostic 

hypothesis

Clinician obtains additional or revised 

information by returning to re-examine 

patient

Clinican uses analytic (System 2) thinking during 

diagnostic reasoning in future clinical practice

Lack of transfer of cognitive forcing 

strategies to new cases; clinician 

overwhelmed by additional 

circumspection required

Clinician uses computer diagnostic reminder 

system during initial "work-up"

Support system not used; biased 

information entered

Clinician uses data collection 

template correctly

Clinician uses new data to query their 

initial diagnosis

Clinician queries initial hypothesis 

correctly

Full range of possible diagnoses considered

Experts may be more prone to bias than 

novices (possible diagnoses remain 

limited)

Clinician orders correct diagnostic tests (that 

would not have been considered without 

reminder system)

Clinician reminded of possible diagnoses 

they would not otherwise have considered

Clinician reminded of other possible 

diagnoses

Clinician able to synthesise data in 

template

Clinician makes correct diagnosis Diagnostic tests conducted correctly
More possible diagnoses considered early 

on

Clinician able to identify and correct initial 

wrong diagnosis

Differential diagnoses and evidence 

are considered

Correct interpretation of test results
Information collected based on the full set 

of possible diagnoses
Clinician makes correct diagnosis

Correct communication of test results
Clinician able to use more information to 

make diagnosis

Clinician using results makes correct diagnosis Clinician makes correct diagnosis

Failure/delay in considering the correct diagnosis;sub-optimal weighing/prioritising

Sub-optimal cognitive reasoning

Addressed with: education & feedback intervention

Sibbald 1 

(no effect)

Failure/delay in considering the correct diagnosis; sub-optimal weighing/prioritising

Sub-optimal cognitive reasoning

Addressed with: intervention to change process

Clinician corrects an incorrect initial diagnosis 

Checklist available when and where needed

Failure/delay in considering the correct diagnosis; sub-optimal weighing/prioritising

Sub-optimal cognitive reasoning

Addressed with: technological intervention

Clinician willing to use diagnostic support system

Clinician has time to use diagnostic support system

Clinician able to use diagnostic support system correctly

Clinician uses diagnostic support system correctly

Appropriate design of checklist (comprehensive and user-friendly)

Checklist to use after initial diagnosis made

Clinician uses checklist correctly

Clinician detects initial mistakes



Appendix 2: Logic Models

Author 

(effect)

Error

Cause of error

Type of intervention

Specific intervention description

Why the intervention should work (if 

included in paper)

INTERVENTION IMPLEMENTATION

IMMEDIATE OUTCOME

Pre-intervention (intervention 

development and other requirements 

before the intervention can be 

implemented on the ground)

Post implementation (before 

immediate outcome can occur)

Post-immediate outcome (before 

consequences reach the 

patient/reduction in diagnostic errors 

can occur)

Monteiro 

(effect unclear)

Segal/Wellwood/Wexler

(medium/unclear/small effect)

Wellwood 

(effect unclear)

Wellwood 

(effect unclear)

Failure/delay in considering the correct 

diagnosis; sub-optimal weighing/prioritising 

Failure/delay in considering the 

correct diagnosis; sub-optimal 

weighing/prioritising 

Lack of knowledge/skills/experience Lack of knowledge/skills/experience

Addressed with: technological intervention
Addressed with: intervention to 

change process

Checklist after collecting information 

WITHOUT return to patient
Self-directed reflection Computer-based decision support tool Standardised data collection forms Education about atypical presentations

Feedback about telephone follow-up of high 

risk patients

Monthly feedback added to standardised 

data collection and computer support

There is sufficient time for reflection Clinician is unable to find time to reflect Computer and software available

Appropriate design of data collection 

form (comprehensive and user-

friendly)

Appropriate design of education 

(curriculum, pedagogy)

Appropriate design of feedback (accurate, 

useful, user-friendly)

Criteria failed to 

identify 46% of 

patients

Appropriate design of feedback (accurate, 

useful, user-friendly)

Appropriate design of support tool (clinically 

accurate and user-friendly)
Poor reliability of computer diagnosis

Forms available when and where 

needed

Staff would be given time to attend 

training

Self-directed reflection on initial 

diagnosis conducted
Decision support tool provided Data collection form provided

Lectures on atypical presentations 

provided

Direct feedback on patient outcomes 

provided

Feedback on previous diagnostic accuracy 

provided

Clinician is aware of checklist
Clinician is aware thar reflection is 

requested
Clinician willing to use decision support tool Clinician willing to use form Clinician attends lectures

Clinician receives sufficiently detailed 

feedback on patient outcomes

Clinician receives sufficiently detailed 

feedback on diagnostic accuracy

Clinician willing to use checklist Clinician willing to reflect
Clinician has time to use decision support 

tool
Clinician has time to use form Clinician engages with education Clinician accepts content of feedback Clinician accepts contents of feedback

Clinician has time to use checklist Clinician able to reflect effectively Clinician able to use form correctly
Clinician learns from training (how to 

diagnose atypical presentations)

Clinician able to synthesise feedback on 

patient outcomes with their own practise 

with that patient

Clinician learns from feedback

Clinican able to use checklist correctly Clinician retains learning
Clinician learns from undertaking 

synthesis/reflection
Clinician retains learning

Clinician able to recall initial 

examination
Clinician retains learning

Clinician reflects on initial diagnosis Clinician uses decision support tool correctly
Clinician uses data collection form 

correctly

Clinician transfers learning from lecture to 

subsequent practice

Clinician has insufficient knowledge and 

experience to detect and correct error

Decision support tool provides useful 

information/advice

Clinician able to synthesise data in 

form

Clinician makes correct diagnosis of 

atypical presentations

Clinician able to use new information/advice 

to arrive at correct diagnosis

Differential diagnoses and evidence 

are considered

Clinician makes correct diagnosis

Chern 

(large effect)

Failure/delay in considering the correct diagnosis; sub-optimal weighing/prioritising

Lack of knowledge/skills/experience

Addressed with: education & feedback intervention

Sibbald 1 

(no effect)

Failure/delay in considering the correct diagnosis; sub-optimal weighing/prioritising

Sub-optimal cognitive reasoning

Addressed with: intervention to change process

Clinician corrects an incorrect initial diagnosis 

Checklist available when and where needed

Clinician  applies learning with future patients

Clinician makes correct diagnosis of future patients

Appropriate design of checklist (comprehensive and user-friendly)

Checklist to use after initial diagnosis made

Clinician uses checklist correctly

Clinician detects initial mistakes
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Author 

(effect)

Error

Cause of error

Type of intervention

Specific intervention description

Why the intervention should work (if 

included in paper)

INTERVENTION IMPLEMENTATION

IMMEDIATE OUTCOME

Pre-intervention (intervention 

development and other requirements 

before the intervention can be 

implemented on the ground)

Post implementation (before 

immediate outcome can occur)

Post-immediate outcome (before 

consequences reach the 

patient/reduction in diagnostic errors 

can occur)

Lewis/Mueller/Schriger 

(no effect/effect unclear/no effect)

Biffl/Keijzers 

(small effect/no effect)

Failure/delay in eliciting critical piece of history 

data
Sub-optimal weighing during physical examination

System-related System-related

Addressed with: intervention to change process Addressed with: intervention to change process

Patient-completed questionnaire (about 

symptoms/problems)
Tertiary trama survey

Appropriate design  of questionnaire (valid and 

user-friendly)

Appropriate design of survey (includes 

examinations required to identify diagnoses missed 

on admission; user-friendly)

Patient completes questionnaire and does so 

accurately

Results of questionnaire provided to clinician Tertiary trauma survey process implemented

Clinician receives and reads results Clinician did not read/ignored results Clinician willing to conduct survey
Lack of governance to encourage use; 

clinicians fear loss of autonomy

Clinician accepts contents of results Clinician able to conduct survey
Staff turnover means new staff not aware 

of requirements

Clinician obtains useful information Clinician has time to conduct survey
High workload/external pressures reduce 

time available

Clinician decides to take action

Clinician has adverse beliefs related to 

consequences for patient's 

insurance/employment and/or lack of 

ongoing care options

Patient ambulatory and conscious at time of survey

Clinician acts on results of questionnaire and 

recalls patient
Clinician conducts survey

Clinician has time to see patient again Clinician obtains useful information

Patient attends follow-up Patients did not attend follow up Clinician able to interpret results

Clinician makes correct diagnosis Clinician makes correct diagnosis


