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SUMMARY

In this thesis we examine the derivation of asymptotic expansion approximations to the cumulative distribution functions of asymptotically ch1-square test statistics under the null hypothesis being tested and the use of such approximations in the investigation of the properties of testing procedures. We are particularly concerned with how the structure of various test statistics may simplify the derivation of asymptotic expansion approximations to their cumulative distribution functions and also how these approximations can be used in conjunction with other small sample techniques to investigate the properties of testing procedures. In Chapter 1 we briefly review the construction of test statistics based on the Wald testing principle and in Chapter 2 we review the various approaches to finite sample theory wich have been adopted in econometrics including asymptotic expansion methods. In Chapter 3 we derive asymptotic expansion approximations to the Joint cumiative distribution functions of asymptotically chi-square test statistics making explicit use of certain aspects of the structure of such test statistics. In Chapters 4, 5 and 6 we apply these asymptotic expansion approximations under the null hypothesis, in conjunction with other small sample techniques, to number of specific testing problems. The test statistics considered in Chapters 4 and 6 are Wald test statistics and those considered in Chapter 5 are predictive fallure test statistics. The asymptotic expansion approximations to the cumulative distribution functions of the test statistics under the null hypothesis are evaluated numerically; the implementation of the algorithm for obtaining asymptotic expansion approximations to the cumulative distribution functions of test statistics is discussed in an Appendix on Computing Finally, in Chapter 7 we draw overall conclusions from the earlier chapters of the thesis and discuss briafly directions for possible future research.

## CHAPTER 1: Introduction

### 1.1 Hypothesis Testing in Econometrics

The modelling of relationships between economic varlables in applied econometric studies presents a number of problems. These include the choice of model specification in the light of the data, the assessment of the validity of theories about the nature of the economy, and the forecasting of the future behaviour of economic variables of interest. In addressing these problems. applied econometric studies often draw heavily upon the machinery of statistical hypothesis testing. Thus tests are used to determine the adequacy of a given model and of possible simplifications of $1 t$, the validity of actual hypotheses of interest in economics, and the accuracy of forecasts based upon the resulting estimated model.

Most research into the statistical methodology of econometric testing procedures has been focussed on the construction of tests for given hypotheses in given situations. Three general principles have been formulated for the construction of tests: the Wald principle witch is discussed in more detail in Section 1.2, the technical summary at the end of this chapter; the Likelihood Ratio principle; and the Lagrange Multiplier principle. These provide bases for the construction of tasts in a wide range of circumstances.

The use of tests based on these principlas has been justified primarily on the tasis of thair large sample asymptotic properties, i.e. from the limiting (or asymptotic) distributions of the test
statistics Involved as the number of avallable observations tends to infinity. This emphasis on the asymptotic properties of tests has arisen because of the relative difficulty of deriving and computing the exact finite sample distributions of the test statistics involved and the relative ease of deriving and computing the asymptotic distributions of these test statistics as approximations to their exact finite sample distributions. The choice In a given situation between alternative tests with identical asymptotic properties has then been based in general on comparisons of their ease of computation in that situation together with knowledge about spacific tests from past experience and Monte Carlo studies; e.g. Summers (1965) on the behaviour of various stulultaneous equations estimators.

In this thesis we are concerned with extending the analysis of the properties of testing procedures beyond the derivation and computation of the asymptotic distributions of the test statistics Involved. The main approach we adopt is that of using asymptotic expansion approximations to the cumulative distribution functions (cdf's) of the test statistics involved. The approximation error from this type of approximation to the cdf tends to zero more rapidly than that from the asymptotic cdf approxisation as the number of observations increases. Therefore this type of approximation can be regarded as a refinement of the asymptotic cdf. Such approximations to the cdf's of estimators and test statistics have been developed for some cases in econometrics: see Sargan (1976) and Rothanberg (1984b) on the darivation and use of such approximations in econometrics.

In Chapter 2 we review the available finite sample results In econonetrics together with various approaches to approximate finite sample theory including the use of asymptotic expansions. In Chapter 3 we develop a new algorithm for obtaining asymptotic expansion approximations to the cdf's of asymptotically chisquare test statistics under the null hypotheses being tested. This method utilises certain aspects of the structure of test statistics based on the Wald, Likelihood Ratio and Lagrange Multiplier testing principles. We then extend this algorithm so as to obtain such approximations under local hypothesis sequences. This enables us to obtain more rafined approximations to the properties of testing procedures than are avallable simply from the asymptotic cdf approximation. In the Appendix on Computing we briefly discuss a computer program, ESSACS, which we have written to implement the algorithm of Chapter 3 for the null hypothesis case and its use in the evaluation studies of Chapters 4 to 6 .

In Chapters 4 to 6 we consider the application of asymptotic expansion approximations to the cdf's of tast statistics in a number of cases. The example we considar in Chapter 4 concerns the choice betwean alternative tests of a given hypothesis. Firstly wa review the background to the problem of choosing a test, and then wexamine in mora detall a specific case involving choosing between Wald tasts based on various formilations of a non-linaar restriction In a simple Classical Linaar Regrasion (CLR) model. We show that the main featuras of the qualitative
behaviour of the tests across the parameter space, as found by previous Monte Carlo studies, can be explained by their limiting behaviour for various parameter sequences with the sample size fixed. He also conduct a numerical evaluation study using the ESSACS program which broadly supports the earlier conclusions about the behaviour of the tests across the parameter space.

In Chapter 5 we consider the use of predictive fallure tests. After reviewing the background to predictive fallure tests, we examine in more detail the behaviour of forecast errors and predictive failure tests in the first-order autoregression (AR(1)) mode1. We show that there is a tem in the covariance matrix of the forecast errors which in the CLR model is equal to zero but in the $A R(1)$ model is generally non-zero. This suggests that the conventional predictive fallure tests which usa an estinate of the covariance matrix of the forecast errors based on the CLR formula are inappropriate in the AR(1) model and in more general dynamic models. We also conduct a numerical evaluation study using the ESSACS program. Tha results of this study indicate that the convantional predictive fallure tests still perform reasonably well in spite of the earlier argument.

In Chapter 6 we consider the use of sequential testing proceduras. Firstly, we review the background to sequential testing procedures and in particular the use of Wald tests in such procedures. Then we examine in more detall apecific sequantial tasting procedure for a sequence of two nestad hypothases in the autoregressive-distributed lag modal with one lag on the
endogenous variable and on a single exogenous varlable (AD(1, 1) model). In the Appendix to Chapter 6 we prove a thearem on the construction of invariant Wald tests. We apply this theorem to show that the wald tests we use for the testing sequence being considered In the $A O(1,1)$ model have certain invariance properties. Then we perfom a numerical evaluation study using the ESSACS program to investigate the properties of the sequential testing procedure under the null hypothesis. The results of this study indicate that the dynamic structure of the exogenous data is very important and. in particular, that the more powerful are the dynamics of the exogenous data the stronger is the interaction between the two tests in the sequence.

Finally, in Chapter 7 we draw overall conclusions from the earller chapters about the use and usefulness of asymptotic expansion approxinations to the edf's of test statistics in the analysis of the properties of testing procedures and discuss possible directions for future research in this area.

### 1.2 The Wald Testing Principle

In econometrics one of the most commonly used bases for constructing testing procedures is the Wald testing principle; Wald (1943). Suppose that $Y$ is a random variable (possibly a vactar) which is distributed with a density function $f(y ; \theta)$ where the parameter $\theta$ is k-vector belonging to (i). If wa wish to test the null hypothesis $H_{0}: \phi(0)=0$, where $\phi($.$) is a$ p-vector, then providing that (.) is appropriataly differantiabla and that the fawily of dansity functions $f(y,$.$) meats appropriate$
regularity conditions (see Wilks (1962)) we can construct the following test statistic for $H_{0}$ :

$$
H=T_{\phi}(\hat{\theta}) \cdot\left[\vec{F} \cap F^{\prime}\right]^{-1} \phi(\hat{\theta})
$$

where: $T$ is an indexing parameter;

- is a consistent asymptotically normal estimator of $\theta$ such that $T^{1 / 2}[\theta-\theta]^{\mathbb{P}} \mathrm{N}[0, \Omega]$ as $T \rightarrow-\dot{F}=\left[\partial \oplus / \partial \theta^{\prime}\right]$ at $\hat{\theta}$; and ก is a consistent estimator of $\Omega$ which is symmetric positive definite.

This is the wald test statistic for $H_{0}: \Phi(\theta)=0$ using $\theta$ and $\dot{B}$, and under the null hypothesis it is asymptotically distributed as a central chi-square variate with $p$ degrees of freedom provided that $\overrightarrow{\boldsymbol{f}}$ is of full rank in a neighbourhood of the true parameter value $\theta$. Under the local alternative hypothesis sequence $H_{A}: \theta_{T}=\theta_{0}+T^{-1 / 2}{ }_{\psi}$ where $\left(\theta_{0}\right)=0$ then $W$ is asymptotically distributed as a non-central chi-square variate with $p$ degrees of freedom and non-centrality parameter $u^{2}$ :

$$
\begin{aligned}
& \psi^{2}=\psi^{\prime} F_{0}^{\prime}\left[F_{0} \Omega F_{0}^{\prime}\right]^{-1} F_{\psi} \\
& \text { where } F_{0} \text { is } \bar{F} \text { evaluated at } \theta_{0} .
\end{aligned}
$$

The underlying approach of the Wald statistic is to measure the extent to which the estimated parameter values fail to meet the hypothesised restricitions. The simplest choice of a measure would be $\phi(\theta)$ which is only equal to zero if the estimates meet the restrictions. However, $\phi(\theta)$ is generally a vectar and can be
positive, negative or zero. A measure of distance should be a non-negative scalar. The eastest way to obtain a non-negative scalar from (.) is to construct a quadratic fom in (.) using a positive definite matrix. The matrix used here is an estimate of the asymptotic covariance matrix of $T^{1 / 2} \phi(\theta)$. As a consequence, the Wald statistic has the property that it can be decomposed as the Inner product of a vector which is asymptotically distributed as a standard normal vector under the null hypothesis. Thus we define:

$$
r^{1 / 2} n=T^{1 / 2}\left[F \Omega F^{\prime}\right]^{-1 / 2} \phi(\hat{\theta})
$$

so that $W=T n^{\prime} n$ where $\left[\vec{F} \vec{R} F^{\prime}\right]^{-1 / 2}$ is some appropriate square root of [FRF'] ${ }^{-1}$ such as the lower triangular Cholesky decomposition. Under the local alternative hypothesis sequence $H_{A}$ above, $\mathrm{T}^{1 / 2} \mathrm{n}$ is asymptotically distributed as normal with mean $\left[F_{0} \Omega F_{0}^{\prime}\right]^{-1 / 2} F_{0} \psi$ and an identity covariance matrix.

The wald test can be regarded as a generalisation of the F-test for linear regression coefficient restrictions in the Classical Linear Regression (CLR) modal which takes the form:

$$
y=x B+u
$$

where $y$ is a T-vector of endogenous random variables. $X$ is a ( $T \times K$ ) matrix of known constants, is a-vector of unknown parameters, and $u$ is distributed $N\left[0, \sigma^{2} I\right]$ where $\sigma^{2}$ is unknown. The test statistic for the hypothesis $H_{1}: R B=r-O$, where $R$ is a ( $q \times K$ ) matrix of known constants and $r$ is a quector of known constants, is:

$$
F=\frac{(R \hat{\beta}-r) \cdot\left[R\left(X^{\prime} X\right)^{-1} R^{\prime}\right]^{-1}(R \hat{\theta}-r) / q}{\dot{\sigma}^{2}}
$$

where $\hat{\beta}=\left(X^{\prime} X\right)^{-1}\left(X^{\prime} y\right)$ and $\bar{\sigma}^{2}=y^{\prime}\left[I-X\left(X^{\prime} X\right)^{-1} X^{\prime}\right] y /(T-K)$ are the Ordinary Least Squares (OLS) estimators of $\theta$ and $\sigma^{-2} ; \quad$ is distributed as a jointly nomal vector with mean $B$ and covariance matrix $\sigma^{2}(x \cdot x)^{-1}$, and $(T-K) \sigma^{2} / \sigma^{2}$ is distributed independently of $\beta$ as a central chi-square varlate with (T-K) degrees of freedom. The statistic $F$ is distributed as non-central F-distributed variate with ( $Q_{1} T-K$ ) degrees of freedom and non-centrality parameter:

$$
s^{2}=\frac{(R \beta-r)^{\prime}\left[R\left(X^{\prime} X\right)^{-1} R^{\prime}\right]^{-1}(R B-r)}{\sigma^{2}}
$$

provided that rank(R) $=q$. If $\delta^{2}$ converges to a finite 11 imit $\mu^{2}$, then $q F$ is asymptotically distributed as a non-central chi-square varlate with $q$ degrees of freedom and non-centrality parameter $\psi^{2}$.

The Wald testing principle is particularly appropriate for constructing tests of hypotheses within a maintained model because It only requires unrestricted estlation of the maintained model. In contrast other testing principles such as the Lagrange Multiplier or Likelihood Ratio testing principles usually require estimation of the maintained model subject to the hypothesised restrictions. Thus the wald tasting principle is in general much more convenient computationally for constructing tests of different hypotheses within the same maintained model than are the Likelihood Ratio or Lagrange Multipliar testing principles.

In contrast, the Wald testing principle is not very convenient for constructing diagnostic tests of given maintained model, 1.e. tests of the given malntained model against various more
general models. This is because it usually requires that each of the more general models considered is separately estimated so that there is typically a heavy computational burden far each diagnostic test constructed using the Wald principle. There is a wide variety of diagnostic tests based on various principles such as the Lagrange Multiplier prineiple, the analysis of residuals and the analysis of forecast errors. The Lagrange Multiplier principle is particularly convenient for constructing diagnostic tests since it only requires estimation of the maintained model.

CHAPTER 2: A Review of Exact and Approximate Finite Sample Theory

### 2.1 Introduction

Many approaches have been adopted to obtain the exact and approximate cumulative distribution functions (cdf's) of econometric estimators and test statistics. This chapter outlines the main approaches that have been used, the circumstances in which they have been used and results which have been obtained with them. Particular attention is paid in this chapter to Edgeworth (and related) expansions of cdf's since this is the main approximation method which is used in the subsequent chapters of this thesis. In Section 2.2 we review the exact finite sample results which are avallable for econometric statistics and the models for which these results are applicable. In Section 2.3 we discuss the first-order (or basic) asymptotic properties of econometric statistics and the problems which arise from using these asymptotic results to provide approximations to the finite sample properties of such econometric statistics. Then in Section 2.4 we examine Edgeworth expansions in more detall and outline the main methods which have been used to obtain these expansions in econonetrics. Lastly, in Section 2.5 we briefly discuss a number of other approximation methods including saddlepoint approximations and Monte Carlo techniques which have also been used in econometrics.

### 2.2 Exact Finite Sample Theory

There are three major areas in econometrics for which an extensive finite sample theory has been developed. Firstly, there is the Classical Linear Regression (CLR) model which is very widely used in statistics. Secondly, there is the static Simultaneous Equations Model (SEM) which has been the main focus of exact finite sample theory in econometrics. Finally, there are a number of very simple dynamic models where the statistics of interest can be expressed as ratios of quadratic forms in normal variates and here the cdf's of the statistics of interest can often be found by numerical inversion of the characteristic function although some exact theoretical results ara also avallable.

In all three areas the models considered are linear in both varlables and parameters, and the disturbances are nomally distributed. Johnson and Kotz (1969. 1970a, 1970b, 1972) provide an extensive survey of the distributions typically encountered in statistics and the exact and approximate properties of the variates with these distributions. Anderson (1958) and Mardia, Kent and Bibby (1979) discuss the distributions involved in multivariate analysis. These are of interest in econometrics since they form the main basis of the exact finite sample theory developed in econometrics.

The properties of the standard statistics used in the CLR model. e.g. Ordinary Least Squares (OLS) and Maximum Likelihood (ML) estimators and $t$ and $F$ tests, are very well-known and an excellent discussion of them can be found in Rao (1973). The CLR model is of interest in econometrics because it is both widely used and also forms the main framework for the analysis of single equation models with dynamics
and non-linearities and for the limited information approach to the analysis of individual equations from SEM's or Dynamic Simultaneous Equations Models (DSEM's). However, the introduction of simultaneity or dynamics or non-ifnearities does serve to complicate the analysis of such models and the properties of the statistics used very considerably. Even simple modifications of the CLR model lead to highly complex distribution theory; see Phillips (1984b) on the exact distribution of the James-Stein rule estimator in the CLR.

### 2.2.1 Exact Finite Sample Theory in the SEM

The theory of estimation in the SEM is one of the main contributions that econometrics has made to statistical analysis and has been the subject of considerable research in econometrics. Consequently, a great deal of attention has been given to the problem of obtaining exact finite sample results for the various estimazors used in the SEM. In the early 1960's some results were obtained for the exact distributions of structural form estlmators but these were for very small and highly specific models; e.g. see Bergstrom (1962) on the distribution of the estimated Marginal Propensity to Consume in a very simple, two-equation Keynesian model. Later in the 1960's these sorts of results were extended to more general models with arbitrary numbers of exogenous variables but still with specific numbers of endogenous variables. Thus Rychardson (1968) and Sawa (1969) obtained the exact distribution of the Two Stage Least Squares (2SLS) estimator of the coefficient on the right hand side endogenous variable in a two-equation model and Mariano and Sawa (1972) obtained that of the Limited Information Maximum

Likelihood (LIML) estimator. Basmann (1974) provides a useful survey of the results available in the early 1970's. Throughout the 1970's and continuing into the 1980's these results have been further extended to yet more general models with arbitrary numbers of endogenous and exogenous variables; e.g. see Phillips (1980a, 1983t) on the exact distributions of Instrumental Variable (IV) estimators and Phillips (1985b) on the exact distributions of LIML estimators.

However, attention has not only been given to the Ifmited information approach to the estimation of structural coefficients In the SEM. McDonald (1972) obtained the exact distribution of the 2SLS estimator of the disturbance variance in a structural equation and Easmann and Richardson (1973) obtained that of the corresponding LIML estimator. These variance estimators are usually expressed as quadratic forms in the estimated structural coefficients (with the quadratic form matrices being stochastic) and are closely related to the test statistics which have been constructed for the over-identifying restrictions usually imposed in econometrics for estimation. The exact distributions of such test statistics have been examined by Basmann (1965) for a particular case which Involved 2SLS estimates and by Rhodes (1981) for the general case involving LIML estimates.

The exact distributions of test statistics for linear restrictions on the structural coeffictents of a single equation from an SEM have also been investigated. The simplest case is when the hypothesis completely specifies the vector of coefficients on the right hand side endogenous variables. The restrictions can then be reformulated as a set of ilnear restrictions on the coefficients of a reduced form equation
for an appropriately redefined endogenous variable. Thus they can be tested straightforwardly using f-tests as in the CLR. This case was analysed by Anderson and Rubin (1949). However, most hypotheses in the SEM cannot be expressed in this form and in particular this framework does not allow for the testing of the significance of the coefficient on a single right hand side endogenous variable when there is more than one such variable. This problem was considered by Richardson and Rohr (1971) who obtalned the exact distribution of a structural t-statistic. The model they used only had one right hand side endogenous variable which permitted the properties of the statistic to be compared with those of the corresponding Anderson and Rubin statistic.

The techniques used for obtaining exact finite sample results in the SEM generally follow a number of steps. Firstly, the model and the statistic of interest (which may be a vector) are standardised in certain ways so as to simplify the covariance structure of the disturbances and of the exagenous variables. The advantage of doing this when it is possible is that it reduces the number of parameters and functions of the exogenous variables which need to be considered during the remainder of the derivation. Essentially these standardisation transformations reduce the dimensionality of the problem and clarify the important elements of the problem. The standardised statistic is then usually expressed as a function of number of underlying variates which typlcally have some known and well-behaved distribution such as the non-central Wishart distribution. These standardisation transformations are discussed in more detall by Mariano (1982) and by Phillips (1983a).

The exact distribution of the standardised statistic is then obtained by an appropriate one-to-one transfomation of the underlying variates into a vector which consists of the standardised statistic and a set of other elements which are then integrated out. It is the last two steps of choosing an appropriate one-to-one transformation and then Integrating out the remainder that constitute the hardest part of the process. Very few exact results have been obtained for the cdf's of full-Information and sub-system estimates and test statistics because the functional forms of the statistics are generally more complicated than their limited information single equation counterparts. This creates greater mathematical difficulties in integrating out the remainder terms using probability density functions (pdf's)

The distributional results obtained in exact finite sample theory for the SEM almost always have extremely complicated functional forms. This arises because the mathematical methods which have proved successful for the extraction of exact caf's in the SEM usually Involve the manipulation of infinite series functions of matrices such as zonal polynomials. These functions are very complex in form and sometimes do not have a general closed functional form and they are of ten extremely slow to converge when computed numerically. Therefore they usually provide very little aid for understanding the consequences for the properties of the statistics of Interest of changing parameter values and using different exogenous variables.

There are also some results avallable on the existence of moments and on the values of moments which do exist for estimators in the SEM. If the means and variances of different estimators exist then these can be used to compare thase estimators on the basis of their location and
dispersion properties. If such moments fail to exist, as is the case with Full Information Maximum Likelihood (F[ML) estimators, see Sargan (1970), then this indicates that the distributions of such estimators are relatively thick-tailed and that as a result the probability of finding extreme outliers is higher for such estimators than for estimators with finite means and variances. This has prompted the creation of new estimators which will have these moments. Thus fuller (1977) suggested a modified LIML estimator which is obtained from the standard LIML estimator but will always have maan and variance even if the LIML estimator does not. Greenberg and Webster (1983), Mariano (1982) and Phillips (1983a) all carry out extensive surveys of the results which are avallable on the moments and cdf's of structural form estimators In the SEM. The articles by Mariano and by Phillips also survey the properties of a number of reduced form estimators, test criteria and other statistics of interest.

### 2.2.2 Exact Finite Sample Theory in Dynamic Single Equation Models

The main type of dynamic single equation model for which an exact finite sample theory has been developed is the first-order autoregression model. The earliest exact result obtained in such a model appears to be the distribution of Fisher's g-statistic under the null hypothesis of independently identically distributed (ild) nomal random variables; see Fisher (1929) for the derivation. Later, von Neumann (1941) obtained the distribution of the von-Neumann ratio as a test for firstorder autocorrelation. Anderson (1942) obtained the distribution of the sample first-order circular autocorrelation coefficient in a circular autoregression. Anderson's method was extended by Watson
(1950) to obtain the distribution of several sample circular autocorrelations and by Hannan (1970) to obtain the distribution of the Durbin-Watson test statistic for first-order serial correlation under the null hypothesis of ild normal disturbances.

These results have all been obtained for the circular autoregression model which has certain symetries involving the first and last elements which the non-circular autoregression model lacks. As a consequence very few analytic results have been obtained for the non-circular autoregression model. However, provided that the disturbances are normally distributed and that the statistic of interest is a quadratic form or ratio of quadratic forms then it is still possible to evaluate the exact cdf of the statistic numerically to an arbitrary degree of precision by using the Gil-Pelaez fomala from Gil-Pelaez (1951) which forms the basis for Imhof's routine from Imhof (1961). This technique involves the numerical inversion of the characteristic function of a quadratic fomm in normal variables and has been used to obtain the exact distribution of the OLS estimate of the autoregressive coefficient in a first-order autoregression AR(1) model by Phillips (1977a). Similar numerical methods also based on Inverting the characteristic function or a closely related function have been used by Sawa (1978) to obtain the moments of sample autocorrelation coefficients in the AR(1) model and by De Grooijer (1980) to obtain ther, in the first-order autoregressive moving-average (ARMA) model.

### 2.3 First Order Asymptotic Theory

Asymptotic results in econometrics are concerned with the limiting behaviour of probability statements involving the statistics of interest as some parameter value tends either to a constant or to infinity. The parameter chosen is often the sample size with the limiting behaviour being as this tends to infinity but in the SEM other parameters are sometimes chosen such as the concentration parameter with the limiting behaviour usually being as this tends to infinity. It is however possible to consider limiting behaviour as any parameter tends to some limit and thus sometimes the $11 m i t i n g$ behaviour is as the disturbance variance tends to zero in a particular way; see Section 2.5.1.

The main forms of stochastic convergence considered in econometrics. 1.e. the limiting behaviour of the probability statements invalving the statistics of interest, are convergence in probability and convergence in distribution. If a statistic converges in probability to some limit, which may be a random variable although it is often a constant, then the probability that the statistic lies more than an arbitrary distance away from the 11 mit can be made arbitrarily small by requiring that the value of the limiting parameter lies sufficiently close to but not at its limit. In the case of a parameter such as the sample size tending to infinity then this is interpreted as requiring that the value of the 1 imiting parameter be sufficiently large but not infinite. Convergence in probability is usually associated with estimators and when an estimator converges in probability to the parameter value being estimated then the estimator is referred to as being (weakly) consistent.

A statistic converges in distribution if its cdf converges (at all continuity points) to the edf of some random variable. Estimators frequently converge in distribution to nomal cdf's provided that they are appropriately standardised to have non-degenerate cdf's; If this Is so then they are usually rererred to as asymptotically nomal statistics. Provided that the same standardisation has been applied to a set of different but still asymptotically nomal estimators of the same parameter, then comparisons can be made of the estimators on the basis of the means and variances of their asymptotic cdf's even though in finite samples the estimators may have no means or variances as is the case with FIML estimates. Test statistics frequently have liwiting central chi-square edf's under the null hypothesis and thus asymptatic critical values can be constructed for them which will give asymptatically correct significance levels. Under fixed alternatives, test statistics often have explosive or occasionally degenerate liniting cdf's so that their power tends to unity or occasionally to zero. These are not very useful properties for making comparisons of different tests. However, for local alternative sequences where the parameter values for which pawer is evaluated tend at an appropriate rate towards the null hypothesis then the cdf's of the test statistics being considered often converge in distribution to the cdf's of non-central chi-square varlates. The tests can then be compared on the basis of their differing power properties under such local altermative sequences. These stochastic convergence results of convergence in probability and distribution are very well-know, and can be found in. for example. White (1984), and we w111 refer to them subsequently as first-order or basic asymptotic results.

There are a number of useful relationships between these two types of stochastic convergence. Firstly, if a statistic converges in probability then it also converges in distribution to the cdf of its probability limit (plia) whether this is a random variable or a constant. Secondly, if the difference between two statistics converges in probabllity to zero then the two statistics are referred to as asymptotically equivalent and they have the same asymptotic cdf. Classifying statistics into asymptotic equivalence classes is very useful in making asymptotic comparisans of the properties of the different statistics. For example, as the sample size tends to infinity the 2SLS and LIML estimators in the SEM are in general asymptotically equivalent with asymptotically normal caf's. Similarly, the Three Stage Least Squares (3SLS) and FIML estimators are also in general asymptotically equivalent with asymptotically normal edf's. In contrast to this the 2SLS and 3SLS estimates are not in general asymptotically equivalent; the asymptotic cdf of the 3SLS estimator is generally less dispersed than that of the 2 SLS estimator in a correctly specified SEM. This property is usublly referred to by saying that the 3SLS estimator is asymptotically more efficient than the 2SLS estimator. However, first-order asymptotic theory provides no basis for choosing between asymptotically equivalent statistics.

The maln advantage that first-order asymptotic theory has over exact finite sample theory is the ease of derivation and implementation of the latter as compared to the formar. In first-order large sample asymptotics the estimators used typically behave in the limit like normal vectors and the test statistics like quadratic forms in finite dimensional normal vectors. This behaviour is the same as the exact
finite sample behaviour of OLS estimates in the CLR model with known variance. This similarity between first-order asymptotics and exact CLR theory together with the ease of derivation of the first-order large sample asymptotics has led to them being the maln justification of the majority of statistical techniques currently used in econometrics.

Some authors have attempted to construct a theory of statistical inference based solely on asymptotic results. For example, pfanzagl (1982) has argued that statistical theories have two functions. The first is to analyse the performance of statistical procedures and the second is to provide methods for the construction of optimal procedures. Although non-asymptotic theory can perform these functions in certain cases its success is erratic rather than systemmatic and it cannot be regarded as being in general satisfactory. Pfanzagl also argues that asymptotic theory can treat a wider class of models than has been used to date because existing models have been devised so as to be tractable mathematically using non-asymptotic theory or so as to be simple extenstons of models which are tractable mathematically. This viewpoint seems very anbitious and we would qualify this by arguing that whilst asymptotic theory does provide a framework for the analysis and construction of statistical inference procedures in a very wide class of models, it is still desirable to exanine how well such procedures perform in particular models of interest.

Unfortunately, considerable evidence has accumulated that suggests that first-order large sample asymptotic results can provide highly fraccurate approximations to actual finite sample behaviour for quite plausible parameter values even with fairly large sample sizes. This
evidence comes from two sources. Firstly, in some cases it has been possible to compute the exact finite sample cdf's and moments of certain estimators and test statistics (using the techniques discussed earlier). Evans and Savin (1982a) examined a finite sample relationship between the Wald, Lagrange Multiplier and Likelihood Ratio test statistics for certain models. They found that using the asymptotic equivalence of these statistics and their limiting chi-square cdf as an approximation to the cdf's of each of them can lead to considerable probabilities of conflict between the statistics and Inaccurate size and power computations. Anderson and Sawa (1973) evaluated the exact edf of the 2SLS estimator In a simple SEM and found that for low values of the concentration parameter the asymptotic distribution can be quite inaccurate. Phillips (1977a) computed the exact cdf of the ordinary least squares (OLS) estimator of the autoregressive parameter in a first-order non-circular autoregression and found that for values of the autoregressive parameter close to the unit circle the asymptotic cdf of the OLS estimator was a poor approximation to tts actual cdf for moderate sample sizes.

Secondly, some evidence is also available from Monte Carlo studies. Orcutt and Winokur (1969) obtained results for the distribution of the OLS autoregression coefficient which were later confirmed by the exact results of Phillips (1977a). Mizon and Hendry (1980) found that in certain more general dynamic models test statistics such as Sargan's COMFAC test can have finite sample power properties which differ substantially from their asymptotic power properties. Finally, Sumbers (1965) examined the sampling distributions of LIML, 2SLS, OLS and FIML estimators in a two equation over-identified model. Summers
found that if the predetemined variables in the structural equations were highly correlated then in terms of mean square error OLS could perform better than LIML and $2 S L S$ better than FIML. It should be noted that when some estimators lack any integral moments (as is true for FIML in this case) then the use of mean square error comparisons becomes problematical.

### 2.4 Edgeworth Expansions

The underlying problem with first-order large sample asymptotic approximations is that they are only justified as the sample size gets large. Thus the first-order asymptotic approximation to the cdf of a statistic can be completely valid and yet can be completely useless for sample sizes similar to those normally encountered. Obtaining bounds on asymptotic approximation errors is still extremely difficult even for very simple statistics. The best known result in this area is the Berry-Esseen theorem which provides a bound on the error involved in approximating the caf of a standardised mean of ild variates using a nomal cdf. The bound is in tems of the variance and third absolute moment of the variates, the sample size and a universal constant; see Berry (1941) and Esseen (1945).

One approach which has been adopted to attempt to overcome the problems associated with first-order asymptotic approximations is the use of approximations which have errors of smaller order of magnitude in the limiting parameter. The most frequently encountered of such approximations are asymptotic expansion approximations which are specifically designed to have this property. These are obtained by truncating the asymptotic expansion of the cdf of atatistic $Q_{T}$ :

$$
\begin{equation*}
\operatorname{Pr}\left\{Q_{T} \leq z\right\}-\sum_{j=0}^{\infty} T^{-j / 2} a_{j}(z) . \tag{1}
\end{equation*}
$$

(for large sample asymptotics where $T+\infty$ ) after $K+1$ terms giving:

$$
\begin{equation*}
\operatorname{Pr}\left\{Q_{T} \leq z\right\}=\sum_{j=0}^{K} T^{-j / 2} a_{j}(z)+o\left(T^{-K / 2}\right) \tag{2}
\end{equation*}
$$

(see Equations (21). (22) in Section 2.A). Then $a_{0}(z)$ is the 1 imiting cdf of $Q_{T}$ which has an error of $0\left(T^{-\frac{1}{2}}\right)$ or $o\left(T^{0}\right)$. The $\left[T^{-j / 2} a_{j}(z) ; j \geqslant 1\right\}$ terms are the higher-order terms in $T^{-1}$ and including them gives a higherorder asymptotic approximation with an error of $o\left(T^{-K / 2}\right)$. For sufficiently large sample sizes the inclusion of the higher-order terms will reduce the approximation error in absolute value. The notation used here concerning asymptotic expansions is defined in the Appendix to this chapter.

Such asymptotic expansions as Equation ( 1 ) are often called Edgeworth expansions though the terminology is sometimes restricted to cases where $0_{T}$ has a limiting nomal cdf and the $\left\{a_{j} ; j \geqslant 11\right.$ can be expressed as polynomials in $z$ multiplied by a nomal pdf following Edgeworth (1905). Hallace (1958) and Johnson and Kotz (1970a) who discuss the derivation and use of Edgeworth expansions in statistics. The first published paper using Edgeworth expansions in econometrics appears to have been Sargan and Mikhal1 (1971) but since then there have been many papers in econometrics using Edgeworth expansions. Phillips (1980h). Rothenberg (1984b) and Taylor (1983) all provide useful surveys on the derivation and use of Edgeworth expansions in econometrics.

### 2.4.1 Obtaining Edgeworth Expansions

There are two main methods used to obtain Edgevorth expansions in econometrics. The first is the calculation of probabilities method used by Anderson (1974), Sargan (1975), Sargan (1980b) and Sargan and Mikhail (1971). The second is the characteristic function method which was originally used by Edgeworth (1905) and has been used more recently by Sargan (1976).

The calculation of probabilities method at its simplest rests on transforming a probability statement about the statistic into one about a variate with a known distribution which is the same as the asymptotic distribution of the statistic of interest. Thus if $Q_{T}=Q_{T}(x)$ where $x$ is distributed as standard normal, then:

$$
\operatorname{Pr}\left\{Q_{T} \in r\right\}=\operatorname{Pr}\left\{Q_{T}(x) \leqslant r\right\}=\Phi\left(Q_{T}^{-1}(r)\right)
$$

(where (-) is the standard normal cdf) provided that $Q_{T}^{-1}(\cdot)$ exists. However, the existence of $Q_{T}^{-1}(\cdot)$ is not necessary since if:

$$
Q_{T}=T^{\frac{1}{2}} H\left(T^{-\frac{1}{2}} x\right) \text { with } H(0)=0, H^{4}(0)=1 \text {. }
$$

then all that is required is that $H(\cdot)$ has a unique inverse function near $x=0$; see Wallace (1958). A more general technique can be used when the stochastic expansion of the statistic is:

$$
\begin{equation*}
Q_{T}=x+T^{-\frac{1}{2}} A(x, y)+T^{-1} B(x, y)+o_{p}\left(T^{-1}\right) \tag{3}
\end{equation*}
$$

where $x$ is exactly standard normal and $y$ is a vector which is distributed Independent of $x$. Then following Rothenberg (1984b):

$$
\begin{align*}
\operatorname{Pr}\left\{Q_{T} \leq r\right\} & =E_{y}\left[\operatorname{Pr}\left(\left.x+T^{-\frac{1}{2}} A(x, y)+T^{-1} B(x, y) \leq r \right\rvert\, y\right)\right]+o\left(T^{-1}\right) \\
& =E_{y}\left[仓\left\{r-T^{-\frac{1}{A}} A(r, y)-T^{-1} B(r, y)+T^{-1} A(r, y) A^{\prime}(r, y)\right\}\right] \\
& +o\left(T^{-1}\right) \tag{4}
\end{align*}
$$

where $A$ ( $r, y$ ) is the derivative of $A(x, y)$ with respect to $x$ at $x=r$. Then expanding e(.) In a Taylor series, taking expectations and rearranging terms:

$$
\left.\begin{array}{rl}
\operatorname{Pr}\left\{Q_{T} \leq r\right\} & =[r
\end{array}\right) T^{-\frac{1}{2} E_{y} A(r, y)-T^{-1} E_{y} B(r, y)+E_{y} A(r, y) A^{\prime}(r, y) T^{-1}} \begin{aligned}
& \left.=\frac{1}{2} T^{-1} \operatorname{Var} r_{y} A(r, y)\right]+o\left(T^{-1}\right)
\end{aligned}
$$

This method can be extended to asymptotically non-nomally distributed statistics such as asymptotically chi-square test critaria. Suppose $x$ is distributed exactly $N_{q}(0, I)$, that $y$ is independent of $x$ and that $Q_{T}$ can be expanded:

$$
\begin{equation*}
Q_{T}=\left(x^{\prime} x\right)+T^{-\frac{3}{2}} A(x, y)+T^{-1} B(x, y)+o_{p}\left(T^{-1}\right) \tag{6}
\end{equation*}
$$

Then $x$ can be transformed to polar co-ardinates $(8, n)$ where $x=\delta n$ with $\& 0$ and $\delta^{2}=x^{\prime} x$ so $n^{\prime} n=1$ so that the expansion in terms of ( $\delta, \eta, y$ ) is:

$$
\begin{equation*}
Q_{T}=\delta^{2}+T^{-\frac{1}{1}} A^{*}(\delta, n, y)+T^{-1} B^{*}(\delta, \eta, y)+o_{p}\left(T^{-1}\right) \tag{7}
\end{equation*}
$$

Then $Q_{T}$ can be conditioned upon $n$ and $y$ and the method proceeds as before except that $1 t$ uses the chi-square cdf. A detalled exposition of this approach is given by Sargan (1980b) for the asymptotically central chisquare case. Rothenberg (1977, 1984a) examined the asymptotically
non-central chi-square case. Cavanagh (1981) gave a general algorithm for deriving Edgeworth expansion approximations by this method.

The characteristic function method uses the one-to-one relationship between cdf's and the corresponding characteristic functions (cf's) which are their Fourler transforms; thus this methad can be regarded as an extension of the orthodox proofs of the Central Limit Thearem. The cf of $Q_{T}$ is defined as $\psi_{T}(t)=E\left[\exp \left(i t Q_{T}\right)\right]$ and the cumulant generating function (cgf) of $Q_{T}$ by $K_{T}(t)=\log _{e} \psi_{T}(t)$. Then the applfeation of an Inverse Fourier transform to the cf of $Q_{T} g$ gives:

$$
\begin{equation*}
\left.\operatorname{pdf}\left(Q_{T}\right)=\int_{-\infty}^{+\infty}(2 \pi)^{-1} \exp 1-1 t Q_{T}+K_{T}(t)\right\} d t \tag{8}
\end{equation*}
$$

In the case of an asymptotically standard nomal statistic, $K_{T}(t)$ is approximated by a low order polynomial in (it) with an error of o( $\mathrm{T}^{-K / 2}$ ) where the leading term is $\mathbf{i}(1)^{2}$. The approximate egf is obtained firstlj by approximating $0_{T} w$ th a stochastic expansion to $o\left(T^{-k / 2}\right.$ ) in a vector $x$ giving $Q_{T}^{K}$, and then secondly by approximating the cumulants of $Q_{T}^{K}$ to $o\left(T^{-K / 2}\right)$ using the coefficients of the stochastic expansion and the cumulants of x : see McCullagh (1984) and Sargan (1976) for alternative techniques. Provided the approximated cumulants behave like the cumulants of a standardised mean of ild variates (mean zero, variance unity) then the exponential of the approximated cgf (1.e. the approximat cf) can be expanded as $\exp \left(i(1 t)^{2}\right\}$, which is the cf of a $N(0,1)$ variate, multiplied by a low order polynomial in (it).

Equation ( 8 ) can then be expanded in terms of the normal pdf and tits derivatives using:

$$
0^{n} \phi(z)=\frac{\partial^{n}}{\partial z^{n}} \phi(z)=\int_{-\infty}^{+\infty}(2 \pi)^{-1}(-i t)^{n} \exp \left(-i t z+\frac{1}{2}(i t)^{2}\right) d t, \text { (9) }
$$

where $\ell(z)$ is the standard normal pdf. Then using $D^{n} \phi(z)=(-1)^{n} H_{n}(z) \phi(z)$, where $H_{n}(z)$ is the $n$ 'th Hermite polynomial, Equation ( 8 ) can be expanded in terms of the normal pdf times a polynomial in $z$, and integrating this gives the asymptotic expansion approximation to the cdf of $Q_{T}$. A more detailed discussion of Hermite polynomials can be found in Abramowitz and Stegun (1965).

The characteristic function method is not limited to asymptotically standard nomal statistics; it can easily be extended to general asymptotically normal statistics and to asymptotically multivariate normal statistics. Chanbers (1967) gave various algorithms which can be used in this context and McCullagh (1984) methods for computing multivariate cumulants and approximating multivariate characteristic functions. In addition, the characteristic function method can be adapted to asymptotically non-normal statistics. Thus Mauleon-Torres (1983) applied it to asymptotically chi-square test criteria which can be expanded:

$$
\begin{equation*}
Q_{T}=\delta^{2}+\sum_{j=1}^{K} T^{-j / 2} a_{j}(\delta, \eta, y)+o_{p}\left(T^{-K / 2}\right) \quad(\delta>0) . \tag{10}
\end{equation*}
$$

where $n^{\prime} n=1$, on $n=x$ and $(x, y)$ is asymptotically $N(0.1)$ and uncorrelated In finite samples. Mauleon-Torres obtained an Edgeworth expansion for the pdf of ( $x, y$ ):

$$
\begin{equation*}
f(x, y)=[\phi(x, y)]\left[1+\sum_{j=1}^{K} T^{-j / 2} f_{j}(x, y)\right]+c\left(T^{-K / 2}\right) . \tag{11}
\end{equation*}
$$

where $\phi(\cdot)$ is the multivariate standard normal distribution. From this Mauleon-Torres obtained the cf of $Q_{T}$ given $n$ and $y$ and then took expectations with respect to $n$ and $y$. However, this approach does not seem well suited to asymptotically non-central chi-squared statistics since then $\delta$ and $n$ will no longer be asymptotically independent.

In general the most efficient approach to obtaining Edgeworth expansions need not be either exclusively a calculation of probabilities approach or a characteristic function approach. Sometmes when exact distributional results are avallable it is more efficient to derive the expansion directly from the known distribution function as in Phillips (1983b). Different approaches may have different advantages in a given situation so that one method may be computationally more efficient but another may lead to formulae which are easier to interpret. For further discussion of characteristic functions see Greenberg and Webster (1983), Lukacs (1960) and Lukacs and Laha (1964).

### 2.4.2 The Validity of Edgeworth Expansians

Our discussion of Edgeworth enpansions has so far been purely in terms of formal manipulations used to obtain such expansions with no consideration being taken of the conditions which are required for the validity of the formal manipulations and of the resulting expansions. Several theorems have been proved on the validity of Edgeworth expansions under various conditions by Faller (1971), Magdalinos (1983): MauleonTorres (1983), Phil11ps (1977b), Sargan (1976, 1980), Sargan
and Mikhall (1971) and Sargan and Satchell (1986). These theorems usually prove the validity of the Edgeworth expansion for statistics which can be expressed as functions of more basic statistics. There are typically two sets of conditions: the first set are on these functions and serve to determine the asymptotic distributions of the statistics of interest. The second are on the underlying statistics and ensure that these have a valld Edgeworth expansion. The two sets of conditions combined also ensure that well behaved stochastic expansions can be made of the statistics of interest.

The conditions of these theorems usually fall in two main cases. Firstly, when discrete distributions are Involved the characteristic functions of the statistics are often badly behaved in the tails. Secondly, when there are ARMA error structures the statistics of Interest are often functions of vactor of statistics whose number of elements increases with tha sample size. As yet there are no theorems available to cover the second case although there are some for the first case; see Bhattacharya and Rao (1976) for theorems relating to lattice distributions.

In this thesis we are malnly concerned with deriving and applying Edgeworth expansion approximations. The validity of such expansion approximations is neither a necessary nor sufficient condition for such approximations to be useful in cases where the liaiting caf is deemed an unsatisfactory approximation. Thus in this thesis we wil pay relatively little attention to questions of validity. In general. If the Edgeworth expansion is not valid there is an a priomi argument to suggest that it is not likaly to be very useful because it presumably
falls to pick up various features of the model. However, in econometrics it does appear that a very wide range of statistics of Interest have valid Edgeworth expansions under the usual assumptions about econometric models; see Sargan and Satchell (1986) for a proof that the first and second order sample moments in the DSEM meet the required conditions for underlying statistics.

### 2.4.3. The Uses and Performance of Edgeworth Expansion Approximations

Edgeworth expansion approximations can be used in a number of ways In econometrics. Firstly, they can be used to examine the properties of particular statistical procedures; secondly, they can be used to compare alternative procedures; and thirdly, they can be used to suggest new procedures. An example of the first use is provided by Laitinen (1978) and Meisner (1979) who argued that in systems of demand equations the test statistics commonly used to test symmetry and homogeneity have true sizes which exceed their nominal sizes and that this partially explains the frequent rejection of these hypotheses in such systems. As regards the second use Edgeworth expanstons have now been quite extensively used to compare alternative procedures theoretically. Thus Akahira and Takeuchi (1981) found that the Maximum Likelihood estimator with a modification to ensure that it is median unbiased to order $o\left(T^{-1}\right)$ is the most efficient estimator to order o( $\left.T^{-1}\right)$ among the class of estimators which are median unbiased to o( $\mathrm{T}^{-1}$ ) for a wide range of models. Rothenberg (1984b) reviewed these results and those on the higher order comparison of test statistics. Such modified statistics also provide an example of the use of Edgeworth expansions in generating new statistical procedures.

Pfanzagl (1980) examined the possibility of constructing a general statistical theory for parametric models based on asymptotic expansions. Certainly asymptotic expansions do seem to be closely related to certain important underlying properties of statistical models such as curvature and also to statistical concepts such as conditionality and ancillarity; these relationships are examined further in Amari (1982) and Ryall (1981).

As well as there being a number of studies which have derived, validated and used Edgeworth expansions there have also been studies which have attempted to assess the performance of Edgewarth expansion approximations. Phillips (1977a) compared Edgeworth expansion approximations (with errors $o\left(T^{-1}\right)$ and $o\left(T^{-1}\right)$ ) for the OLS estimator of the autoregressive coefficient in a pure first-order autoregression with the exact distribution computed by Imhof's routine and with the asymptotic normal distribution. Phillips found that as the sample size increased the higher-order approximations performed relatively better but that their performance worsened as the absolute value of the autoregressive parameter approached unity. This effect from 1ncreasing the strength of the dynamics in the model also appeared in Tanaka (1984) who Included an intercept and used Monte Carlo simulations and also in Tse (1982) who included exogenous regressors and used both the exact distribution and Monte Carlo simulations.

Sargan and Tse (1979) considered the marginal distributions of 2SLS astimators in a simple static simultaneous equations model and In a simple dynamic simultaneous equations model. The static model ts essentially the dymamic model with the lagged dependent variables
replaced by non-stochastic exogenous regressors with a covariance structure such that the asymptotic cdf's of the 2SLS estimators are the same in both models. They found that the nomal approximation performed worse in the dynamic madel than in the static model but that the Edgeworth expansion approximation performed well in both models.

One worrying feature of Edgeworth expansion approximations in general is their performance in the tails of the distributions being approximated. This is not very surprising since the Edgeworth expanstion uses information from around the origin when taking the stochastic expansion of the statistic and approximating the cumulants. For points further into the talls a larger sample size will be needed typlcally to achleve a given accuracy. Furthermore, there are no restrictions implicit in the Edgeworth expansion to ensure that Edgeworth expansion approximations such as Equation ( 2 ) are true cdf's, so it Is quite passible for the approximate cdf to take values less than zero and greater than one, and for the approximate pdf to be negative. It is not uncommon for such phenomena to occur in the talls of the expansion in actual studies, e.g. Phlllips (1977a).

One way to ensure that the approximate cof lies in the interval $[0,1]$ is to use the Edgeworth-B form given in Equation ( 25 ) in place of the Edgeworth-A form given in Equation ( 26 ); see the Appendix to this chapter for a discussion of how to obtain the Edgeworth-B form from the Edgeworth-A form. This does not, however, pravent the approximate pdf from being negative in certain regions so that nather fom is entirely satisfactory. The use of the Edgeworth-:
form can be regarded as an application of the Cornish-Fisher method whereby the statistic is transformed to have the same limiting cdf but with a smaller order of magnitude error. e.g. o( $\left.\mathrm{T}^{-K / 2}\right)$ rather than o(1); see Cornish and Fisher (1937). Since the Cornish-Fisher statistic is a proper random variable ft should completely avold the problems of cdf's outside $[0,1]$ or pdf's which are negative. However, It may not give very much information about what the cdf of $Q_{T}$ looks like.

The performance of Edgeworth expansion approximations has also been investigated for a number of test statistics. Evans and Savin (1982a) used Edgeworth based size corrections to the Wald, LM and LR test criteria in the CLR and found that these account for almost all the differences between the finite sample and asymptotic distributions both under the null hypothesis and at various alternative points. Mauleon-Torres (1983) considered asymptotically chi-square tests in two models using both the Edgeworth-A and Edgeworth-8 form approximations to the cdf's of the statistics and also the Edgeworth- B form for the caf's of the positive square roots of the statistics. The first model Mauleon-Torres used was a dynamlc linear regression model with a first-order lag on the endogenous variable which is similar to that used by Tse (1982). Mauleon-Torres considered $x^{2}$ and F tests for linear restrictions on the regression coefficients including the first-order lag parameter. The Edgeworth approximations performed better than the asymptotic cdf but the performance of all the approximations worsened as the disturbance variance increased, as the firstorder lag parameter approached unity and as the coefficfents on the
exogenous variables decreased; changing these parameters in these ways strengthened the internally generated dynamics of the model. Mauleon-Torres found that the Edgeworth-B form tended to perform better than the Edgeworth-A form but explained this by noting that all the approximations tended to over-evaluate the probabilities for the acceptance region; note that in this case the Edgeworth-B approximation was necessarily smaller than the Edgeworth-A form.

The second model Mauleon-Torres (1983) used was a dynamic simultaneous equations model with two endogenous variables, two exogenous variables, and one lag. Mauleon-Torres imposed various exclusion restrictions and then tested for over-identification on the first structural equation using both Wald and pseudo-LM tests of the implied restrictions on the reduced form. The actual LM statistic requires complicated estimation under the restrictions whereas the pseudo-LM statistic avoids this. Mauleon-Torres found that the Edgeworth expansion approximations generally performed better than the limiting cdf and that their performance did not deterlorate seriously under the influence of strong dyamics or simultaneity. In all cases Mauleon-Torres used Monte Carlo simulations to estimate true probabilities and only considered distributions under the null hypothesis.

There are a number of areas where Edgeworth expansion approximations have been nefther used nor assessed; in particular they have not been used for analysing sequential testing procedures. Since such procedures are widely used in econometrics, see Sargan (1980) for sequential Wald testing. it would be desirable to know how wall their limiting properties
approximate their finite sample properties. The main reason why Edgeworth expansion approximations have not been applied to such procedures appears to be the lack of Edgeworth expansion derivations for jointly distributed test statistics. This is in contrast to asymptotically normal estimators where Edgeworth expansions of their Joint distributions have been considered; see for example Tanaka (1984) on Maximum Likelihood estimators in autoregressive moving average models.

### 2.5 Alternative Approximation Methods

2.5.1 Asymptotic Expansions in Parameters other than the Sample Size

As noted in Section $2 . A .2$ in the Appendix to this chapter, asymptotic expansions can be made in parameters other than the sample size. The most commonly encountered alternative parameter sequences are smalloo asymptotics and large -p asymptotics. In small-o asymptotics the disturbance variance matrix of the reduced form of an SEM is expressed as $\sigma^{2} \Omega$ and then $g$ is allowed to tend to zero with all the other parameters fixed.

This approach was introduced by Kadane (1970, 1974) who obtained the asymptotic distribution as $0 \rightarrow 0$ of a number of tests of overidentifying restrictions. Kadane (1971) then developed asymptotic expansions in ofor the distributions and moments of $k$-class estimators. Large- asymptotics are concerned with letting the concentration parameter. $\mu^{2}$, tend to infinity. Anderson (1974) used large $-\mu$ asymptotics to approximate the distribution of LIML estimator in the SEM.

The results of large- $\mu$, small-o and large sample size asymptotics are very similar. This is particularly true with large sample size and large $u$ asymptotics but this result is not surprising since, for example, with $2 S L S$ the sample size only affects the cdf through the concentration parameter: see Richardson (1960). There are some differences, however, with small-o asymptotics, e.g. tests of overidentifying restrictions have asymptotic $F$ not $x^{2}$ distributions. This again is not totally surprising since this is what would be obtained with small-a asymptotics in the CLR. Anderson (1977) provides a summary of some of the results for alternative asymptotics in the SEM.

Small-a and large-u asymptotics have sometimes been criticised on the grounds that they involve purely artificial parameter sequences whereas large sample size asymptotics involve a naturally occurring parameter sequence. However, as Taylor (1983) noted, this objection is not really relevant. With asymptotic results the important questions are whether they are useful and whether they are easy to obtain.

### 2.5.2 Nagar Moments

Information about econometric estimators is often summarised in tems of their moments. Thus the mean indicates the location of the estimator, the variance its dispersion, the third moment its skewness, and the fourth moment its kurtosis or the thickness of its tails (this requires sone comparison with the variance). Nagar (1959) attempted to develop asymptotic expansion approximations for the moments of $k$-class estimators and such approximations have since been generally referred to in econometrics as Nagar moments.

The most common method for evaluating Nagar moments is to form a stochastic expansion of the statistic in a vector of underlying statistics with known moments and then to obtain stochastic expansions for the powers of the statistic (for moments around zero). The expectation operator with respect to the underlying vector can then be applted and the resulting asymptotic expansions truncated to the desired order of magnitude. Thus the techniques required for the derivation of Nagar moments are very sinilar to those required for the derivation of Edgewarth expansions.

Like Edgeworth expansions Nagar moments have been used in a number of ways in econometrics. Firstly, they have been used to compare different estimators. Taylor (1983) summerised the results which have been obtained for the blas and mean square error (MSE) of OLS, 2SLS and LIML estimates in the SEM using bath small-a asymptotics as in Kadane (1971), and large- $\boldsymbol{\mu}$ asymptotics as in Mariano (1973). Secondly, the Nagar mean and variance have been substituted into the normal cdf to attempt to obtain a better approximation than the usual liwiting normal cdf. Sargan and Mikhall (1971) considered this for IV estimates and found that the resulting approximation was only better than the 1 finiting normal for cases where the degree of overIdentification was large and did not perform as well as the Edgeworth expansion approximations. This latter result is not surprising since no adjustments are being made for skemess and kurtosis in the Nagar normal distribution whereas they are in the Edgeworth expansion apprextmation.

There are two main problems with Nagar moments. Firstly, the statistic of interest may not have finite moments of the desired degree. This highlights the point that Nagar moments should be Interpreted as approximations to the moments of approximations to the statistics of interest. Only under certain conditions discussed by Sargan (1974) can they be interpreted as actual approximations to the moments of the statistics of interest. Secondly, the moments of the distribution of a statistic are not always the most informative guides to its features of interest. Magdalinos (1983) suggested an alternative measure of concentration to that of MSE and found that asymptotic expansions of this measure were very easy to use in making comparisons between alternative estimators in the SEM. With test statistics the moments are very rarely, if ever, used to characterise the properties of the test.

### 2.5.3 Saddlepoint Approximations

Closely related to Edgeworth expansion approximations are saddlepoint approximations for pdf's and cdf's, introduced by Danlels (1954). Like Edgeworth expansion approximetions these are derivad from Equation (8).

The Edgeworth expansion forms an expansion of $K_{T}(t)$ around $t=0$ and then Integrates the resulting expansion of $\left[\exp \left\{-1 t Q_{T}\right] \exp \left\{K_{T}(t) j\right]\right.$. However. even if $Q_{T}$ has asymptotically mean zero expanding around $t=0$ may not be very informative when $0_{T}$ is far from zero in finite samples. If $K_{\mathbf{T}}(t)$ is an analytic function then so also is $\exp \left\{-1 t Q_{T}+K_{T}(t)\right)$ and the
above integral can be regarded as a contour integral of an analytic function along the real axis. Such a contour can be distorted without changing the value of the integral providing that the contour has the same end points and lies in the same simply connected domain. The saddlepoint approximation distorts the contour so that it passes through the saddlepoint of the integrand which is the complex point t* such that:

$$
\begin{equation*}
\left.\frac{d}{d t}\left[\exp i-i t Q_{T}+K_{T}(t)\right\}\right]_{t=t^{*}}=0 \tag{12}
\end{equation*}
$$

The integrand is then expanded around tot* and integrated term-by-temin. The saddlepoint t由 explicitly depends on $Q_{T}$ so that the point around which the expansion is taken is keyed to $0_{T}$; if $Q_{T}$ is asymptotically standard normal then $t^{*}=1 Q_{T}+0\left(T^{-\frac{1}{2}}\right)$ so we often expand around $\left(\mathrm{iO}_{\mathrm{T}}\right)$ Instead.

The saddlepoint approximation has two main advantages compared to the Edgeworth expansion. Firstly, it is keyed much cioser to the talls when $Q_{T}$ Iles in the tails and so it may provide a more accurate approximation to the talls of the pdf of $Q_{T}$. Secondly, the series expansion obtained is typically in powers of $\mathrm{T}^{-1}$ rather than $\mathrm{T}^{-\frac{1}{2}}$. Thus the leading term is correct to order $O\left(T^{-1}\right)$. Furthermare. as was pointed out by Daniels (1956). 1f the lading tem is renormalised by an appropriate constant (which will depend on T) so that it integrates to unity then the renormalised leading term is correct to $0\left(T^{-3 / 2}\right)$.

However, the saddlepoint approximation also has a number of disadyantages compared to the Edgeworth expansion. Firstly, since $K_{T}(t)$ has to be expanded at many different points it wauld appear that constructing the saddlepoint approximation requires quite detailed knowledge of the cumulant generating function. This disadvantage is not as serious as it might appear since if $K_{T}(t)$ is analytic everywhere in the real plane, then an appropriate expansion of $K_{T}(t)$ to $O\left(T^{-k / 2}\right)$ can be constructed at any point $t$ using only the cumulants; see Durbin (1979) for detalls. Secondly, and more seriously, if $0_{T}$ does not have finite moments of all orders then $K_{T}(t)$ Is not analytic. In this case further arguments have to be put forward to support the distortion of the contour and the approximation of the Integrand by its expansion around a point not on the real dxis.

The saddlepoint approximation has also been obtained using the conjugate or exponentlal family approach by Barndorff-Nielsen and Cox (1979). Durbin (1980) gave a related method for estimators which are sufficient statistics together with a proof of the validity of this method under certaln conditions. The Durbin approach is particularly simple and is based on the following argument. If $t(y)$ is afficient estimator of where $y$ is distributed $f(y ; 0)$ then:

$$
\begin{equation*}
f\left(y ; \theta_{0}\right)=g\left(t ; \theta_{0}\right) h(y) . \tag{13}
\end{equation*}
$$

where $h(y)$ does not depend on $A$, and $\theta_{0}$ are assumed to be the true parameter values. Substituting in $f(y ; t)$ gives:

$$
\begin{equation*}
g\left(t ; \theta_{0}\right)=\frac{f\left(y ; \theta_{0}\right)^{\prime}}{f(y ; t)} g(t, t) \tag{14}
\end{equation*}
$$

and we then substitute $g(t ; t)$ for $g(t ; t)$ to obtain $g\left(t ; \theta_{0}\right)$ where $g(t ; t)$ is the limiting paf of the estimator $t$ at the parameter values $t$. As can be seen from an Edgewarth expansion $\bar{g}(t ; t)$ is correct to $0\left(T^{-1}\right)$ so the intuitive argument is that $g\left(t ; \theta_{0}\right)$, constructed by multiplying the likelihood ratio by the limiting pdf, will also be carrect to $\mathrm{O}\left(\mathrm{T}^{-1}\right)$.

The theorem proved in Durbin (1980) has two parts and provides certain conditions under which the above argument is valid. The first part of the proof is a proof of the validity of an Edgeworth expansion for a vector of statistics under certain conditions including the existence of cumulants up to certain order. These conditions are similar but not the same as the conditions on the vector of underlying statistics required for the theorem in Sargan and Satchell (1986). Thus Durbin's Edgeworth theorem may have applications elsewhere in econometrics. The second part of the proof is a validation of the saddlepoint approximation for the statistics of interest which are functions of the underlying statistics. This secand stage requires the statistics of interest to be sufficient statistics and to have second moments. Since these latter conditions are frequently not met in econometrics this limits the usefulness of this saddlepoint approximation in econometrics.

Saddlepoint approximations have been used in econometrics by Holly and Phillips (1979) for k-class estimators in the SEM and by Philifps (1978) in the non-circular AR(1) model. The results in Holly and Phillips (1979) indicate that the saddlepoint approximation
can be better than the Edgeworth expansion approximation but that when the concentration parameter is small then they both perform quite badly. The saddlepoint approximation for the density function does have the advantage that it is positive everywhere whereas this cannot be guaranteed for the Edgeworth expansion approximation.

### 2.5.4 Large Deviation Expansions

Both the Edgeworth expansion approximation and the saddlepoint approximation are concemed with approximating the cdf at fixed points as the sample size gets large. However, these approximations, and in particular the Edgeworth expansion, tend to be unsatisfactory in the tails of the distribution being approximated. An alternative approach referred to as large deviation expansion approximation permits the evaluation point to increase as the sample size increases. This approach has not yet been extensively investigated in econometrics. The maln results refer to standardized sums of lid variates; see Petrov (1968), although Phillips (1977c) did consider more general statistics. Field and Hampel (1982) developed an interesting Integration of Edgeworth, saddlepoint and large deviation methods based on the logarithmic derivative of the density which provides accurate approximations even for very small sample sizes in the models they consider.

### 2.5.5 Curve Fitting Techniques and Transformation Methods

Curve fitting techniques are the most general methods for approximating distributions in econometrics and can often use information obtained from other approximation techniques. Curve fitting consists of pleking a family of functions with roughly the right properties and then finding the member of the famlly which fits best in some sense. The simplest approach is to pick a family of distributions and fit the low order moments of the statistic. Henshaw (1966) approximated the distribution of the Ourbin-Watson statistic using a linear transformed Beta distribution with the same first four moments. The Beta distribution is an obvious choice because it is unimodal and is restricted in a specified range, and indeed the Henshaw approximation appears to work very wel1.

Phillips (1982) proposed a more sophisticated technique using Pade approximations. Many of the exact distributions which have been derived in econometrics consist of a leading term multiplied by an infinite series expansion where for certain parameter values the series expansion is unity. Phillips suggested retaining the leading term, or using a simpler function with similar properties, and replacing the series expansion with a finite rational function. The overall approximation can be fitted so that at various points it, and its low order derivatives, take the same values as the function of interest; Phillips suggested using the origin and the point at infinity. The approximation can then be manipulated by slight perturbation to be strictly positive everywhare. As Phillips (1982) indicated this technique can produce very accurate and easily computable
approximations when other approaches such as Edgeworth expansion and saddlepoint approximations perform very badly.

Closely related to curve fitting techniques are transformation methods. These transform the statistic so that it fits some known distribution better without losing information about the statistic. Thus if $x$ has a distribution with $K$ degrees of freedom the simplest approximation is to treat $x$ as a standard normal variate. This is unsatisfactory for $K \leqslant 30$ but $z=x\left(1-2 K^{-1}\right)$, suggested by Weir (1960), Is more accurate although it too deteriorates for $K \& 20$ or when $x$ is very large. There are a very wide range of such transformations available both for variates of known distributions, such as the t distribution above, and also for statistics of unknown distribution; e.g. the $z$ transfonation from Fisher (1915) for the sample correlation coefficient from a bivariate normal distribution.

Curve fitting techniques and transformation methods are very versatile and can give rise to extremely accurate approximations. However, this versatility can be a disadvantage in that without considerable prior infomation it is not clear what family of curves or transformations should be used. In econometrics such approximation methods seem likely to be of more use currently in the SEM where considerable information is avaliable conceming the properties of estimatars and test statistics than in dynamic models where much less information is typically avallable. This does not prevent such approximations from being of use since often the theoretical and other information is very difficult to use directly due to computational difficulties and the existence of simple and accurate approximations is clearly desirable.

### 2.5.6 Monte Carlo Methods

The remaining major technique used in econometrics is that of Monte Carlo simulation. The principle behind the Monte Carlo approach is that of generating random or pseudo-random numbers and then using these as the disturbances in a model of known structure to analyse the properties of the statistics of interest. Typically properties of the statistics will be investigated at several points in the parameter space to reduce the specificity of the results. The results of Monte Carlo studies are subject to sampling error and so the number of replications, f.e. the number of simulations at a given point in parameter space, has to be determined carefully to reduce sampling errors to acceptable levels. Various techniques for reducing sampling error without needing to increase the number of replications are avallable; these include the use of antithetic varlates and control varlates. The information produced by Monte Carlo simulations is often not very useful without further manipulation because it consists mainly of parameter values and estimated cdf's, pdf's, moments and rejection probabilities. One method for summarising such information is that of response surfaces in which the Monte Carlo estimated values are regressed on simple functions of the parameters where these functions are chosen to be reasonably compatible with the known theoretical and empirical properties of the statistics of interest; see Mizon and Hendry (1980) for further discussion.

Hendry (1984) provided a useful survey of Monte Carlo methods and their uses in econometrics, and Challen and Hagar (1983) provided a useful survey of Monte Carlo studies which have been made in econometrics.

Such studies often provide the only benchmark against which other approximation methods can be compared. Even when the exact distributions of the statistics of interest are avaliable, it is sometimes easier to use Monte Carlo studies; see Anderson, Kunitomo and Sawa (1982) on the LIML estimator. Monte Carla studies are also often used on their own to assess and compare econometric statistics as in Kiviet (1985) on model selection test procedures.

## 2. A Appendix to Chapter 2

## 2.A.1 Orders of Magnitude Notation

Consider two sequences of real numbers $\left\{g_{T}\right\}$ and $\left\{h_{T}\right\}$ as $T \rightarrow$ where $h_{\dagger}>0$ for all $T$. Then:
(1) $g_{T}$ is defined as being of smaller order of magnitude than $h_{T}$ or $g_{T}=0\left[h_{T}\right]$ if and only if for all $\varepsilon>0$ there exists $T(\varepsilon)$ such that:

$$
\begin{align*}
& \left|\left(g_{T} / h_{T}\right)\right|<\varepsilon \quad \text { for all } T \geqslant T(\varepsilon) \\
& \quad \text { or } \lim _{T \rightarrow \infty}\left(g_{T} / h_{T}\right)=0 \tag{15}
\end{align*}
$$

(11) $g_{T}$ is defined as being at most of order of magnitude $h_{T}$ or $g_{T}=O\left[h_{T}\right]$ if and only if there exist $M$ and $T$ such that:

$$
\begin{equation*}
\left|g_{T}\right| \leqslant h_{T} \text { for all } T \geqslant T^{\star} \tag{16}
\end{equation*}
$$

Now suppose that $\left[g_{T}\right.$ ] is a stochastic sequence of real numbers but $\left\{h_{T}\right\}$ is still a sequence of fixad jositiva real nuabars. Then:
(iti) $g_{T}$ is defined as being of srialler order of magnitude in zrobability than $n_{T}$ or $g_{T}=o_{p}\left[h_{T}\right]$ if and only if for all $E, \delta>0$ there exist $T(e, \delta)$ such that:

$$
\begin{align*}
& \operatorname{Pr}\left\{\left|g_{T} / h_{T}\right| \geqslant \delta\right\}<\varepsilon \text { for all } T \geqslant T(\varepsilon, \delta) \\
& \text { or } 11 m \operatorname{Pr}\left\{\left|g_{T} / h_{T}\right| \geqslant \delta\right\}=0 \text { for all } 6>0 \\
&\text { (f.e. } \left.\underset{T+\infty}{p l i m}\left|g_{T} / h_{T}\right|=0\right) . \tag{17}
\end{align*}
$$

(iv) $g_{T}$ is defined as being at most of order of magnitude in probability $h_{T}$ if and only if for all $\varepsilon>0$ there exist $M(\varepsilon)$ and $T(\varepsilon)$ such that:

$$
\begin{equation*}
\operatorname{Pr}\left\{\left|g_{T} / h_{T}\right|>M(\varepsilon)\right\}<\varepsilon \quad \text { for all } T \geqslant T(\varepsilon) \text {. } \tag{18}
\end{equation*}
$$

$1 f g_{T}=a+o_{p}\left[h_{T}\right]$ then if $g_{T}$ is an estimator of $a, g_{T}$ is called a consistent estimator of $a$. If $g_{T}=O_{p}(1)$ then $g_{T}$ is referred to as stochastically bounded. It should be noted that:

$$
\begin{aligned}
& g_{T}=0\left[h_{T}\right] \rightarrow g_{T}=0\left[h_{T}\right] \text { and } \\
& g_{T}=o_{p}\left[h_{T}\right] \rightarrow g_{T}=o_{\mathbf{p}}\left[h_{T}\right]
\end{aligned}
$$

These definitions follow those of Greenberg and webster (1983).

## 2.A.2 Asymptotic Expansions

Suppose that $\left\{g_{n}(x)\right\}$ is a sequence of functions of $x$ where $g_{n+1}(x)=0\left[g_{n}(x)\right]$ as $x \rightarrow \infty$. Then if $f(x)$ is a function of $x$ and:

$$
\begin{equation*}
f(x)-\sum_{j=0}^{K} a_{j} g_{j}(x)=0\left[g_{K}(x)\right], K=0,1,2, \ldots, \tag{19}
\end{equation*}
$$

then $f(x)$ has the asymptotic expansion $\bar{\Sigma}_{j} a_{j} g_{j}(x)$ in the asymptotic sequence $\left\{g_{n}(x)\right\}$ and this is usually written:

$$
\begin{equation*}
f(x)-\sum_{j=0} a_{j} g_{j}(x) . \tag{20}
\end{equation*}
$$

It can be noted that Equation ( 13 ) is equivalent to:

$$
f(x)-\sum_{j=0}^{K} a_{j} g_{j}(x)=0\left[g_{K+1}(x)\right] .
$$

In econometrics and statistics we are often interested in asymptotic expansions of cdf's, pdf's, cf's etc. In terms of the above definitions such asymptotic expansions are really entire families of asymptotic expansions since we usually have two variables of interest: the evaluation point; and the limiting variable (e.g. the sample size). These asympiocic expansions take the form:

$$
\begin{equation*}
f_{T}(x)-\sum_{j=0} a_{j}(z) g_{j}(T) \tag{21}
\end{equation*}
$$

With $T=$ the sample size then $g_{j}(T)$ is usually chosen to be $T^{-j / 2}$ so:

$$
\begin{equation*}
f_{T}(x)=\sum_{j=0}^{\infty} T^{-j / 2} a_{j}(z) \tag{22}
\end{equation*}
$$

The sample size is not the only limiting parameter used in econometrics: sometimes small-a or large-u asymptotics are considered. Small-a asymptotics refer to behaviour as $\sigma^{2} \rightarrow 0$ where $\sigma^{2}$ is the disturbance variance, see Kadane (1971): large- $\boldsymbol{\mu}$ asymptotics refer to $\mu^{2} \rightarrow 0$ where $\mu^{2}$ is the concentration parameter in the SEM, see Mariano (1973). Orders of magnitude and asymptotic expansion notation can easily be extended to small-a (or large- $\mu$ ) asymptatics by considering the behaviour of $\sigma^{2}$-sequences as $\sigma^{2} \rightarrow 0$ (or $\mu^{2}$-sequences as $\mu^{2}+\infty$ ).

Stochastic expansions of statistics are very similar to asymptotic expansions except that.firstly,they are usually made in a vectors of varlates with some known distribution properties, and, secondly, the error on the truncated expansion is usually stochastic so:

$$
\begin{equation*}
Q_{T}=\sum_{j=0}^{K} T^{-j / 2} f_{j}(s)+o_{p}\left(T^{-K / 2}\right), \tag{23}
\end{equation*}
$$

Is often encountered. By sultably manipulating s it is sometimes possible to express $f(s)$ in a very simple form. For example, if QT is asymptotically standard normal it is often possible to transform s to ( $x, y$ ) where $x$ is exactly standard normal and $y$ is a vector independent of $x$ such that:

$$
\begin{equation*}
Q_{T}=x+\sum_{j=1}^{K} T^{-j / 2} g_{j}(x, y)+o_{p}\left(T^{-K / 2}\right) \tag{24}
\end{equation*}
$$

These definitions follow De Bruijn (1981) and Wallace (1958),

## 2.A. 3 Transformation from the Edgeworth-B to the Edgeworth-A For

For simplicity we will consider expansions to $0\left(T^{-3 / 2}\right)$ : these exhibit the main phenomena to be noted without being too complicated and are often those used in applications. The Edgeworth-B form approximation is:

$$
\begin{equation*}
\left.\operatorname{Pr}_{\{ } Q_{T} \leqslant x\right\}=\left[x+T^{-1} b_{1}(x)+T^{-1} b_{b_{2}}(x)\right]+o\left(T^{-3 / 2}\right) \tag{25}
\end{equation*}
$$

where $b_{1}(\cdot)$ and $b_{2}(\cdot)$ are usually low order polynomials and $(\cdot)$ is the cdf of a standard normal. Following Sargan (1976) the technique is to form an expansion of $\phi\left(x^{*}\right)$ around $x$ where $x^{*-x}=T^{-\frac{1}{2}}\left[b_{1}(x)+T^{-\frac{1}{2}} b_{2}(x)\right]$ - $O\left(\mathrm{~T}^{-1}\right)$. Thus:

$$
\operatorname{Pr}\left\{Q_{T}<x\right\}-(x)+\left(x^{\star}-x\right) e^{\prime}(x)+\left(x^{\star}-x\right)^{2}(1) e^{\prime \prime}(x)+0\left(T^{-3 / 2}\right)
$$

where $0^{\prime}(x)$ is the first derivative of the cdf $\bullet(\cdot)$ evaluated at $x$. 1.e. the pdf $(\cdot)$ at $x$, and $\epsilon^{\prime \prime}(x)$ is the second derivative of the cdf (.) evaluated at $x$. Substituting in for (x* $-x$ ) gives:

$$
\begin{align*}
{\operatorname{Pr}\left\{Q_{T} \leqslant x\right\}=} & \Phi(x)+T^{-\frac{1}{2}} b_{1}(x) \phi(x)+T^{-1} b_{2}(x) \phi(x) \\
& -\frac{1}{2} T^{-1}\left(b_{1}(x)\right)^{2} x \phi(x)+0\left(T^{-3 / 2}\right) \\
= & \oplus(x)+T^{-\frac{1}{2}} b_{1}(x) \phi(x) \\
& +\frac{1}{2} T^{-1}\left[2 b_{2}(x)-x b_{1}(x) b_{1}(x)\right] \phi(x)+0\left(T^{-3 / 2}\right) \\
= & \varphi(x)+T^{-\frac{1}{2}} a_{1}(x) \phi(x)+T^{-1} a_{2}(x) \phi(x)+0\left(T^{-3 / 2}\right) \tag{26}
\end{align*}
$$

which is the Edgeworth-A form. It is similarly possible to proceed from the Edgeworth-A form to the Edgeworth-B form. Maulean-Torres (1983) examines the appropriate derivation for when $Q_{T}$ is asymptotically chisquare rather than standard nommal.

CHAPTER 3: An Approach for Obtaining Asymptotic Expansions for the COF's of Asymptotically Chi-Square Econometric Test Criterla

## 3. 1 Introduction

This chapter presents a theoretical method for deriving asymptotic expansion approximations to the cumulative distribution functions (cdf's) of asymptotically chi-square test criteria. The method is developed initially in Section 3.2 under the null hypothesis. It is then extended: firstly, in Section 3.3, for approximate inner product criteria; secondly. in Section 3.4, for multiple test criteria; and lastly, in Section 3.5, for test criteria under local alternative hypothesis sequences.

The exact inner product class of asymptotically chi-square test criteria is of interest in itself since it covers many commonly used econometric test statistics. This is because econometricians have predominantly thought of testing parameter restrictions by measuring distances in parameter space or in parameter-related spaces using inner product type metrics. The Wald test is a very direct example of this, as also is the Hausman test. The Lagrange Multiplier test also falls into this category: nere the space related to the parameters is that of the first derivatives of the log-likelihood function. Exact inner product tests are often easy to compute because most (often all) of the Information is generated as a side product from standard regression packages.

Not all econometric tests fall into this class: the most obvious counter-example is the Likelihood Ratio test. Except in special cases, when the log-likelihood is an exact quadratic form, this test criterion does not belong to the exact inner product class. Furthermore, the

Likelthood Ratio is computationally much harder to implement than a large sample equivalent, such as the wald test, in most situations. However. In econometric applications the Likelihood Ratio is usually an approximata inner product statistic and so its distribution can be examined using the method presented in this chapter.

### 3.2 The Exact Inner Product Case under the Null Hypothesis

 The class of test criteria covered here take the fomr:$$
\begin{aligned}
s^{2} & =\sum_{j=1}^{h} \lambda_{j}^{2} \\
& =\lambda_{j} \lambda_{j} \text { in tensor sumation notation }
\end{aligned}
$$

$$
\text { where } \lambda \stackrel{D_{N}}{+}\left(0, I_{h}\right) \text {. }
$$

that is where the vector $\lambda$ has a ifiting jointly independent, standard normal distribution. The first step in the methad usad here is to decompose the statistic into this form thereby explicitly obtalning $\lambda$ as a vector of statistics. The second step is to obtain an Edgeworth expansion for the joint probability dansity function (pdf) of $\lambda$. This is discussed in Chambers (1967), McCullagh (1984) and Sargan and Satchell (1986). The mathod which is used here is based on McCullagh (1984) and clearly shows the relationship of the multivariate Edgewo-th expansion to the univariate Edgeworth expansion in Sargan (1976), (corrected formalae in Tse (1981)).

### 3.2.1 Muleivariata Edgeworth Expansions

We assume that the decomposition vector a can be expressed:

$$
\lambda=T^{\frac{1}{2}}(\phi(p)-\phi(\omega))
$$

$$
\text { where } \mu=E(p) \text {, and }
$$

Where the vector $p$ has cumulants of all orders up to $K+2$ where $K \geq 2$. This condition is clearly met if $p$ contains only quadratic and linear forms in jointly normally distributed variates. We also assume that, defining:

$$
x=T^{\frac{1}{1}}(p-\mu)
$$

then the first cumulant of $x$ is zero (which follows by construction). and the cumulants of order $\mathrm{J}(\mathrm{J}=2, \ldots \mathrm{~K}+2)$ are $\mathrm{O}\left(\mathrm{T}^{-(\mathrm{J}-2) / 2}\right)$. Equation (1) can be re-written so that $\lambda$ is a function of $x$ :

$$
\lambda=g(x)
$$

and we then require some conditions of the derivatives of $g^{\prime}=\left(g^{1}, \ldots, g^{h}\right):$

$$
\begin{aligned}
& g_{j}^{r}=\left.\frac{\partial g^{r}}{\partial x_{j}}\right|_{0}=0(1), r=1, \ldots, h ; \\
& g_{j k}^{r}=\left.\frac{\partial^{2} g^{r}}{\partial x_{j} \partial x_{k}}\right|_{0}=0\left(T^{-\frac{3}{2}}\right), r=1, \ldots, h ; \\
& g_{j k \ell}^{r}=\left.\frac{\partial^{3} g^{r}}{3 x_{j} \partial x_{\hat{k}} \partial x_{\ell}}\right|_{0}=0\left(T^{-1}\right), r=1, \ldots, h ;
\end{aligned}
$$

and all higher order derivatives are $0\left(T^{-3 / 2}\right)$. Since

$$
g_{j}^{r}=\phi_{j}^{r}=\left.\frac{\partial \phi^{r}}{\partial p_{j}}\right|_{\mu} ; g_{j k}^{r}=T^{-\frac{1}{2} \phi_{j k}^{r}}: g_{j k \ell}^{r}=T^{-1} \phi_{j k \ell}^{r} \text { etc. }
$$

this is easily net providing all the derivatives of at $p=\mu$ converge to constants as $T \rightarrow$ (and the first derivative to a mon-zero constant). To prove the validity of the miltivariate Edgeworth expansion requires rather more complicated conditions on $\phi($.$) and p ;$ see Chambers (1967), Phillips (1977b), and Sargan and Satchell (1986) for theorems and more extensive discussion.

Then $\lambda_{r}$ can be expanded as a polynomial in $x$ with an error of $0\left(T^{-3 / 2}\right)$ :

$$
\begin{aligned}
\lambda_{r} & =\left(g_{j}^{r} x_{j}\right)+1\left(g_{j k}^{r} x_{j} x_{k}\right)+\frac{1}{6}\left(g_{j k \ell}^{r} x_{1} x_{k} x_{\ell}\right)+0\left(T^{-3 / 2}\right) \\
& =\left(G_{0}^{r}+G_{1}^{r}+1 G_{2}^{r}+\frac{1}{6} G_{3}^{r}+0\left(T^{-3 / 2}\right)\right) x=P^{r} x
\end{aligned}
$$

using a generalized operator notation as in McCullagh (1984). Since there is no constant term in the expansion (at $x=0, \lambda_{r}=0$ ) then we can drop the $G_{0}$ term.

We now need some notation for the cumulants of $X$. Following McCullagh (1984, p.462) we define generalized cumulants as follows:

$$
\begin{aligned}
& k^{1}=E\left(x_{j}\right) ; k^{i j}=E\left(x_{i} x_{j}\right): k^{i, j}=\operatorname{cov}\left(x_{1}, x_{j}\right) ; \\
& k^{i j k}=E\left(x_{1} x_{j} x_{k}\right) ; k^{i, j k}=\operatorname{cov}\left(x_{i}, x_{j} x_{k}\right) \\
&=\kappa^{i, j, k}+k^{j} k^{1, k}+k^{k} k^{1, j}, \text { etc. }
\end{aligned}
$$

As can be seen these generalized cumulants include both moments and cumulants as special cases. The important information about a generalized cumulant is given by its superscripts and the way in which these are divided up by commas. The commas induce a partition on the set of $x$ variables indicated by the superscripts. Even though two superscripts may be the same they should be treated as distinct for the purposes of expanding the generalized cumulant as a sum of products of ordinary cumulants. The terns in such an expansion meet two requirements. The first is that they are products of ordinary cumulants such that each superscript in the generalized cumulant appears exactly once in the product. The second is that no terns are included that can be factorized non-trivially so as to induce a gartition on the superscripts which is a weak coarsening of the partition induced by the cormas.

An example is given by $k^{i, j, k \ell}$, the third order joint cumulant of $x_{i}$ and $x_{j}$ and $x_{k} x_{2}$ :

$$
\begin{aligned}
\kappa^{1, j, k \ell} & =k^{1, j, k, 2}+k^{1, j, k_{k} \ell}+k^{i, j, 2} k^{k}+k^{i, k} j, 2 \\
& +k^{i, 2}, j, k \\
& =k^{i, j, k, 2}+k^{1, j, k_{k} \ell}[2]+k^{1, k_{k} j, \ell}[2]
\end{aligned}
$$

The square brackets notation is a convenient way to save space: the number in square brackets gives the number of terms of the form of the expression imediately preceding the square brackets. This has to be understood in context so in the above:

$$
k^{1, j, k_{k}^{2}[2]=k^{1, j, k_{k}}+k^{1, j, l_{k} k} . ~ . ~}
$$

McCullagh (1984, Section 3, pp. 463-4) gives a more detalled mathematical exposition of this rule for expanding generalized cumulants.

Lastly, we need a rule for finding the cumulant generating function of $\lambda$ given the polynomial expansion of $\lambda$ in $x$ and the cumulants of $x$ Denoting the entire structure of cumulants of $x$ by $\kappa$ we have:

$$
K_{\lambda}(\xi)=\exp \left(\varepsilon_{\mathbf{r}} \mathbf{P}^{r}\right)_{\mathbf{k}}
$$

where the exponent is formally expanded in terms of the operators $G_{0}, G_{1}$, $G_{2}, G_{3}$ etc. Thus

$$
\begin{align*}
K_{\lambda}(\xi) & =E_{r}\left(G_{1}+\frac{1}{2} G_{2}+\frac{1}{6} G_{3}+\ldots\right) \kappa \\
& +1 E_{r} E_{s}\left(\left\{G_{1} G_{1}\right\}+1\left(G_{1} G_{2}+G_{2} G_{1}\right\}+\left\{\left(G_{2} G_{2}\right]+\ldots\right) \kappa\right. \\
& +\frac{1}{6} \xi_{r} \xi_{s} \xi_{t}\left(\left\{G_{1} G_{1} G_{1}\right\}+1 G_{1} G_{1} G_{2}[3]+\left\{G_{1} G_{2} G_{2}[3]+\ldots\right) \kappa\right. \\
& +\frac{1}{2} \xi_{r} E_{s} E_{t} E_{u}\left(G_{1} G_{1} G_{1} G_{1}+\left\{G_{1} G_{1} G_{1} G_{2}[4]+\ldots\right) \kappa+\ldots\right. \tag{2}
\end{align*}
$$

McCullagh (1984, Equations (9), (10), p.465). The action of an aperator on k is to be seen 50 (McCullagh (1984), Equations (7), (8), pp. 464-5)):

$$
i_{k}=0 ; G_{0} k=g^{r} ; G_{1} k=g_{i}^{r} k^{1} ; G_{2} k=g_{1 j}^{r} k^{i j} ; G_{3} k=g_{i j k^{k^{\prime}}}^{r} .
$$

The action of compound operators introduces commas so:

$$
G_{1} G_{1} k=g_{1}^{r} g_{i}^{s} \kappa^{i, j} ; G_{2} G_{1} k=g_{i j}^{r} g_{k}^{s}{ }^{1 j, k} ; G_{1} G_{2} k=g_{i}^{r} g_{j k}^{s} k^{i, j k}
$$

With this we can expand Equactor (2) as:

$$
\begin{align*}
& k_{\lambda}(\xi)=\varepsilon_{r}\left(g_{j}^{r} k^{j}+\frac{1}{2} g_{j k^{r}}^{r}{ }^{j k}+\ldots\right) \\
& +\frac{1}{2} \varepsilon_{r} \varepsilon_{s}\left(g_{j}^{r} g_{k}^{s} k^{j}{ }^{j} k+g_{j}^{r} g_{k 2^{5}} k^{j, k i}+1 g_{j k}^{r} g_{2 m}^{s} k^{j k, 2 m}+\ldots\right) \\
& +\frac{1}{6} \epsilon_{r} \epsilon_{s} \varepsilon_{t}\left(g_{j}^{r} g_{k}^{s} g_{l^{k}}^{t} j, k, \ell+\left(\frac{3}{2}\right) g_{j}^{r} g_{k}^{s} g_{k m^{k}}^{t}{ }^{j, k, \ell m}+\ldots\right) \\
& +\frac{7}{24} \varepsilon_{r} \xi_{s} \varepsilon^{\varepsilon} t_{u}\left(g_{j}^{r} g_{k}^{5} g_{k} g_{m}^{u} k^{j}, k, k, m+\ldots\right)+\ldots \tag{3}
\end{align*}
$$

McCullagh (1984, Equation (11), p.465). With the order of magnitude properties of the derivatives of $g$ and the cumulants of $x$ there are only 11 terms in Equation(3) ". Wich are :ot $J\left(T^{-3 / 2}\right)$ :

$$
\begin{aligned}
& a_{r}^{1}=\left\{33_{j K^{2}}^{r}{ }^{j k}\right. \text {; }
\end{aligned}
$$

$$
\begin{aligned}
& a_{r s}^{3}=i g_{j}^{r} 9_{k \varepsilon^{5}}{ }^{j}, k \ell=i 9_{j}^{r} 9_{k l^{s}}{ }^{j, k, z} \text {; } \\
& \mathrm{a}_{\mathrm{rs}}^{4}=i g_{j k}^{r} \mathbf{g}_{\varepsilon \mathrm{m}}^{\mathrm{s}}{ }^{\mathrm{k}}{ }^{\mathrm{jk}, \ell m} \text {; } \\
& \mathrm{a}_{\mathrm{rs}}^{5}=\frac{1}{6} \mathrm{~g}_{j} \mathrm{r}^{\mathrm{g}} \mathrm{k}_{\mathrm{k} \mathrm{~m}^{\mathrm{k}}}{ }^{\mathrm{j}, \mathrm{kLm}} \text {; }
\end{aligned}
$$

$$
\begin{aligned}
& a_{r s t}^{7}=1 g_{j} g_{k}^{s_{k}^{s}} g_{k m}^{t}{ }^{j}{ }^{j, k, 2 m} ; \\
& a_{r s t u}^{a}=\frac{1}{24} g_{j} g_{k}^{s} g_{t}^{t} g_{m}^{u} j, k, \ell, m ;
\end{aligned}
$$

$$
\begin{align*}
& a_{r s t u}^{10}=\frac{1}{36} g_{j}^{r} g_{k}^{s} g_{l}^{t} g_{m p q^{k}}^{u}{ }^{j, k, l, m p q} ; \\
& a_{r s t u}^{11}=\frac{1}{16} g_{j}^{r} g_{k}^{s} g_{l m}^{t} g_{p q^{k}}^{u}{ }^{k}, k, \ell m, p q . \tag{4}
\end{align*}
$$

These eleven terms correspond to Sargan's eleven Edgeworth coefficients,
Sargan (1976), as can be seen by expanaing the generalized cumulants used:

$$
\begin{aligned}
& \kappa^{j k}=k^{j, k} ; k^{j, k l}=k^{j, k, l} ; \\
& \kappa^{j k, l m}=k^{j, k, l, m}+k^{j, \ell{ }_{k} k, m}[2] \text {; } \\
& k^{j, k \ell m}=k^{j, k, l, m}+k^{j, k_{k} \ell, m}[3] ; \\
& k^{j, k, l m}=k^{j, k, l, m}+k^{j, \ell} k^{k, m} \text { [2]; } \\
& k^{j, k, l, m p}=k^{j, k, l, m, p}+k^{j, k, m_{k} \ell, p}[6] \text {; } \\
& k^{j, k, l, m p q}=k^{j, k, l, m, p, q}+k^{j, k, l, m} k^{p, q}[3]+k^{j, k, m_{k} \ell, p, q} \quad[9] \\
& +k^{j, m_{k} k, p_{k} \ell, q}[6] ; \\
& \begin{aligned}
k^{j, k, \ell m, p q}= & \kappa^{j, k, \ell, m, p, q}+k^{j, k, \ell, p_{k} m, q}[4]+\kappa^{j, k, \ell} k^{m, p, q}[4] \\
& +k^{j, \ell k^{k}, p_{k} m, q}[8] ;
\end{aligned}
\end{aligned}
$$

using the result that $k^{j}=0$. Substituting these into (4) and taking account of orders of magnitude:

$$
\begin{aligned}
& a_{r}^{1}=\frac{1}{2} g_{j k^{k}}^{r}{ }^{j, k}=0\left(T^{-\frac{1}{2}}\right) ; \\
& a_{r s}^{2}=\frac{1}{2} g_{j}^{r} g_{k^{k}}^{s} j, k=0(1) ; \\
& a_{r s}^{3}=\frac{1}{2} g_{j}^{r} g_{k \ell^{k}}^{s}{ }^{j, k, \ell}=O\left(T^{-1}\right) ; \\
& a_{r s}^{4}=1 g_{j k}^{r} g_{l m^{s}}^{s}{ }^{j, l}{ }_{k} k, m \quad[2]+0\left(T^{-2}\right)=0\left(T^{-1}\right) ; \\
& a_{r s}^{5}=\frac{1}{6} g_{j} r_{k \ell m^{k}}^{s}{ }^{j, k_{k} \ell, m}[3]+O\left(T^{-2}\right)=0\left(T^{-1}\right) \text {; } \\
& a_{r s t}^{6}=\frac{1}{6} g_{j} r_{k} s_{k} g_{l}^{t_{k}}{ }^{j, k, \ell}=0\left(T^{-\frac{1}{2}}\right) ; \\
& a_{r s t}^{7}=\frac{1}{4}{ }_{j}^{r} g_{k}^{s} g_{\ell m^{k}}^{t}{ }^{j, \ell_{k} k, m}[2]+0\left(T^{-3 / 2}\right)=0\left(T^{-\frac{1}{2}}\right) ;
\end{aligned}
$$

$$
\begin{align*}
& a_{\text {rstu }}^{8}=\frac{1}{24} r_{j}{ }_{j} g_{k}^{s} g_{l}^{t} g_{m}^{u_{k}}{ }^{j}, k, l, m=0\left(T^{-1}\right) \\
& a_{\text {rstu }}^{9}=\frac{1}{12} g_{j} g_{k}^{s}{ }_{k}^{s} g_{\ell} g_{m p}^{u}{ }^{\mathrm{k}}{ }^{j, k, m_{k} \ell, p}[6]+0\left(T^{-2}\right)=O\left(T^{-1}\right) \text {; } \\
& a_{\text {rstu }}^{10}=\frac{1}{36} g_{j}^{r} g_{k}^{s} g_{\ell}{ }^{t} g_{\text {mpq }}^{u}{ }^{k^{j}}{ }^{j} m_{k}{ }_{k}, p_{k} \ell, q[6]+0\left(T^{-2}\right)=0\left(T^{-1}\right) \text {; } \tag{5}
\end{align*}
$$

When $r=s=t=u$ (e.g. the one degree of freedom case) then:

$$
\begin{aligned}
& a^{1}=\left(\frac{1}{2}\right) a_{4}=0\left(T^{-\frac{1}{2}}\right) ; a^{2}=(1) o^{2}=0(1) ; a^{3}=\left(\frac{1}{2}\right) a_{5}=O\left(T^{-1}\right) ; \\
& a^{4}=\left(\frac{1}{2}\right) a_{9}+0\left(T^{-2}\right)=0\left(T^{-1}\right) ; a^{5}=\left(\frac{1}{2}\right) a_{7}+0\left(T^{-2}\right)=0\left(T^{-1}\right) ; \\
& a^{6}=\left(\frac{1}{6}\right) a_{1}=0\left(T^{-\frac{1}{2}}\right) ; a^{7}=\left(\frac{1}{2}\right) a_{3}+0\left(T^{-3 / 2}\right)=0\left(T^{-\frac{1}{2}}\right) ; \\
& a^{8}=\left(\frac{1}{24}\right) a_{2}=0\left(T^{-1}\right) ; a^{9}=\left(\frac{1}{2}\right) a_{10}+0\left(T^{-2}\right)=0\left(T^{-1}\right) ; \\
& a^{10=\left(\frac{1}{6}\right) a_{6}+O\left(T^{-2}\right)=0\left(T^{-1}\right) ; a^{11}=\left(\frac{1}{2}\right) a_{8}+0\left(T^{-2}\right)=0\left(T^{-1}\right) ;} \text { : }
\end{aligned}
$$

where the $\left\{\alpha\right.$ ) and $\sigma^{2}$ are Sargan's Edgeworth coefficients (see Sargan (1976), 0.425 ).

We now assume that the covariance matrix assumption discussed in Appendix $3 . A .2$ holds so that $a_{r s}^{2}=1 \delta_{r s}+0\left(T^{-1}\right)$. Substituting the terms from ( 5 ) into (3) gives:

$$
\begin{aligned}
K_{A}(\xi) & =-\frac{1}{2}\left(\xi_{r} \xi_{r}\right)+1\left(b_{r} \xi_{r}\right)+1^{2}\left(b_{r s} E_{r} \xi_{s}\right)+1^{3}\left(b_{r s t} \xi_{r} \xi_{s} \xi_{t}\right) \\
& +i^{4}\left(b_{r s t u} E_{r} \xi_{s} E_{t} \xi_{u}\right)+0\left(T^{-3 / 2}\right)
\end{aligned}
$$

where $b_{r}=a_{r}^{l}=O\left(T^{-\frac{1}{2}}\right)$;
$b_{r s}=\left(a_{r s}^{2}-1 \delta_{r s}\right)+a_{r s}^{3}+a_{r s}^{4}+a_{r s}^{5}=0\left(T^{-1}\right) ;$
$b_{r s t}=a_{r s t}^{6}+a_{r s t}^{7}=0\left(T^{-\frac{1}{2}}\right) ;$
$b_{r s t u}=a_{r s t u}^{8}+a_{r s t u}^{9}+a_{r s t u}^{10}+a_{r s t u}^{11}=0\left(T^{-1}\right) ;$ and


From the cumulant generating function expansion we can easily obtain the characteristic function expansion by $\theta_{\lambda}(\xi)=\exp \left\{K_{\lambda}(\xi)\right\}$ so substituting in the expansion (6) for $K_{\lambda}(\varepsilon)$ gives:

$$
\begin{aligned}
& \theta_{\lambda}(\xi)=\exp \left\{-\frac{1}{2}\left(\xi_{r} \xi_{r}\right)+1\left(b_{r} \xi_{r}\right)+1^{2}\left(b_{r s} \xi^{\xi} \xi_{s}\right)+1^{3}\left(b_{r s t} \xi^{\xi} \xi_{s} \xi_{t}\right)\right. \\
& \left.+i^{4}\left(\mathrm{~b}_{r s t u^{\xi}} r_{s} \xi_{t} \xi_{u}\right)+0\left(T^{-3 / 2}\right)\right\} \\
& =\left[\exp \left(-\frac{1}{2} \xi_{r} \xi_{r}\right)\right]\left[1+i\left(b_{r} \xi_{r}\right)+i^{2}\left(b_{r s} \xi_{r} \xi_{s}\right)+i^{3}\left(b_{\left.r s t^{\xi} r^{\xi} \xi_{s} \xi_{t}\right)}\right)\right. \\
& +1^{4}\left(b_{r s t u} E_{r} E_{s} E_{t} E_{u}\right)+\frac{11^{2}}{}\left(b_{r} b_{s} E_{r} r_{s}\right)+1^{4}\left(b_{r} b_{s t u^{5} r^{E} s^{E}} t^{E_{u}}\right) \\
& \left.+i i^{6}\left(\mathrm{~b}_{\mathrm{rst}^{\mathrm{b}}}{ }_{u w w^{E}}{ }_{u} \cdots \varepsilon_{w}\right)\right]+0\left(T^{-3 / 2}\right) \text {. }
\end{aligned}
$$

It is convenient to gather the terms together so that:

$$
\begin{aligned}
\theta_{\lambda}(\xi) & =\left[\exp \left(-\frac{1}{2} \xi_{r} \xi_{r}\right)\right]\left[1+i\left(c_{r} \xi_{r}\right)+i^{2}\left(c_{r s} \xi_{r} \xi_{s}\right)+i^{3}\left(c_{r s t^{\xi} \xi_{s} \xi_{t}}\right)\right. \\
& \left.+i^{4}\left(c_{r s t u} \xi_{r} \xi_{s} \xi_{t} \xi_{u}\right)+i^{6}\left(c_{r s t u v w^{2}} \xi \cdots \xi_{w}\right)\right]+0\left(T^{-3 / 2}\right)
\end{aligned}
$$

where: $c_{r}=b_{r}=O\left(T^{-\frac{1}{2}}\right)$;

$$
\begin{align*}
& c_{r s}=b_{r s}+\frac{1}{2} b_{r s} b_{s}=0\left(T^{-1}\right): \\
& c_{r s t}=b_{r s t}=0\left(T^{-\frac{1}{2}}\right) ; \\
& c_{r s t u}=b_{r s t u}+b_{r} b_{s t u}=0\left(T^{-1}\right): \\
& c_{r s t u v w}=1 b_{r s t}{ }^{b} u v w=0\left(T^{-1}\right) \tag{7}
\end{align*}
$$

The expansion for the joint probability density function of the $\lambda$ can now be obtained by an inverse Fourier transform, term-by-term, on the expansion for the joint characteristic function of the $\lambda$. The inverse transform is:

$$
\begin{equation*}
\text { p.d.f. }(\lambda)=(2 \pi)^{-n} \int_{-\infty}^{+\infty} \ldots \int_{-\infty}^{+\infty} \exp \left\{-1 \xi_{r} \lambda_{r}\right\} \theta_{\lambda}(\xi) d \xi_{1} \ldots d \xi_{n} . \tag{8}
\end{equation*}
$$

In the transform the integrand can be expanded as:

$$
\begin{align*}
& \exp \left(-\left\{\xi_{r_{r}}{ }_{r}\right\}_{\lambda}(\xi)=\left[\exp \left\{-1 \xi_{r_{r}} r_{r}\right\}\right]\left[\exp \left(-\frac{1}{\xi_{r} \xi_{r}}\right\}\right]\left[1+1\left(c_{r} \xi_{r}\right)\right.\right. \\
& +1^{2}\left(c_{r s} \xi_{r s} \xi_{s}\right)+1^{3}\left(c_{r s t} \xi^{\xi} r_{s} \xi_{t}\right)+1^{4}\left(c_{r s t u^{E} r^{\xi} s_{t} t^{\xi}}\right) \\
& \left.+1^{6}\left(c_{r s t u w w} \xi_{r} \cdots \varepsilon_{w}\right)\right]+O\left(T^{-3 / 2}\right) \text {. } \tag{9}
\end{align*}
$$

If we now define:

$$
\begin{aligned}
& D_{r}\left[\exp \left\{-1 \xi_{r} \lambda_{r}\right\}\right]=\frac{\partial}{\partial \lambda_{r}}\left[\exp \left\{-1 \xi_{r} \lambda_{r}\right\}\right]=(-1) \varepsilon_{r}\left[\exp \left(-1 \xi_{r} \lambda_{r}\right\}\right] ; \\
& D_{r s}\left[\exp \left(-1 \xi_{r} \lambda_{r}\right\}\right]=(-1)^{2} \xi_{r} \xi_{s}\left[\exp \left\{-1 \xi_{r} \lambda_{r}\right\}\right] ; \text { etc. }
\end{aligned}
$$

then we have that on re-ordering the terms of (9):

$$
\begin{gather*}
\exp \left(-1 \xi_{r} \lambda_{r}\right) \theta_{\lambda}(\xi)=\left[1+(-1) c_{r} D_{r}+(-1)^{2} c_{r s} D_{r s}+(-1)^{3} c_{r s t} D_{r s t}\right. \\
\left.+(-1)^{4} c_{r s t u} D_{r s t u}+(-1)^{6} c_{r s t u w n} D_{r s t u r i d}\right] \cdot\left[\operatorname{sxp}\left\{-1 \xi_{r} \lambda_{r}\right\}\right] . \\
{\left[\exp \left\{-\frac{1}{2} \xi_{r} \xi_{r}\right]\right]+0\left(T^{-3 / 2}\right) .} \tag{10}
\end{gather*}
$$

We now assune that the integration of (10) with respect to a produces an expansion for pdf( $\lambda$ ) ( 8 ) which is still correct to $0\left(7^{-3 / 2}\right)$. This requires conditions on the characteristic function of the $p$ as given in Sargan and Satchell (1986). Then we can Interchange the operations of integration with respect to $\lambda$ and differentiation with respect to $\xi$ giving:

$$
\begin{align*}
& \text { p.d.f. ( } \lambda)=(2 \pi)^{-h}\left[1+(-1) c_{r} D_{r}+(-1)^{2} c_{r s} D_{r s}+(-1)^{3} c_{r s t}{ }^{D_{r s t}}\right. \\
& +(-1)^{4} \varepsilon_{r s t u}{ }^{D_{r s t u}}+(-1)^{6} c_{r s t u w w}{ }^{D_{r s t u v i r}}{ }^{1} \\
& \int_{-\infty}^{+\infty} \ldots \int_{-\infty}^{+\infty} \exp \left(-1 \varepsilon_{r} \lambda_{r}\right) \exp \left(-\frac{1 E_{r}}{E_{r}}\right) d \varepsilon_{1} \ldots d \xi_{h}+O\left(T^{-3 / 2}\right) \\
& \text { - }\left[1+(-1) c_{r} D_{r}+(-1)^{2} c_{r s} D_{r s}+(-1)^{3} c_{r s t} D_{r s t}\right. \\
& +(-1)^{4} c_{r s t u} D_{r s t u}+(-1)^{6} c_{r s t u w n} D_{r s t u w w}(2 \pi)^{-h / 2} \exp \left(-\frac{1}{\lambda_{r}}{ }^{\lambda} r_{r}\right) \\
& +0\left(\mathrm{~T}^{-3 / 2}\right) \text {. } \tag{11}
\end{align*}
$$

The derivatives of the normal density function with respect to the random variable are closely related to the Hernitepolynomials: see McCullagh (1984), Kendall and Stuart (1969), 01ver (1974). The notation used here differs slightly from that of McCullagh (1984). If we define the joint pdf of asymptotically independent standard normal variates as $1(\lambda)=(2 \pi)^{-h / 2} \exp \left\{-\frac{1}{2} \lambda_{r} \lambda_{r}\right\}$ then differentiating this with respect to $\lambda$ gives:

$$
\begin{aligned}
& D_{r} \phi(\lambda)=(-1) H_{r}(\lambda) 1(\lambda) ; \\
& D_{r s} \phi(\lambda)=(-1)^{2} H_{r s}(\lambda) i(\lambda) ; \text { etc. }
\end{aligned}
$$

Then if we substitute these expressions for the derivatives of the Jointly independent standard normal pdf into (11) we find that:

$$
\begin{align*}
p d f(\lambda) & =\left[1+c_{r} H_{r}(\lambda)+c_{r s} H_{r s}(\lambda)+c_{r s t} H_{r s t}(\lambda)\right. \\
& \left.+c_{r s t u} H_{r s t u}(\lambda)+c_{r s t u v w^{H}}{ }_{r s t u v w}(\lambda)\right] 1(\lambda)+0\left\langle T^{-3 / 2}\right) \tag{12}
\end{align*}
$$

where, following McCullagh (1984):
which are McCullagh's multivariate Hermite polynomials. Collecting the terms in (12) together using the formulae from (13) we find:

$$
\begin{aligned}
\operatorname{pdf}(\lambda) & =\left[( 2 \pi ) ^ { - h / 2 } \operatorname { e x p } \{ - ( \frac { 1 } { } \lambda _ { r } r ^ { \lambda } ) ] \left[1+d_{0}+d_{r} r_{r}+d_{r s^{\lambda} r^{\lambda} s}\right.\right. \\
& \left.+d_{r s t^{\lambda} r^{\lambda} s^{\lambda} t}+d_{r s t u^{\lambda} r^{\lambda} s^{\lambda} t^{\lambda} u}+d_{r s t u w w^{\lambda} r^{\lambda} s^{\lambda} t^{\lambda} v^{\lambda} w}\right] \\
& +0\left(T^{-3 / 2}\right)
\end{aligned}
$$

where: $d_{0}=-c_{r s}{ }^{6} r s^{+} c_{r s t u}{ }^{6} r s^{6} t u[3]-c_{r s t u w w}{ }^{6} \mathrm{rs}^{6} t u^{6} w[15]=0\left(T^{-1}\right)$;

$$
d_{r}=c_{r}-c_{r s t} \delta_{s t}[3]=0\left(T^{-\frac{1}{2}}\right) ;
$$

$$
d_{r s}=c_{r s}-c_{r s t u}{ }^{8} t u[6]+c_{r s t u v w^{6} t 0^{8} w_{w}}[45]=0\left(T^{-1}\right):
$$

$$
a_{r s t}=c_{r s t}=O\left(T^{-\frac{1}{2}}\right)
$$

$$
d_{r s t u}=c_{r s t u}-c_{\text {rstuww }} \delta_{v w}[15]=O\left(T^{-1}\right) ;
$$

$$
\begin{equation*}
d_{\text {rstuw }}=c_{\text {rstuw }}=0\left(T^{-1}\right) \tag{14}
\end{equation*}
$$

This completes the second step which was to obtain an expansion to $0\left(T^{-3 / 2}\right)$ for the joint probability density function of $\lambda$.

$$
\begin{align*}
& H_{r}(z)=z_{r} ; H_{r s}(z)=z_{r} z_{s}-\delta_{r s} ; H_{r s t}(z)=z_{r} z_{s} z^{-} z_{r}{ }^{\delta} s t \text { [3]; } \\
& H_{r s t u}(2)=z^{2}{ }^{2} s^{2} t^{2} u^{-2} r^{2} s^{\delta}{ }_{t u}[6]+\delta_{r s}{ }^{6} t u \text { [3]: } \\
& H_{\text {rstuw }}(z)=z_{r} \ldots z_{w}-z_{r} z_{s} z^{2} z_{u}{ }^{\delta}{ }_{w} \text { [15] } \\
& +z_{r} z_{s} \delta^{\delta} u^{8}{ }_{w}[45]-\delta_{r s}{ }^{\delta} t u^{\delta}{ }_{w}[15] \text {; } \tag{13}
\end{align*}
$$

### 3.2.2 The Joint Characteristic Function of the Squares

The third step in this method of expanding the density function of $s^{2}=\Sigma \lambda_{r}^{2}$ is to obtain the joint characteristic function of the squares $\left\{\lambda_{r}^{2}\right\}$ to $O\left(T^{-3 / 2}\right)$. Putting $\lambda^{2}=\left(\lambda_{1}^{2}, \ldots, \lambda_{h}^{2}\right)$ then :

$$
\begin{align*}
\text { c.f. }\left(\lambda^{2}\right) & =r_{\lambda}(t)=E_{\lambda}\left[\exp \left(1 t_{r} \lambda_{r}^{2}\right)\right] \\
& =\int_{-}^{+\infty} \int_{-}^{+\infty} \exp \left(1 t_{j} \lambda_{j}^{2}\right] \text { p.d.f. }(\lambda) d \lambda_{1} \ldots d \lambda_{h} . \tag{15}
\end{align*}
$$

The integrand in (15) can be expanded as:

$$
\begin{aligned}
& \left.\left.\exp \left\{1 \quad t_{j} \lambda\right\}\right\} p d f(\lambda)=\left[\exp \left\{1 t_{j} \lambda\right\}\right\}\right]\left[(2 \pi)^{-h / 2} \exp \left\{-\left\{\lambda_{r} \lambda^{\prime}\right\}\right]\right. \\
& \cdot\left[1+d_{0}+d_{r}{ }_{r}+d_{r s} r^{\lambda} \lambda_{s}+d_{r s} t^{\lambda} \lambda_{s} \lambda_{t}+d_{r s t u^{\lambda} r} \cdots \lambda_{u}\right. \\
& \left.+d_{r s t u m n^{\lambda}} \cdots \lambda_{w}\right]+0\left(T^{-3 / 2}\right) \text {. }
\end{aligned}
$$

The joint characteristic function of the $\left\{\lambda^{2}\right\}, \Gamma_{\lambda}(t)$, can now be expanded as a sum of integrals with error $0\left(T^{-3 / 2}\right)$. The first integral is:

$$
\begin{aligned}
& {\left[1+d_{0}\right]_{j}^{+\infty} \ldots \sum_{-\infty}^{+\infty} \exp \left(i t_{j} \lambda_{j}^{2}\right)(2 \pi)^{-h / 2} \exp \left(-\frac{1}{2} \lambda_{j} \lambda_{j}\right) d \lambda_{1} \ldots d \lambda_{h}} \\
& =\left(1+d_{0}\right)_{j \|_{1}}\left(1-2 i t_{j}\right)^{-\frac{1}{2}} .
\end{aligned}
$$

The remaining integrals take the general fom:
where $n_{r}, \ldots, n_{w} \geqslant 0$ and $n_{r}+\ldots+n_{w}=1,2,3,4,6$. These integrals can be expanded out by using the joint characteristic function of $n$ independent central chi-square varlates, each with one degree of freedom:
$\int \ldots s\left[\exp \left(1 t_{j} z_{j} f\right]\left[(2 \pi)^{-n / 2} \exp \left\{-\frac{1}{2} z_{j} z_{j}\right\}\right] d z, \ldots d z_{n}\right.$

$$
\begin{equation*}
=\int_{j \frac{n}{n}}^{n}\left[\left(1-2 i t_{j}\right)^{-\frac{1}{2}}\right] . \tag{17}
\end{equation*}
$$

Substituting this formula into the integrals (16) we obtain expressions of the form:
where: $1\left(\lambda_{a}\right)=(2 \pi)^{-1} \exp \left(-\frac{1}{2} \lambda_{a}^{2}\right)$.

To expand out the terms involving $\left\{\lambda_{a}\right\}$ we use the derivative of the $\int \exp \left(1 t z^{2}\right) f(z) d z$ with respect to $t$ i.e. the derivative of the characteristic function of a one degree of freedom central chi-square variate with respect to the characteristic function parameter:

$$
\frac{\partial}{\partial t}\left\{\int\left[\exp \left(1 t z^{2}\right]\right] 1(z) d z\right\}
$$

$=f \frac{\partial}{\partial t}\left\{\left[\exp \left\{1 t z^{2}\right\}\right]\right\}(z) d z$
$=f(1 z)\left[\exp \left[1 t z^{2}\right\}\right](z) d z$.
Repeating the differentiation $p$ times gives

$$
\begin{aligned}
& \frac{\partial^{p}}{\partial t^{p}}\left[f\left[\exp \left\{1 t z^{2}\right)\right] i(z) d z\right\} \\
& =f\left(i z^{4}\right)^{p}\left[\exp \left(\left\{t z^{2}\right\}\right] 1(z) d z .\right.
\end{aligned}
$$

However from (17) we have chat:

$$
f\left[\exp \left(1 t z^{2}\right\}\right] \phi(z) d z=(1-21 t)^{-\frac{1}{2}}
$$

So substituting this into (18) gives

$$
\begin{aligned}
& \frac{\partial}{\partial t}\left\{f\left[\exp \left\{1 t z^{2}\right\}\right] \phi(z) d z\right\}=\frac{\partial}{\partial t}\left((1-2 i t)^{-1}\right\} \\
& =(-2 i)(-1)(1-2 i t)^{-3 / 2} \\
& =1(1-21 t)^{-3 / 2} \\
& =f\left(1 z^{2}\right)\left[\exp \left(1 t z^{2}\right\}\right] \phi(z) d z=1(1-21 t)^{-3 / 2} \\
& \text { so } f\left[\exp \left(i t z^{2}\right\}\right] \phi(z) z^{2} d z=(1-2 i t)^{-3 / 2} .
\end{aligned}
$$

In general the even power terms in the expansion are treated by considering expressions of the form:

$$
\begin{align*}
& \left.f\left(1 \lambda^{2}\right)^{p} \exp ^{2}\left[1 t_{a} \lambda_{a}^{2}\right] \phi\left(\lambda_{a}\right) d \lambda_{a}-\frac{2}{\partial t_{a}^{p}}\left(1-2 i t_{a}\right)^{-\frac{1}{2}}\right\} \\
& =\frac{i^{p}(2 p)!}{2^{p}(p)!}\left\{\left(1-21 t_{a}\right)^{-(1+2 p) / 2}\right\}_{;} \quad p=0,1,2 \ldots \quad . \tag{19}
\end{align*}
$$

The general form for the derivatives can be veri*ied using proof by induction. From (19) we obtain:

$$
\begin{equation*}
f \exp \left[1 t_{A} \lambda_{d}^{2}\right] \lambda_{a}^{2 p}\left(\lambda_{a}\right) d \lambda_{a} \cdot \frac{(2 p)!}{2^{p} p!}\left(1-2 i t_{a}\right)^{-(1+2 p) / 2} \tag{20}
\end{equation*}
$$

This covers the even power tenms in the expansion but leaves the odd power terms such as:

$$
\int \exp \left[1 t_{a} \lambda_{a}^{2}\right] \lambda_{a} \phi\left(\lambda_{a}\right) d \lambda_{a} \quad \& \int \exp \left[1 t_{a} \lambda_{d}^{2}\right] \lambda_{a}^{3} \phi\left(\lambda_{a}\right) d \lambda_{a}
$$

These terms cannot be obtained by differentiating the integral expression for the characteristic function of a squared $\mathbf{N}(0,1)$. However, this is not a problem since on inspection such integrals with odd powers are zero because their integrands are odd functions, and the thea, ral of an odd function over the entire real line is zero provided the integral exists. In this case the integrals clearly exist because $\left|\exp \left\{i t z^{2}\right\}\right|=1$ and so the integrals are in absolute value less than or equal to the moments of a standard nomal variable.

We can now evaluate the general term in the expansion of the joint characteristic function of the squares of the asymptotically independent standard normals:

$$
J=\int_{-\infty}^{+\infty} \ldots \int_{-\infty}^{+\infty} \exp \left[i t_{j} \lambda_{j}^{2}\right] i(\lambda) \lambda_{r}^{n_{r}} \ldots \lambda_{w}^{n_{w}} d \lambda
$$

where $n_{r}, \ldots, n_{w} \geqslant 0$ and $n_{r}+\ldots+n_{w}=n=0,1,2,3,4,6$. We note first that $J=0$ unless $n_{r}, \ldots, n_{w}$ are all even, i.e. $n_{r}=2 k_{r}$ etc. which implies $n=0,2,4,6=2 k$. Thus without loss of generality we can drop $\left(n_{u}, n_{v}, n_{w}\right)$ and work solely with $\left(n_{r}, n_{s}, n_{t}\right)=\left(2 k_{r}, 2 k_{s}, 2 k_{r}\right)$ where $k_{r}, k_{s}, k_{t} \geqslant 0$ and $k_{r}+k_{s}+k_{t}=k=0,1,2,3$. Thus we have for all nonzero J :

$$
\begin{equation*}
=J\left(k_{r}, k_{s}, k_{t}\right) \tag{21}
\end{equation*}
$$

We can rewrite this more generally as:

$$
\begin{aligned}
& \text { - }\left[\begin{array}{c}
\pi \\
b, r, s, t \\
\left(1-21 t_{b}\right)^{-\frac{2}{2}}
\end{array}\right] \cdot\left[\begin{array}{c}
\left.\pi, r, s, t^{\left(\left(1-2 i t_{a}\right)^{-\left(1+2 k_{a}\right) / 2}\right.} \frac{\left(2 k_{a}\right)!}{2^{(a}\left(k_{a}\right)!}\right]
\end{array}\right]
\end{aligned}
$$

$$
\left.\underset{j=1}{n} \frac{\left(2 k_{j}\right)!}{2^{n}\left(k_{j}\right)!}\left(1-2 i t_{j}\right)^{-\left(1+2 k_{j}\right) / 2}\right\}
$$

where now $k_{j} \geqslant 0$ is defined for all $j=1, \ldots, h$ and $\sum_{j=1}^{h} k_{j}=k=0,1,2,3$. Before substituting the $J\left(k_{r}, k_{s}, k_{t}\right)$ into the integrals of the form (16) and so obtaining an expansion for the joint characteristic function of the $\left\{\lambda^{2}\right\}$, it is desirable to introduce some new notation.

$$
\begin{aligned}
g_{0} & =d_{0}=0\left(T^{-1}\right) ; g_{r}=d_{r r}=0\left(T^{-1}\right) ; \\
g_{r s} & =d_{r r s s}+d_{r s r s}+d_{r s s r}+d_{s r r s}+d_{s r s r}+d_{s s r r} \\
& =d_{r r s s}[6]=0\left(T^{-1}\right) ;(r s) \\
g_{r r} & =d_{r r r r}=0\left(T^{-1}\right): \\
g_{r s t} & =d_{r r s s t t}+d_{r r s t s t}+\ldots=d_{r r s s t t}[90]=0\left(T^{-1}\right) ;(r<s<t) \\
g_{r s s} & =d_{r r s s s s}+d_{r s r s s s}+\ldots=d_{r r s s s s}[15]=0\left(T^{-1}\right) ;(r<s) \\
g_{r r s} & =d_{r r r r s s}+d_{r r r s r s}+\ldots=d_{r r r r s s}[15]=0\left(T^{-1}\right) ;(r<s) \\
g_{r r r} & =d_{r r r r r}=0\left(T^{-1}\right) .
\end{aligned}
$$

As before the square brackets indicate summation across different permutations of the subscripts. Substituting these into (15) and using (21) we obtain:

$$
\begin{align*}
\Gamma_{\lambda}(t) & =\left(1+g_{0}\right) J\left(k_{r}=0, k_{s}=0, k_{t}=0\right) \\
& +\sum_{r} g_{r} J\left(k_{r}=1, k_{s}=0, k_{t}=0\right) \\
& +{ }_{r<s}^{\sum} g_{r s} J\left(k_{r}=1, k_{2}=1, k_{t}=0\right) \\
& +\sum_{r r} J\left(k_{r}=2, k_{s}=0, k_{t}=0\right) \\
& +r_{s<t} g_{r s t} J\left(k_{r}=1, k_{s}=1, k_{t}=1\right) \\
& +r^{5} g_{r r s} J\left(k_{r}=2, k_{s}=1, k_{t}=0\right) \\
& +r_{<s}^{r} g_{r s s^{\prime}} J\left(k_{r}=1, k_{s}=2, k_{t}=0\right) \\
& +\varepsilon_{r r r} J\left(k_{r}=3, k_{s}=0, k_{t}=0\right)+0\left(T^{-3 / 2}\right) \tag{22}
\end{align*}
$$

This concludes the third step which was to obtain an expansion to $0\left(T^{-3 / 2}\right)$ for the joint characteristic function of the $\left\{A^{2}\right\}$. The fourth step is to obtain the expansion for characteristic function of the sum of the squares. An inverse Fourier transform can then be applied to the latter expansion to obtain an expansion for the probability density function of the sum of the squares, $s^{2}-{ }_{j} \sum_{i=1}^{h} \lambda_{j}^{2}$,

### 3.2.3 The Characteristic Function of the Sum of Squares

The characteristic function of the sum of the squares, $o(t)$, can be obtained from the characteristic function of the squares, $r_{\lambda}(t)$, by setting $t_{j}=t$ for $j=1, \ldots, h$ :

$$
\left.\sigma(t)=E\left[\exp \left(i t \lambda_{r} \lambda_{r}\right)\right]=r_{\lambda}(t]\right)
$$

where $1^{\prime \prime}=(1, \ldots, 1)$ an $h$-vector of 1's. The expansion obtained for $r_{\lambda}(t)$, is in terms of expressions of the general form:

$$
\begin{align*}
& \mathrm{J}=\int_{-\infty}^{+\infty} \cdots \stackrel{i}{-\infty}_{+\infty}^{\exp \left[1 t_{j} \lambda_{j}^{2}\right](\lambda) \lambda_{r}}{ }^{2 k_{r_{\lambda_{s}}}}{ }^{2 k_{s}}{ }_{\lambda_{t}}{ }^{2 k_{t}}{ }_{d \lambda} \\
& =\left[\prod_{b \dot{r}, s, t}\left(1-2 i t_{b}\right)^{-\frac{1}{2}}\right] \left\lvert\,{ }_{a=r, s, t}^{\pi}\left\{\left(1-2 i t_{a}\right)^{-\left(1+2 k_{a}\right) / 2} \frac{\left(2 k_{a}\right)!}{2^{k_{a}}\left(k_{a}\right)!}\right]\right. \text {. } \tag{23}
\end{align*}
$$

Setting $t_{j}=t$ for all $j=1, \ldots, h$ in (23) gives

$$
\begin{aligned}
& J^{*}=\int_{-\infty}^{+\infty} \ldots \int_{-\infty}^{+\infty} \exp \left[i t \lambda_{j} \lambda_{j} l i(\lambda) \lambda_{r}{ }_{r}^{2 k} r_{\lambda_{s}}{ }^{2 k} s_{\lambda_{t}}{ }^{2 k_{t}}{ }_{d \lambda}\right.
\end{aligned}
$$

There are now seven distinct posstble expressions of the form:

These are:

$$
\begin{align*}
& J \pm\left(k_{r}=0, k_{s}=0, k_{t}=0\right)=(1-2 i t)^{-h / 2 ;} \\
& J *\left(k_{r}=1, k_{s}=0, k_{t}=0\right)=(1-21 t)^{-(h+2) / 2} \cdot\left\{\frac{(2)!}{2^{1}(1)!}\right\}-(1-2 i t)^{-(h+2) / 2} ; \\
& J *\left(k_{r}=2, k_{s}=0, k_{t}=0\right)=(1-21 t)^{-(h+4) / 2}\left(\frac{(4)!}{2^{2}(2)!}\right)=3(1-21 t)^{-(h+4) / 2} \text {; } \\
& J *\left(k_{r}=3, k_{s}=0, k_{t}=0\right)=(1-21 t)^{-(h+6) / 2} \frac{\left(\frac{(6)!}{2^{3}(3)!}\right)=15(1-2 i t)^{-(h+6) / 2} ; ~}{2} \\
& J *\left(k_{r}=1, k_{s}=1, k_{t}-0\right)=(1-21 t)^{-(n+4) / 2}\left\{\frac{(2)!}{2(1)!}\right)\left\{\frac{(2)!}{2^{1}(1)!}\right\} \\
& =(1-21 t)^{-(h+4) / 2} ; \\
& J^{*}\left(k_{r}=2, k_{s}=1, k_{t}=0\right)=(1-21 t)^{-(h+6) / 2}\left(\frac{(4)!}{2^{2}(2)!}, k \frac{(2)!}{2^{!}(1)!}\right\} \\
& =3(1-21 t)^{-(h+6) / 2} \text {; } \\
& \left.J *\left(k_{r}=1, k_{s}=1, k_{t}=1\right)=(1-21 t)^{-(h+6) / 2}, \frac{(2)!}{2^{2}(1)!}\right)\left(\frac{(2)!}{2}(1)!\left(\frac{(2)!}{2}\right)\right. \\
& =(1-2 i t)^{-(h+5) / 2} \text {. } \tag{25}
\end{align*}
$$

Sp taking (22), setting $t_{j}=t$ for all $\mathrm{j}=1, \ldots, h$ and substituting in the above $\mathrm{J}^{*}$ expressions (25) gives an expansion ta $0\left(T^{-3 / 2}\right.$ ) for of $(t)$

$$
\begin{aligned}
& \left.\sigma(t)=r_{\lambda}(t]\right)=\left(1+g_{0}\right)(1-21 t)^{-h / 2}+\left(F_{r}\right)(1-2 i t)^{-(h+2) / 2} \\
& +\left[\left({ }_{r} \xi_{s} g_{r s}\right)+3\left(\left\{g_{r r}\right)\right](1-2 i t)^{-(h+4) / 2}+\left[\left({ }_{r} \sum_{s<t} g_{r s t}\right)\right.\right. \\
& +3\left(r \sum_{s} g_{r s s}\right)+3\left(r \sum_{s} g_{r r s}\right)+15\left(\left\{9_{r r r}\right)\right](1-21 t)^{-) h+6) / 2} \\
& +0\left(t^{-3 / 2}\right) \text {. }
\end{aligned}
$$

This can be written more simply as:

$$
\begin{aligned}
o(t) & =\left(1+a_{0}\right)(1-2 i t)^{-h / 2}+a_{1}(1-2 i t)^{-(h+2) / 2}+a_{2}(1-2 i t)^{-(h+4) / 2} \\
& +a_{3}(1-2 i t)^{-(h+6) / 2}+o\left(T^{-3 / 2}\right)
\end{aligned}
$$

$$
\text { where: } \quad \begin{align*}
a_{0} & =g_{0}=0\left(T^{-1}\right) ; \\
a_{1} & =\xi g_{r}=0\left(T^{-1}\right) ; \\
a_{2} & =\left({ }_{r} \sum_{s} g_{r s}\right)+3\left({ }_{r} g_{r r}\right)=0\left(T^{-1}\right) ; \\
a_{3} & =\left(r \stackrel{\Sigma}{r<s} t^{g} r s t\right)+3\left(r_{r} \sum_{s} g_{r s s}\right)+3\left({ }_{r<s}^{\Sigma} g_{r r s}\right) \\
& +15\left({ }_{r} g_{r r r}\right)=0\left(T^{-1}\right) . \tag{26}
\end{align*}
$$

### 3.2.4 The Density and Distribution Functions of the Sum of Squares

One of the advantages of obtaining the expansion for the characteristic function of the sum of squares in the form of (26) is that it is an expansion in terms of the characteristic functions of central chi-square variates with increasing degrees $\sim f$ freedom. Thus when we carry out an inverse Fourier Transform on (26) the linear combination of characteristic functions transforms to the same linear combination in the corresponding density functions Thus:

$$
\begin{align*}
\operatorname{pdf}\left(s^{2}\right) & =\left(1+a_{0}\right) x_{h}^{2}\left(s^{2}\right)+a_{1} x_{h+2}^{2}\left(s^{2}\right)+a_{2} x_{h+4}^{2}\left(s^{2}\right) \\
& +a_{3} x_{h+6}^{2}\left(s^{2}\right)+0\left(T^{-3 / 2}\right), \tag{27}
\end{align*}
$$

where $x_{h}^{2}($.$) is the p.d.f. of a central chi-square variate with$ $h$ degrees of freedom:

$$
x_{h}^{2}(x)=\frac{x^{(h / 2)-1} e^{-x / 2}}{2^{(h / 2)} r(h / 2)}
$$

because taking an inverse Fourier Transform is a linear operation.
Likewise integrating is a linear operation so the expansion for the c.d.f. of $s^{2}$ is:

$$
\begin{aligned}
& \operatorname{Pr}\left[s^{2} \leqslant r^{2}\right]=\left(1+a_{0}\right) E_{h}^{2}\left(r^{2}\right)+a_{1} E_{h+2}^{2}\left(r^{2}\right)+a_{2} E_{h+4}^{2}\left(r^{2}\right) \\
&+a_{3} E_{h+6}^{2}\left(r^{2}\right)+O\left(T^{-3 / 2}\right)
\end{aligned}
$$

where $\varepsilon_{h}^{2}(\cdot)$ is the c.d.f. of a central chi-square variate with $h$ degrees of freedom:

$$
\begin{equation*}
\xi_{h}^{2}\left(r^{2}\right)=\int_{0}^{r^{2}} \frac{x^{(h / 2)-1} e^{-x / 2}}{2^{(h / 2)} \Gamma(h / 2)} d x . \tag{28}
\end{equation*}
$$

An alternative expression also correct to $0\left(T^{-3 / 2}\right)$ though not numerically identical is:

$$
\begin{aligned}
\left.\operatorname{Pr}^{\{ } s^{2} \leqslant r^{2}\right\}= & E_{h}^{2}\left[\left(1+a_{0}^{*}\right)\left(r^{2}\right)+a_{1}^{*}\left(r^{2}\right)^{2}\right. \\
& \left.+a_{2}^{*}\left(r^{2}\right)^{3}\right]+O\left(T^{-3 / 2}\right)
\end{aligned}
$$

see Sargan (1980b). Both of these expressions can be implemented easily by computer.

A feature worth noting is that these expressions do not include any $O\left(T^{-\frac{1}{2}}\right)$ terms. This contrasts with the expansions for the pdf and cdf of the $A$ which do include $O\left(T^{-\frac{1}{2}}\right)$ terms. In the scalar case, $s^{2}=\lambda^{2}$, the difference between testing using $\lambda$ and using $s^{2}$ is that with the former tests of both one- and two-sided hypotheses (e.g. $\quad$ : 0 or $\theta(0)$ are possible, whereas with the latter only tests of two-sided hypotheses (e.g. $\quad$, 0 ) are possible. More generally, using $s^{2}$ only permits spherically symmetric critical regions in $\lambda$ to te used. The information from the $O\left(T^{-\frac{1}{2}}\right)$ terms in the expansion of the p.d.f. of $\lambda$ Is lost because the $O\left(T^{-1}\right)$ terms are assoclated with odd powers of (A) and these integrate to zero over spherically symmetric critical regions in $\lambda$.

### 3.3 The Approximate Inner Product Case

### 3.3.1 The Expansion of the Statistic

Although the class of exact inner product, asymptotically chisquare test statistics is very extensive, it does not include all the asymptotically chi-square test statistics used in econometrics. In particular, it omits most test statistics constructed on the Likelihood Ratio iLf principle. Although the LR test statistic for a given hypothesis in a given model may be well approximated by a quadratic form in asymptotically independent standard normal variates, there is in general no reason why the LRstatistic should exactly equal a quadratic form.

The method developed in Section 3.2.2 for the exact sum of squares case can be modified to deal with approximate inner product statistics. The first step is to make a stochastic expansion of the statistic in a vector of $n$ asymptotically independent standard normal variates (where $n \geqslant h$ the number of restrictions being tested):

$$
\begin{aligned}
s^{2} & =\left(\begin{array}{c}
h \\
j=1 \\
\frac{2}{=} \lambda_{j}^{2}
\end{array}\right)+\left(b_{0}\right)+\left(b_{j} \lambda_{j}\right)+\left(b_{j k} \lambda_{j} \lambda_{k}\right)+\left(b_{j k \ell^{\lambda_{j}} k^{\lambda} l}\right) \\
& +\left(b_{\left.j k \ell m_{j} \lambda_{k} \lambda_{\ell} \lambda_{m}\right)+0_{p}\left(T^{-3 / 2}\right)}\right.
\end{aligned}
$$

where: $b_{0}=O\left(T^{-\frac{1}{2}}\right) ; b_{j}=O\left(T^{-\frac{1}{2}}\right) ; b_{j k}=O\left(T^{-\frac{1}{2}}\right)$;

$$
\begin{equation*}
b_{j k \ell}=0\left(T^{-\frac{1}{2}}\right) ; b_{j k \ell m}=0\left(T^{-1}\right) \tag{29}
\end{equation*}
$$

The expanston uses tensor sumation notation except for the leading term $\left(\underset{j=1}{h} \lambda_{j}^{2}\right)$ which it is easier to keep in explicit summation form. The error is $O_{p}\left(T^{-3 / 2}\right)$ i.e. it is of order of magnitude $T^{-3 / 2}$ in probability. This
peraits the statistic to be a function of other random variates than the $\lambda$, namely $w$, but where these $w$ variates do not affect the statistic except to order $\mathrm{T}^{-\boldsymbol{y} \boldsymbol{2}}$. The main advantage of this is that the joint distribution of $\lambda$ and $w$ does not have to be approximated.

We assume that the statistic can be expanded in the form of Equation (29). The work of Barndorff-Nielsen and Cox (1984) on LR statistics, MauleonTorres (1983) and Sargan (1980b) seems to indicate that this is frequently the case.. If (29) were not valid (e.g. there is a fifth derivative term of $O\left(T^{-1}\right)$ then the method given would have to be extanded somewhat but would remain essentially the same.

A particular problem with expanding a test statistic into the form of (29) arises in dynamic models such as:

$$
\begin{equation*}
y_{t}=\rho y_{t-1}+\beta_{0} x_{t}+\beta_{1} x_{t-1}+u_{t} \tag{30}
\end{equation*}
$$

where test statistics of ten involve terms such as:

$$
m_{1}=\sum_{t=1}^{T} y_{t}^{2 / T} \text { and } \sum_{t=0}^{T-1} y_{t}^{2 / T}=\sum_{t=1}^{T} y_{t-T}^{2} T=m_{2} .
$$

The difficulty here arises because although in finite samples $m_{1}$ and $m_{2}$ when suitably standardized are not perfectly correlated, asymptotically they are. Thus it is not immediately clear how the vector $\lambda$ should be defined. This does not appear to have been considered in the existing 1iterature, e.g. Mauleon-Torres (1983). Whilst it is usually valid to expand the statistic in terms of standardized $m_{1}$ and $m_{2}$ variates, it is not possible to transform the standardized $m_{1}$ and $m_{2}$ by a linear transformation into $\lambda_{1}$ and $\lambda_{2}$, two asymptotically independent standard
nomal variates since even asymptotically

$$
T\left(m_{1}-m_{2}\right)=y_{T}^{2}-y_{0}^{2}
$$

is not distributed normally. The problem of asymptotic singularity cannot be resolved by a simple transformation since some of the elements of the transformation matrix must tend to infinity as $T$ does and there is no guarantee that the transformed variables will be distributed asymptotically jointly nomally.
 and $y_{0}$ to have zero means and unit varlances and then constructing $\lambda$ using these instead of the appropriately standardized $\left(\Sigma y_{t}^{2} / T\right)$ and $\left(\Sigma y_{t-1}^{2} / T\right)$. Under fairly general conditions, the standardized ( $\left.y_{t} / T\right), y_{T}$ and $y_{o}$ will be asymptotically jointly normally distributed with a zero mean vector and non-singular covariance matrix. The statistic will now be a function of $T$ but this is allowed for in the form of Equation (29). In adition the standardization of $y_{T}$ depends upon $x_{T}$ which usually will not convenge so that ( $T^{1 / 2} \mathrm{~b}_{0}$ ). $\left(T^{1 / 2_{b_{j}}}\right)$ etc. will not converge as $T$ tends to infinity. However this is not a problem provided that these terms are all of $O(1)$ and that Equation (29) provides a sequence of approximations with an approximation error of $0_{p}\left(T^{-3 / 2}\right)$ and provided that the characteristic function of $\lambda$ is appropriately well-behaved.

### 3.3.2 The Characteristic function of the Stetistle

The first step in obtaining an expansion for the characteristic function of the statistic is to expand [exp\{its $\left.\left.{ }^{2}\right\}\right]$ using (29). This is where the approximate inner product case starts to differ from the exact inner product case of Section 3.2. This expanston gives:
where $c_{0}=\frac{i b_{0}^{2}-0\left(T^{-1}\right) \text { : }: ~}{0}$

$$
c_{j}=b_{0} b_{j}=0\left(T^{-1}\right) ;
$$

$$
c_{j k}=b_{0} b_{j k}+\frac{b}{j} b_{k}=0\left(T^{-1}\right) ;
$$

$$
c_{j k l}=b_{0} b_{j k l}+b_{j k l} b^{n} O\left(T^{-1}\right) ;
$$

$$
c_{j k \ell m}=b_{j} b_{k \ell m}+i b_{j k} b_{\ell m}=O\left(T^{-1}\right) ;
$$

$$
c_{j k \text { 化 }}=b_{j k}{ }^{b} \text { emp }=0\left(T^{-1}\right) ;
$$

$$
\begin{equation*}
c_{j k \varepsilon m p q}=2 b_{j k \varepsilon_{m p q}}^{b}=O\left(T^{-1}\right) \tag{31}
\end{equation*}
$$

The expansion for the characteristic function of the statistic is then obtained by taking the expectation of (31) to $0\left(\mathrm{~T}^{-3 / 2}\right.$ ) using a multivariate Edgeworth expansion for the pdf of $\lambda$. as obtained in Section 3.2.1:

$$
\begin{aligned}
& \exp \left(1 t s^{2}\right\}=\exp \left(1 t_{j=1}^{h} \lambda_{j}^{2}\right\} P_{T}\left(\lambda_{F}, 1 t\right)+0_{p}\left(T^{-3 / 2}\right) \\
& \text { where } P_{T}\left(\lambda_{1}, t\right)=1+(i t)\left(b_{0}\right)+(i t)\left(b_{j} \lambda_{j}\right)+(1 t)\left(b_{z=1} \lambda_{j} \lambda_{k}\right) \\
& +(1 t)\left(b_{j k} \lambda_{j} \lambda_{k} \lambda_{i}\right)+(1 t)\left(b_{\left.j k \sum_{n} \lambda_{j} \lambda_{k} \lambda_{e} \lambda_{i}\right)}\right) \\
& +(i t)^{2}\left(c_{0}\right)+(i t)^{2}\left(c_{j} \lambda_{j}\right)+(i t)^{2}\left(c_{j k} \lambda_{j} \lambda_{k}\right) \\
& \left.+(i t)^{2}{ }^{\prime} c_{j k i^{\lambda}} \ldots \lambda_{t}\right)+(i t)^{2}\left(c_{j k 2 m^{\lambda}}{ }_{j} \ldots \lambda_{m}\right) \\
& +(1 t)^{2}\left(c_{j k \operatorname{Rnp}} \lambda_{j} \cdots \lambda_{p}\right)+(i t)^{2}\left(c_{j k \operatorname{Rmpq}} \lambda_{j} \cdots \lambda_{q}\right)
\end{aligned}
$$
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$$
\begin{align*}
& f_{T}(\lambda)=1(\lambda) Q_{T}(\lambda)+0\left(T^{-3 / 2}\right) \\
& \text { where } \quad \begin{aligned}
(\lambda) & -(2 \pi)^{-n / 2} \exp \left(-\frac{\left.\lambda_{j} \lambda_{j} \lambda_{j}\right)}{}\right. \\
Q_{T}(\lambda) & \left.=1+d_{0}+\left(d_{j} \lambda_{j}\right)+\left(d_{j k} \lambda_{j} \lambda_{k}\right)+d_{j k \ell} \ell_{j} \lambda_{k} \lambda_{\ell}\right) \\
+ & \left(d_{j k \ell m^{\lambda}} \cdots \lambda_{m}\right)+\left(d_{j k \ell m p q} \lambda_{j} \cdots \lambda_{q}\right) \\
\text { with } \quad d_{0} & =O\left(T^{-1}\right) ; \\
d_{j} & =O\left(T^{-1}\right) ; \\
d_{j k} & =O\left(T^{-1}\right) ; \\
d_{j k \ell} & =O\left(T^{\left.-\frac{1}{2}\right) ;}\right. \\
d_{j k \ell m} & =O\left(T^{-1}\right) ; \\
d_{j k \ell m p q} & =O\left(T^{-1}\right) ;
\end{aligned}
\end{align*}
$$

(from Equation (14)). The characteristic function of $s^{2}$ is then given by:

```
\(\sigma(t)=E[\exp (i t s p)]\)
    - \(\operatorname{sexp}\left\{\right.\) its \(\left.^{2}\right\} \mathrm{F}_{\mathrm{T}}(\lambda) \mathrm{d} \mathrm{\lambda}+0\left(\mathrm{~T}^{-3 / 2}\right)\)
```



For (33) to be valid we require further conditions on the joint behaviour of the $\lambda$ and $w$; see Sargan (1980). To proceed we need to expand $\left[P_{T}(\lambda)\right.$, it $\left.)\right]\left[O_{T}(\lambda)\right]$ to $O\left(T^{-3 / 2}\right)$ giving $\left[R_{T}(\lambda, i t)\right]$ :

$$
\begin{aligned}
& R_{T}\left(\lambda_{0}(t)=1+\left(e_{0}\right)+\left(e_{j} \lambda_{j}\right)+\left(e_{j k} \lambda_{j} \lambda_{k}\right)+\left(e_{j k \ell} \lambda_{j} \cdots \lambda_{\ell}\right)\right. \\
& +\left(e_{j k \ell m} \lambda_{j} \cdots \lambda_{m}\right)+\left(e_{j k \& m p} \lambda_{j} \cdots \lambda_{p}\right)+\left(e_{j k \ell m p q} \lambda_{j} \cdots \lambda_{q}\right) .
\end{aligned}
$$

$$
\begin{aligned}
& \text { where } e_{n}=\left(d_{n}\right)+(i t)\left(b_{n}\right)+(1 t)^{2}\left(c_{0}\right)=0\left(T^{-\frac{1}{2}}\right) \text {; } \\
& e_{j}=\left(d_{j}\right)+(i t)\left(b_{j}+b_{0} d_{j}\right)+(i t)^{2}\left(c_{j}\right)=0\left(T^{-\frac{1}{2}}\right) ; \\
& e_{j k}=\left(d_{j k}\right)+(i t)\left(b_{j k}+d_{j} b_{k}\right)+(i t)^{2}\left(c_{j k}\right)=0\left(T^{-i}\right) ; \\
& e_{j k l}=\left(d_{j k l}\right)+(t t)\left(b_{j k \ell}+d_{j} b_{k \ell}+b_{0} d_{j k l}\right) \\
& +(1 t)^{2}\left(c_{j k \ell}\right)=0\left(T^{-\frac{1}{2}}\right) ; \\
& e_{j k t m}=\left(d_{j k t m}\right)+(i t)\left(b_{j k t m}+d_{j} b_{k t m}+d_{j k t^{\prime} m}\right) \\
& +(1 t)^{2}\left(c_{j k \ell m}\right)=0\left(T^{-1}\right) ; \\
& e_{j k \ell m p}=(1 t)\left(d_{j k \ell_{m p}}\right)+(i t)^{2}\left(c_{j k \ell m p}\right)=0\left(T^{-1}\right) ; \\
& e_{j k \& m p q}=\left(d_{j k \& m p q}\right)+(t t)\left(d_{j k \ell_{m p q}}^{b}\right)+(t t)^{2}\left(c_{j k \ell m p q}\right)=O\left(T^{-1}\right) \text {. }
\end{aligned}
$$

We then substitute (34) into (33) to obtain:

$$
\sigma(t)=\int\left[\exp \left\{1 \sum_{j=1}^{h} \lambda_{j}^{2}\right)\right] f(\lambda) R_{T}(\lambda, f t) d \lambda+\eta\left(T^{-3 / 2}\right\}
$$

As in Section 3.2.2 (ihe Joint Characteristic Function of the Squares) the terms with odd powers in the $\left\{\lambda_{j}\right\}$ vanish since they involve integrating odd functions :
where: $R\left(\lambda_{p}, 1 t\right)=1+a_{0}+\left(a_{j} \lambda_{j}^{2}\right)+\left(a_{j k} \lambda_{j}^{2} \lambda_{k}{ }^{2}\right)+\left(a_{j k 2} \lambda_{j}^{2} \lambda_{k}^{2} \lambda_{k}^{2}\right)$

$$
(j \leq k \leqslant l),
$$

and where: $a_{0}=\left(a_{0}^{0}\right)+(1 t)\left(a_{0}^{1}\right)+(1 t)^{2}\left(a_{0}^{2}\right)=e_{0}=0\left(T^{-1}\right)$;

$$
\begin{aligned}
& a_{j}=\left(a_{j}^{0}\right)+(i t)\left(a_{j}^{1}\right)+(1 t)^{2}\left(a_{j}^{2}\right)=e_{j j}=0\left(T^{-1}\right) ; \\
& a_{j k}=\left(a_{j k}^{0}\right)+(1 t)\left(a_{j k}^{1}\right)+(1 t)^{2}\left(a_{j k}^{2}\right)=e_{j j k k}[6]=0\left(T^{-1}\right) ; \\
& (1<k) \\
& a_{j j}=\left(a_{j j}^{0}\right)+(1 t)\left(a_{j j}^{1}\right)+(1 t)^{2}\left(a_{j j}^{2}\right)=e_{j j j j}=0\left(T^{-1}\right) ;
\end{aligned}
$$

```
\(a_{j k \ell}=\left(a_{j k \ell}^{0}\right)+(1 t)\left(a_{j k \ell}^{1}\right)+(1 t)^{2}\left(a_{j k \ell}^{2}\right)=e_{j j k k \ell \ell}[90]\)
    - \(0\left(T^{-1}\right) ; \quad(j<k<\ell)\)
\(n_{j k k}=\left(a_{j k k}^{0}\right)+(1 t)\left(a_{j k k}^{1}\right)+(1 t)^{2}\left(a_{j k k}^{2}\right)=e_{j, j k k k k}[15]\)
    \(=0\left(T^{-1}\right) ; \quad(j<k)\)
\(a_{j j k}=\left(a_{j j k}^{0}\right)+(1 t)\left(a_{j j k}^{1}\right)+(i t)^{2}\left(a_{j j k}^{2}\right)=e_{j j J j k k}^{[15]}\)
    \(=0\left(T^{-1}\right) ; \quad(j<k)\)
\(u_{j j j}=\left(a_{j j j}^{0}\right)+(i t)\left(a_{j j j}^{1}\right)+(i t)^{2}\left(a_{j j j}^{2}\right)=e_{j j j j j j}=O\left(T^{-1}\right) ;\)
```

(all tems are $O\left(T^{-1}\right)$ except $\left(a_{0}^{1}\right)$ and $\left(a_{j}^{1}\right)$ which are $O\left(T^{-\frac{1}{2}}\right)$ ).
Superscripts on the \{a\} refer to the power of (it) to which they are attached. The statistic is asymptotically only a function of the $\left\{\lambda_{j}\right\}(j=1, \ldots, h)$ so at this point we integrate out the $\left\{\lambda_{k}\right\}(k=h+1, \ldots, n)$ to leave the integral solely in tems of the $\left(\lambda_{j}\right\}(j=1, \ldots, h)$ and (it). As in Section 3.2 .2 each term in the expansion of $\sigma(t)$ is maltiplicatively separable. The general term in the expansion of $\sigma(t)$ is:

$$
\begin{aligned}
& {\left[\operatorname{sexp}\left(1 t \sum_{j=1}^{h} \lambda \lambda_{j}^{2}\right\}(2 \pi)^{-h / 2} \exp \left(-1 \sum_{j=1}^{h} \lambda_{j}^{2}\right\} \lambda_{k}^{2 p_{k}} \lambda_{\lambda_{2}}^{2 p_{2}} \lambda_{m}^{2 p_{m}} m_{1} \ldots d \lambda_{h}\right]} \\
& {\left[f(2 m)^{-(n-h) / 2} \exp \left(-\frac{1}{i} \sum_{a=n+1}^{n} \lambda_{a}^{2}\right) \lambda_{b}^{2 p_{b}}{ }_{\lambda_{c}}{ }^{2 p_{c}}{ }_{\lambda_{d}}^{2 p_{d}}{ }_{d d_{h+1}} \cdots d \lambda_{n}\right]}
\end{aligned}
$$

multiplied by a quadratic in (1t),
where: $k, \&, m=1, \ldots, h$

$$
\begin{align*}
& b, c_{0} d=h+1, \ldots, n \\
& P_{k}, P_{2}, P_{m} \cdot P_{b}, P_{c}, P_{d}=0,1,2,3 \\
& P_{k}+P_{2}+P_{m}+P_{b}+P_{c}+P_{d}=0,1,2,3 . \tag{36}
\end{align*}
$$

The second integral in Equation (36) is simply the expectation of a polynomial from a jointly independent standard normal distribution.

There fore:

$$
\begin{aligned}
& f(2 \pi)^{-(n-h) / 2} \exp \left(-\frac{1}{2} \sum_{a=h+1}^{n} \lambda_{d}^{2}\right) \lambda_{b}{ }^{2 p_{b}}{ }_{\lambda_{c}}{ }^{2 p_{c}}{ }_{\lambda_{d}}^{2 p_{d}}{ }_{d \lambda_{h+1}} \ldots d \lambda_{n} \\
& =\left[\frac{\left(2 b_{p}\right)!}{2^{\left(p_{b}\right)}\left(p_{b}\right)!}\right]\left[\frac{\left(2 p_{c}\right)!}{2^{\left(p_{c}\right)}\left(p_{c}\right)!}\right]\left[\frac{\left(2 p_{d}\right)!}{2^{\left(p_{d}\right)}{\left(p_{d}\right)!}} .\right.
\end{aligned}
$$

from (20). Defining $\gamma_{j}=\lambda_{j}(J=1, \ldots, h)$ we can then re-express (35) as:

$$
\sigma(t)=\int\left[\exp \left[i t Y_{j} \gamma_{j}\right\}\right] i(\gamma) S_{T}\left(Y_{0}, 1 t\right) d \gamma+O\left(T^{-3 / 2}\right)
$$

where: $S_{T}\left(\gamma_{0} \mid t\right)=1+\left(g_{0}\right)+\left(g_{j} \gamma_{j}^{2}\right)+\left\langle g_{j k} \gamma_{j}^{2} \gamma_{k}^{2}\right)+\left(g_{j k} \gamma_{j}^{2} \gamma_{k}^{2} \gamma_{l}^{2}\right) ;(j \leq k \leq s)$ and where:

$$
\begin{aligned}
& g_{0}-\left(g_{0}^{0}\right)+(1 t)\left(g_{0}^{1}\right)+(1 t)^{2}\left(g_{0}^{2}\right)=\left(a_{0}\right)+\sum_{n+1 s b}^{n}\left(a_{b}+3 a_{b b}+15 a_{b b b}\right) \\
& +\underset{h+i \leq b<c}{n}\left(a_{h c}+3 a_{b c c}+3 a_{h h c}\right)+\sum_{n+i \leq b<c<d}^{n}\left(a_{b c d}\right)=O\left(T^{-1}\right) ; \\
& g_{j}=\left(g_{j}^{0}\right)+(1 t)\left(g_{j}^{1}\right)+(i t)^{2}\left(g_{j}^{2}\right)=\left(a_{j}\right)+\sum_{n+1 \leqslant b}^{n}\left(a_{j b}+3 a_{j b b}\right) \\
& +\sum_{h+1 \leqslant b<c}^{n}\left(a_{j b c}\right)=0\left(T^{-\frac{1}{2}}\right) ;(1 \leqslant j \leqslant h) \\
& g_{j k}=\left(g_{j k}^{0}\right)+(1 t)\left(g_{j k}^{1}\right)+(i t)^{2}\left(g_{j k}^{2}\right)=\left(a_{j k}\right)+\sum_{h+1 c b}^{n}\left(a_{j k b}\right) \\
& =0\left(T^{-1}\right): \quad(1 \leqslant j \leqslant k \leqslant h) \\
& g_{j k \ell}=\left(g_{j k \ell}^{0}\right)+(1 t)\left(g_{j k \ell}\right)+(1 t)^{2}\left(g_{j k i}^{2}\right)-\left(a_{j k i}\right)=0\left(T^{-1}\right): \\
& \text { (14j6k<lch) }
\end{aligned}
$$

(all terms are $O\left(T^{-1}\right)$ except $\left(g_{0}^{1}\right)$ and $\left(g_{j}^{1}\right)$ which are $O\left(T^{-\frac{1}{2}}\right)$ ).

The general term in this expansion for $\sigma(t)$ is:

$$
r\left[\exp \left[1 t_{\gamma_{j} \gamma_{j}}\right\}\right] 1(\gamma) \gamma_{j}^{2 p_{j}}{ }_{\gamma_{k}}^{2 p_{k}}{ }_{\gamma_{\ell}}^{2 p_{2}}
$$

multiplied by a quadratic in (1t) (where $1 \leq j \leq k \leq 2 \leq h$ and $p_{j}, p_{k}, p_{g} \leq 0$ and $\left.p_{j}+p_{k}+p_{\ell}=0,1,2,3\right)$.

This is very similar to the expression (24) which was examined in Section 3.2.3 (The Characteristic Function of the Sum of the Squares) and using (24) the jenaral temm is then equal to:

$$
\left.(1-2 i t)^{-\left(h+2 p_{j}+2 p_{k}+2 p_{\ell}\right) \frac{1}{2}} \underset{a=j, k, \ell}{ }\left[\frac{\left(2 p_{a}\right)!}{2^{p}\left(p_{a}\right)!}\right]\right\}
$$

multiplied by the quadratic in (1t). Substituting these expressions Into the expansion for $\sigma(t)$ gives:

$$
\begin{align*}
o(t) & =\left(1+s_{0}\right)(1-21 t)^{-h / 2}+\left(s_{1}\right)(1-2 i t)^{-(h+2) / 2} \\
& +\left(s_{2}\right)(1-21 t)^{-(h+4) / 2}+\left(s_{3}\right)(1-21 t)^{-(h+6) / 2}+0\left(T^{-3 / 2}\right) \\
\text { where: } s_{0} & =\left(s_{0}^{0}\right)+(1 t)\left(s_{0}^{1}\right)+(1 t)^{2}\left(s_{0}^{2}\right)=g_{0}-0\left(T^{-\frac{1}{2}}\right) ; \\
s_{1} & =\left(s_{1}^{0}\right)+(1 t)\left(s_{1}^{1}\right)+(1 t)^{2}\left(s_{1}^{2}\right)=\sum_{j}\left(g_{j}\right)=0\left(T^{-1}\right): \\
s_{2}= & \left(s_{2}^{0}\right)+(i t)\left(s_{2}^{1}\right)+(i t)^{2}\left(s_{2}^{2}\right)=\sum_{j<k}\left(g_{j k}\right)+\underset{j}{3 \Sigma}\left(g_{j j}\right)=0\left(T^{-1}\right) ; \\
s_{3}= & \left(s_{3}^{0}\right)+(i t)\left(s_{3}^{1}\right)+(i t)^{2}\left(s_{3}^{2}\right) \quad \underset{j}{\Sigma}=\underset{j<k<\ell}{\sum}\left(g_{j k \ell}\right)+\underset{j<k}{\Sigma}\left(g_{j k k}+g_{j j k}\right)+\underset{j}{15 \Sigma}\left(g_{j j j}\right)=0\left(T^{-1}\right) ;
\end{align*}
$$

(all terms are $O\left(T^{-1}\right.$ ) except $\left(s_{0}^{1}\right)$ and $\left(s_{f}^{2}\right)$ which are $O\left(T^{-\frac{1}{2}}\right)$ ).

### 3.3.3 The Distribution Function of the Statistic

Equation (37) is very similar to (26) except that \{s\} terms are quadratics in ( $1 t$ ) and $\left(s_{0}^{1}\right)$ and $\left(s_{1}^{1}\right)$ are $O\left(T^{-\frac{1}{2}}\right)$. The former point creates a problem if $h$, the dimension of $\lambda$ (and the degrees of freedom of the asymptotic distribution of $s^{2}$ ), is not sufficiently large. This can be seen by considering the term:

$$
\begin{align*}
& -(i t)(1-2 i t)^{-h / 2}=\left[\frac{-i t}{(1-2 i t)}\right]\left[\frac{1}{(1-2 i t)}\right]^{(h-2) / 2} \\
& =\frac{1}{2}\left\{1-\left[\frac{1}{(1-2 i t)}\right]\right\}\left[\frac{1}{(1-2 i t)}\right]^{(h-2) / 2} \\
& =(3)(1-2 i t)^{-(h-2) / 2}-(1)(1-2 i t)^{-h / 2} \tag{38}
\end{align*}
$$

If $h=1$, then $(1-2 t t)^{-(h-2) / 2}$ is not a characteristic function and if $h=2$ then $(1-2 i t)^{-(n-2) / 2}$ is the characteristic function of a degenerate distribution with all its probability mass at the origin. A similar problem occurs with:

$$
\begin{aligned}
& (1 t)^{2}(1-2 f t)^{-h / 2}=\left\{\frac{(1 t)}{(1-2 f t)}\right\}^{2}(1-21 t)^{-(h-4) / 2} \\
& =\left[\frac{1}{}\left(1-\left(\frac{1}{1-21 t}\right)\right]^{2}(1-21 t)^{-(h-4) / 2}\right. \\
& =\left\{\left(\frac{1}{}\right)-\left(\frac{1}{2}\right)(1-2 i t)^{-1}+(1)(1-21 t)^{-2}\right)(1-2 i t)^{-(h-4) / 2} \\
& =(t)(1-2 i t)^{-(h-4) / 2}=(1)(1-2 i t)^{-(h-2) / 2} \\
& +(t)(1-21 t)^{-h / 2} \text {. }
\end{aligned}
$$

The inabllity to express Equation (37) as a IInear combination of the characteristlc functions of chi-square varlates with varying degrees of freedom is not in itself a problem. However it does mean that if we apply an inverse Fourier transfonm to Equation (37) we will not obtain a linear combination of chi-square pdf's with varying degrees of freedom as the expansion for the pdf of $s^{2}$. Therefore we need to find some alternative way to perform the inverse Fourier transform to that given in Section 3.2.4 where it is assumed that the expansion for the charactersitic function of $s^{2}$ consists of a linear combination of the charactaristic functions of chi-squara variates wth varying segrees of freedom.

For $h=1,2,3$ then $(1-2 i t)^{-(h-4) / 2}$ is not a true characteristic function: for $h=4$ it is again the characteristic function of degenerate distribution with all its probability mass at the origin. MauleonTorres (1983) obtains very sinilar terms by a different, though related. method and attempts to carry out an inverse Fourler transform on them using the derivatives of the chi-square density function:

$$
f(\delta ; h) \begin{cases}=(2 \pi)^{-1} \delta[\exp (-i t \delta)](1-2 i t)^{-h / 2} d t ; & \delta<0  \tag{40}\\ =0 & ;<0\end{cases}
$$

where 8 is a central chi-square with $h$ degrees of freedom so that its density function is:

$$
f(\delta ; h)=\left\{\begin{array}{l}
\frac{(\delta)^{(h / 2)-1} e^{-(\delta / 2)}}{2^{(h / 2)} r^{(h / 2)}} ; \delta \geqslant 0 \\
0 \quad ; \delta<0
\end{array}\right.
$$

Then differentlating both sides of Equation (40) gives:

$$
\begin{aligned}
& \frac{\partial f(\delta i h)}{\partial \delta}=\left\{\begin{array}{l}
(2 \pi)^{-1} \frac{\partial}{\partial \delta}\left\{s[\exp (1 t \delta\}](1-2 i t)^{-h / 2} d t\right\} ; \delta \geqslant 0 \\
0 \quad ; \delta \\
0
\end{array}\right. \\
& =\left\{\begin{array}{l}
-(2 \pi)^{-1} \int[\exp (-1 t \delta]](1 t)(1-21 t)^{-h / 2} d t ; d \geqslant 0 \\
0 \\
; d<0^{\circ} .
\end{array}\right.
\end{aligned}
$$

Thus the Inverse Fourler transforms of tems such as $(1 t)(1-21 t)^{-h / 2}$ and $(1 t)^{2}(1-21 t)^{-h / 2}$ can be given in terms of derivatives of the density functions of central chi-squares. This still leaves a problem if $\mathrm{n}=1,2,3,4$ from the $\left(\mathrm{s}_{0}^{1}\right),\left(s_{0}^{2}\right)$ and $\left(s_{1}^{2}\right)$ terms in Equation (37) at the origin. This is because when integrating the approximate density function (obtained by the inverse Fourler transform as in Equation (40)) to obtain the approximate cumulative distribution function the result Includes terms such as:

```
fL\frac{\partial}{\partial\delta}{f(\delta;h)]]d\delta=f(\delta;h)+ constant.
```

When $h=1$ then as $\delta \rightarrow 0, f(\delta ; h) \rightarrow \infty$ and so the approximate distribution function tends to infinity. This is for the ( $s_{0}^{1}$ ) term when $h=1$; when $h=2$ then the $\left(s \frac{1}{0}\right)$ term makes a contribution of (i). Similar problems arise for the $\left(s_{1}^{2}\right)$ term when $h=1,2$ and for the $\left(s_{0}^{2}\right)$ term when $h=1,2,3,4$. Thus unless $h \geqslant 5$ the approximate cumulative distribution function will not take the value zero when $s^{2}=0$ and may in fact become infinite when $s^{2}=0$.

The problem lies in attempting to approximate the colf of the statistlc in an inappropriate fashion. In the exact sum of squares case the minimum of the statistic is equal to zero so that it has support on $[0, \infty)$. It is not unreasonable to approximate the cdf of a statistic with support on $[0,-)$ using cdf's also with support on $[0, \infty$ ). However, there is nothing in Equation (29) which forces the statistic s ${ }^{2}$ to have support only on $[0, \infty)$. It is convenient to expand out Equation (29) by defining $\gamma_{j}=\lambda_{j}(j=1, \ldots, h)$ and $n_{a}=\lambda_{h+a}(a=1, \ldots, n-h)$ :

$$
\begin{align*}
& s^{2}=\left(\gamma_{j} \gamma_{j}\right)+\left(c_{0}^{0}\right)+\left(c_{a}^{0} n_{a}\right)+\left(c_{a b}^{0}{ }^{n} a^{n_{b}}\right)+\left(c_{a b c}^{0} a^{n} b^{n} c\right) \\
& +\left(c_{a b c d}^{0} a^{n} b^{n} c^{n} d\right)+\left(c_{o}^{j} r_{j}\right)+\left(c_{a}^{j} a^{n} r_{j}\right)+\left(c_{a b}^{j}{ }^{n} a^{n} b^{\gamma_{j}}\right) \\
& +\left(c_{a b c}^{j} a^{n} b^{n} c^{\gamma_{j}}\right)+\left(c_{0}^{j k} \gamma_{j} \gamma_{k}\right)+\left(c_{a}^{j k} n_{a} \gamma_{j} \gamma_{k}\right)+\left(c_{a b}^{j k} a^{n^{n}} b_{j} \gamma_{k}\right) \\
& +\left(c_{o}^{j k \ell} \gamma_{j} \gamma_{k} \gamma_{\ell}\right)+\left(c_{a}^{j k \ell} n_{a} \gamma_{j} \gamma_{k} \gamma_{\ell}\right)+\left(c_{o}^{j k \ell m_{r_{j}}} \ldots \gamma_{m}\right) \\
& +O_{p}\left(T^{-3 / 2}\right) \text {. } \tag{41}
\end{align*}
$$

The minimum of $s^{2}$ given $n$ need nelther remain constant nor occur at the same value of $\gamma$ as $n$ is varied. It is generally possible by transforming $\gamma$ to $\gamma^{*}$ using a location shift involving a polynomial in $\eta$ to ensure that a local minimum to $0\left(T^{-3 / 2}\right)$ of $s^{2}$ given $n$ occurs at $\gamma^{*}=0$ for any $n$. This location shift will be of $O\left(\mathrm{~T}^{-\frac{1}{2}}\right)$ so that $\gamma^{*}$ and $\eta$ have an asymptotically jointly independent standard normal distribution.

However, this transfomation does not surmount the problem that the minimum of $s^{2}$ given $n$ depends on $\eta$ and is possibly not equal to zero. If the minimum of $s^{2}$ given $n$ equals $q$ and does not depend on $n$ then we can construct $\bar{s}^{2}=s^{2}-q$ which has a minimum value of zero irresfective of $n$. When this is not possible then there will always be a region of $n$ with probability $O(1)$ such that the minimum value of $s^{2}$ is $O\left(T^{-\frac{1}{2}}\right)$; see Figure 3.1 for an illustration of this.

This creates difficulties with any attempt to approximate the cdf of $s^{2}$ using an Edgeworth expansion. The cdf of $s^{2}$ at the origin is non-zero but the expanston is a linear combination of the asymptotic cdf and the derivatives of chi-square cdf's thus including terms which are non-zero at the origin when $h=1,2,3,4$. The response we adopt to this problem is to approximate the $c d f$ in terms of the $c d f$ 's of central chi-square varlates which have themselves been subjected to location shifts. Expanding Equation (37) gives:

$$
\begin{aligned}
o(t) & =\left[1+r_{0}\right](1-2 i t)^{-h / 2}+\left(r_{1}\right)(1 t)(1-21 t)^{-h / 2} \\
& +\left(r_{2}\right)(1 t)^{2}(1-21 t)^{-h / 2}+\left(r_{3}\right)(1-21 t)^{-(h+2) / 2} \\
& +\left(r_{4}\right)(1-21 t)^{-(h+4) / 2}+\left(r_{5}\right)(1-21 t)^{-(h+6) / 2}+0\left(T^{-3 / 2}\right)
\end{aligned}
$$



Figure 3.1 : Conditional Distribution of a Statistic with a Minimum Not Equal to Zero

$$
\begin{align*}
& \text { where: } r_{0}=\left(s_{0}^{0}\right)-\left(\frac{1}{2}\right)\left(s_{1}^{1}\right)-(1)\left(s_{1}^{2}\right)+(1)\left(s_{2}^{2}\right) \quad=0\left(T^{-\frac{1}{2}}\right) \text {; } \\
& r_{1}=\left(s_{0}^{1}\right)-\left(\frac{1}{2}\right)\left(s_{f}^{2}\right) \quad=O\left(T^{-\frac{1}{2}}\right) \text {; } \\
& r_{2}=\left(s_{0}^{2}\right) \quad=0\left(T^{-1}\right): \\
& r_{3}=\left(s_{1}^{0}\right)+\left(\frac{1}{2}\right)\left(s_{1}^{1}\right)+\left(\frac{1}{1}\right)\left(s_{1}^{2}\right)-\left(\frac{1}{2}\right)\left(s_{2}^{1}\right) \\
& -(1)\left(s_{2}^{2}\right)+(1)\left(s_{3}^{2}\right) \\
& =O\left(T^{-\frac{1}{2}}\right) ; \\
& r_{4}=\left(s_{2}^{0}\right)+\left(\frac{1}{2}\right)\left(s_{2}^{1}\right)+\left(\frac{1}{2}\right)\left(s_{2}^{2}\right)-\left(\frac{1}{2}\right)\left(s_{3}^{\frac{1}{3}}\right)-\left(\frac{1}{2}\right)\left(s_{3}^{2}\right)=0\left(T^{-1}\right) ; \\
& r_{5}=\left(s_{3}^{0}\right)+\left(\frac{1}{2}\right)\left(s_{3}^{\frac{1}{3}}\right)+\left(\frac{1}{k}\right)\left(s_{3}^{2}\right) \quad=0\left(T^{-1}\right) . \tag{42}
\end{align*}
$$

Next consider a variate $\delta$ with a central chi-square distribution Whth $h$ degrees of freedom. Then:

$$
\exp \{1 t(8+q)\}-\exp (1 t \delta)\left[1+(1 t) q+1(1 t)^{2} q^{2}\right]+0\left(T^{-3 / 2}\right)
$$

where $q=O\left(T^{-\frac{1}{2}}\right)$. The characteristic function of $(\delta+q)$ is given as:

$$
\begin{align*}
& E_{\delta}\left[\exp (1 t(\delta+q)]-E_{\delta}[\exp (1 t \delta)\} 1+(1 t) q+\frac{1}{\left.\left.(1 t)^{2} q^{2}\right)\right]+0\left(T^{-3 / 2}\right)}\right. \\
& =E_{\delta}\left[\exp \left(1 t \delta^{2}\right\}\right]+q(1 t) E_{\delta}[\exp (1 t \delta\}]+1 q(1 t)^{2} E_{\delta}[\exp (1 t \delta)] \\
& +0\left(T^{-3 / 2}\right) \\
& =\left[1+q(1 t)+1 q^{2}(1 t)^{2}\right](1-2 i t)^{-h / 2}+0\left(T^{-3 / 2}\right) . \tag{43}
\end{align*}
$$

Using (43) it is possible to approximate the tems from (42) to $0\left(\mathrm{~T}^{-3 / 2}\right)$ :
$\left[r_{1}(i t)+r_{2}(i t)^{2}\right](1-2 i t)^{-h / 2}$

- $E_{6}\left\{\exp\right.$ (fte( $\left.\left.\delta+\frac{r_{1}}{2}\right)\right)-\exp \left(i t\left(\delta-\frac{r_{1}}{2}\right)\right\}$
$+\operatorname{sign}\left(r_{2}\right) \exp \left\{1 t\left(s+\left|r_{2}\right|^{1}\right)+\operatorname{sign}\left(r_{2}\right) \exp \left\{i t\left(8-\left|r_{2}\right|^{\frac{1}{2}}\right)\right\}\right.$
$\left.-2 \operatorname{sign}\left(r_{2}\right) \exp \{1 t \delta)\right]+0\left(\mathrm{~T}^{-3 / 2}\right)$.

Firstly, we note that :

```
\(E_{\delta}[\exp (i t(\delta+q)\}-\exp \{i t(\delta-q)\}]\)
\(=\left[1+q(i t)+(1 / 2)(i t)^{2}-1+q(i t)-(1 / 2)(i t)^{2}\right](1-2 i t)^{-h / 2}+0\left(T^{-3 / 2}\right)\)
\(=2 q(f t)(1-2 i t)^{-h / 2}\).
```

Thus if we put $q=(1 / 2) r$, then we obtain the requisite parts of Equation (44). Secondly, we note that :
$E_{\delta}[\exp \{1 t(\delta+p)\}+\exp \{1 t(\delta-p)\}-2 \exp (1 t \delta\}]$
$=\left[1+p(i t)+(1 / 2) p^{2}(i t)^{2}+1-p(1 t)+(1 / 2) p^{2}-2\right](1-21 t)^{-h / 2}+0\left(T^{-3 / 2}\right)$

- $p^{2}(1 t)^{2}(1-21 t)^{-h / 2}+O\left(T^{-3 / 2}\right)$.

If we put $p_{-}=\left|r_{2}\right|^{1 / 2}$ then $p=O\left(T^{-1 / 2}\right)$.. If we now define $\operatorname{sign}(a)=1$ if $a>0, \operatorname{sign}(a)=0$ if $a=0$, and $\operatorname{sign}(a)=-1$ if $a<0$ then :
$\operatorname{sign}\left(r_{2}\right) \varepsilon_{\delta}\left[\exp \left(1 t\left(\delta+\left|r_{2}\right|^{1 / 2}\right)\right\}+\exp \left(i t\left(\delta-\left|r_{2}\right|^{1 / 2}\right)\right\}-2 \exp (f t \delta\}\right]$
$=r_{2}(i t)^{2}(1-2 t t)^{-h / 2}+O\left(T^{-3 / 2}\right)$.

Combining this together with the expression for $r_{1}(i t)(1-2 i t)^{-h / 2}$ we obtain Equation (44).

After substituting (44) into (42) it is then easy to apply an inverse Fourier transform to the latter and so obtain an expansion for the probability density function of $s^{2}$. This can be integrated to provide an expansion for the cumulative distribution function of $\mathbf{s}^{\mathbf{2}}$ :

$$
\begin{aligned}
& \operatorname{Pr}\left\{s^{2} \leqslant x\right\}=\left(1+r_{0}\right) \varepsilon_{h}^{2}(x)+\varepsilon_{h}^{2}\left(x+\frac{r_{1}}{2}\right)-\xi_{h}^{2}\left(x-\frac{r_{1}}{2}\right) \\
& +\operatorname{sign}\left(r_{2}\right)\left[\xi_{h}^{2}\left(x+\left|r_{2}\right|^{\frac{1}{2}}\right)-\varepsilon_{h}^{2}(x)+\varepsilon_{h}^{2}\left(x-\left|r_{2}\right|^{\frac{1}{2}}\right)-\varepsilon_{h}^{2}(x)\right] \\
& +r_{3} \xi_{h+2}^{2}(x)+r_{4} \varepsilon_{h+4}^{2}(x)+r_{5} \xi_{h+6}^{2}(x)+0\left(T^{-3 / 2}\right) .
\end{aligned}
$$

When $h=3,4$ then (44) can be simplified:

$$
\begin{aligned}
& {\left[r_{1}(1 t)+r_{2}(1 t)^{2}\right](1-21 t)^{-h / 2}} \\
& -(1)\left(r_{1}\right)(1-2 i t)^{-(h / 2) / 2}+(1)\left(r_{1}\right)(1-21 t)^{-h / 2} \\
& -(1)\left(r_{2}\right)(1 t)(1-2 i t)^{-(h-2) / 2}=(1)\left(r_{2}\right)(1-2 i t)^{-(h-2) / 2} \\
& +(1)\left(r_{2}\right)(1-2 i t)^{-(h / 2)}
\end{aligned}
$$

so that the problem now only arises from $(1)\left(r_{2}\right)(i t)(1-21 t)^{-(h-2) / 2}$. In this case we can approximate the cumulative distribution function of $s^{2}$ by:

$$
\begin{aligned}
& \operatorname{Pr}\left(s^{2} \in x\right)=-\left[(1)\left(r_{1}\right)+(k)\left(r_{2}\right)\right] \xi_{h-2}^{2}(x) \\
& +\left[1+\left(r_{0}\right)+\left(\frac{1}{2}\right)\left(r_{1}\right)+\left(\frac{1}{2}\left(r_{2}\right)\right] \varepsilon_{h}^{2}(x)-\xi_{h}^{2}\left(x+\frac{r_{2}}{4}\right)+\varepsilon_{h}^{2}\left(x-\frac{r_{2}}{4}\right)\right. \\
& +\left(r_{3}\right) \varepsilon_{h+2}^{2}(x)+\left(r_{4}\right) \xi_{h+4}^{2}(x)+\left(r_{5}\right) \varepsilon_{h+6}^{2}(x)+0\left(T^{-3 / 2}\right)
\end{aligned}
$$

When $h \geqslant 5$ we do not need to use location shifts so the expansion for the cumulative distribution function of $s^{2}$ is:

$$
\begin{aligned}
& \operatorname{Pr}\left(s^{2} \leqslant x\right)=\left(\frac{1}{4}\right)\left(r_{2}\right) \varepsilon_{h-4}^{2}(x)-\left[\left(\frac{1}{2}\right)\left(r_{1}\right)+\left(\frac{1}{1}\right)\left(r_{2}\right)\right] \varepsilon_{h-2}^{2}(x) \\
& +\left[1+\left(r_{0}\right)+\left(\frac{1}{2}\right)\left(r_{1}\right)+\left(\frac{1}{6}\right)\left(r_{2}\right)\right] \xi_{h}^{2}(x)+\left(r_{3}\right) \varepsilon_{h+2}^{2}(x) \\
& +\left(r_{4}\right) \varepsilon_{h+4}^{2}(x)+\left(r_{-}\right) \varepsilon_{h+6}^{2}(x) \cdot 0\left(T^{-3 / 2}\right) .
\end{aligned}
$$

As discussed earlier it is possible to transform $\gamma$ to $r$ * (by a location shift involving polynomial in $n$ ) so that min $\left(s^{2} \mid n\right)$ occurs at $r^{*}=0$. This is equivalent to transforming the $\left\{c_{0}^{\mathrm{J}}\right\},\left\{c_{a}^{\mathfrak{J}}\right\},\left(c_{a b}^{J}\right\}$ and $\left\{c_{a b c}^{J}\right.$ \} to zero in (41). Thus the problem of approximating the cumulative distribution of $s^{2}$ at the origin arises only if the $\left(c_{a}^{0}\right)$, $\left\{c_{a b}^{0}\right\}$. $\left\{c_{a b c}^{0}\right\}$ or $\left\{c_{a b c d}^{0}\right\}$ are not then equal to zero resulting in terms such as:

$$
\left[\exp \left(1 t Y_{j} Y_{j}\right)\right]\left[(i t)\left(c_{a b}^{0} a_{a}^{\eta_{a}}\right)\right]
$$

In the expansion of [exp(its ${ }^{2}$ )]. These then give rise to terms such as $\left[(1 t)(1-21 t)^{-h / 2}\right]$ in the expansion $o(t)$ which then create problems if $h$ is not sufficiently large.

However, this problem does not usually occur with LR test criteria. This can be seen more clearly by examining the relationship between the LR test statistic and the Lagrange Multiplier (LM) test statistic. The LM statistic for the hypothasis $H_{0}: \Delta(\theta)=0$ in the model $y \sim f(y ; \theta)$ is $\left(\frac{1}{T}\right) \cdot \bar{x} \hat{i}(\theta)^{-1} \hat{r} \cdot \hat{\lambda}$ where $\theta$ is a $p$-vector of parameters and $\phi($.$) is an h$-vector of restrictions ( h \& p ). Here a are the Lagrange Multipliers obtained by finding a saddlepoint of:

```
L(y;0,\lambda)= ln[f(y;0)] - \lambda'\phi(0)=L(y;0) - \lambda'\phi(0),
and \overline{F}=\frac{\partial\phi}{\partial0},\mp@subsup{|}{0}{-}
```

where $\dot{\mathrm{e}}$ are the restricted Maximum Likelihood estimates (obtained
from the saddlepoint solution of $L(y ; \theta, \lambda))$. $\bar{i}(\hat{\theta})$ is a consistent estimator of the infonmation matrix:

$$
I\left(\theta_{s}\right)=E\left(-\left.\frac{1}{T} \frac{\partial^{2} L}{\partial \theta \partial \theta^{t}}\right|_{\theta_{0}} ; \theta_{0}\right\}
$$

We can express the LM statistic as an exact inner product test eriterion by defining $\vec{\mu}=\left(T^{-1}\right)\left[\vec{F} \tilde{\mathrm{I}}(\vec{\theta})^{-1} \vec{F}^{\prime}\right]^{\dot{1}} \boldsymbol{\lambda}$ so that $L M=\mu ' \mu$. The Likelihood Ratio statistic, $L R=2[L(y ; \dot{\theta})=L(y ; \hat{\theta})]$. (where a are the unrestricted Maximum Likelihood estimates) can then be expanded in the form of (41) with $Y=\mu$. However, when $\mu=0$ then $\hat{i}=0$ and under standard assumptions this implies that the restricted and unrestricted Maximum Likelihood estimates are equal and so the LR statistic takes the value zero. Since the LR statistic is always non-negative and at $\mu=0$ it is necessarily equal to zero, therefore its minimum given any value of $n$ must also be equal to zero. Thus in Equation (41) we have:

$$
i_{0}^{0}=c_{a}^{0}=i_{a b}^{0}=c_{a b c}^{0}=i_{a b c d}^{0}=r_{0}^{j}=c_{a}^{j}=c_{a b}^{j}=c_{a b c}^{j}=0
$$

Consequently. the Likelihood Ratio statistic can be expanded as:

$$
\begin{align*}
L R & =\left(\gamma_{j} \gamma_{j}\right)+\left(c_{0}^{j k} \gamma_{j} \gamma_{k}\right)+\left(c_{a}^{j k}{\eta_{a} \gamma_{j} \gamma_{k}}\right)+\left(c_{a b}^{j k}{ }_{a}^{n}{ }_{b} \gamma_{j} \gamma_{k}\right) \\
& +\left(c_{0}^{j k \ell} Y_{j} \gamma_{k} \gamma_{\ell}\right)+\left(c_{a}^{j k \ell_{k} \gamma_{j} \gamma_{k} \gamma_{\ell}}\right)+\left(c_{0}^{\left.j k \ell m_{\gamma_{j}} \gamma_{k} \gamma_{\ell} Y_{m}\right)}\right. \\
& +0_{p}\left(T^{-3 / 2}\right) . \tag{45}
\end{align*}
$$

Then $\exp (\mathrm{it}(\mathrm{LR})\}$ can be expanded (to correspand to (31)):

$$
\begin{aligned}
& \exp \{1 t(L R)\}=\exp \left\{1 t_{Y_{j} \gamma_{j}}\right\}\left[1+(1 t)\left(c_{0}^{j k} \gamma_{j} \gamma_{k}\right)+(1 t)\left(c_{a}^{j k} n_{d} \gamma_{j} \gamma_{k}\right)\right. \\
& \text { +(1t) }\left(c_{a b}^{j k} a^{n} b^{\gamma} j^{\gamma_{k}}\right)+(1 t)\left(c_{0}^{j k \ell} Y_{j} \gamma_{k} Y_{\ell}\right)+(1 t)\left(c_{a}^{j k \ell} \eta_{a} Y_{j} Y_{k} Y_{\ell}\right) \\
& +(i t)\left(c_{0}^{j k \ell m^{\prime}} \gamma_{j} \gamma_{k} \gamma_{k} \gamma_{m}\right)+(i t)^{2}\left(t c_{0}^{j k} c_{0}^{2 m} \gamma_{j} \gamma_{k} \gamma_{\ell} \gamma_{m}\right) \text { + }
\end{aligned}
$$

$$
\begin{aligned}
& +(i t)^{2}\left(c_{o}^{j k} c_{a}^{l m} n_{a} \gamma_{j} \gamma_{k}^{\gamma} \ell^{\gamma}\right)+(i t)^{2}\left(c_{o}^{j k} c_{a b}^{1 m} a^{n} b^{\gamma} j^{\gamma} k^{\gamma} \ell^{\gamma_{m}}\right) \\
& +(1 t)^{2}\left(c_{0}^{j k} c_{0}^{\ell m p_{r_{j}}} \ldots r_{p}\right)+(1 t)^{2}\left(c_{o}^{j k} c_{a}^{\ell m p_{\eta_{a}} r_{j}} \ldots r_{p}\right) \\
& +(1 t)^{2}\left(i c_{a}^{j k} c_{b}^{\ell m} n_{a} n_{b} \gamma_{j} \ldots r_{m}\right)+(1 t)^{2}\left(c_{a}^{j k} c_{o}{ }^{2 m p_{n_{a}}} \gamma_{j} \ldots r_{p}\right) \\
& \left.+(i t)^{2}\left(z c_{0}^{j k 2} c_{0}^{m p q} r_{j} \ldots r_{q}\right)\right]+o_{p}\left(T^{-3 / 2}\right) \text {. }
\end{aligned}
$$

In the above every tem invalving (it) is multiplied by at least two elements of $y$ and every term involving (it) ${ }^{2}$ is multiplied by at least four elements of $\gamma$. All such terms give rise to expressions of the form:

$$
\begin{aligned}
& (1 t)(1-2 i t)^{-(h+2+2 k) / 2} \text { or } \\
& (1 t)^{2}(1-2 i t)^{-(h+4+2 k)} \text { where } k=0.1,2 \ldots .
\end{aligned}
$$

All of these expressions can be expanded in terms of the characteristic functions of central chi-square variates with at least $h$ degrees of freedom as in (26); however, in the resulting expansion of $\sigma(t)$, the coefficient on $(1-21 t)^{-h / 2}$ is $\left[1+O\left(T^{-\frac{1}{2}}\right)\right]$ rather tinan $\left[1+O\left(T^{-1}\right)\right]$ and that on $(1-21 t)^{-(h+2) / 2}$ is $O\left(T^{-1}\right)$ rather than $O\left(T^{-1}\right)$.

Barndorff-iflelsen and Cox (1984) show that for the LR statistic, the chi-square edf is correct to an error of $O\left(T^{-1}\right)$ in many cases. In such cases, they show in their Equation (2.7) that the only quadratic term in the $\gamma$ entering Equation (45) is the ( $\gamma_{j} \gamma_{j}$ ) term. i.e:

$$
\begin{aligned}
L R & =\left(r_{j} \gamma_{j}\right)+\left(c_{0}^{j k \ell} \gamma_{j} \gamma_{k} \gamma_{l}\right)+\left(c_{a}^{j k \ell} r_{j} r_{k} \gamma_{2} \gamma_{a}\right)+\left(c_{0}^{j k \| m} \gamma_{j} \gamma_{k} \gamma_{k} \gamma_{m}\right) \\
& +O\left(T^{-3 / 2}\right)
\end{aligned}
$$

when the notation of Barndorff-Nielsen and Cox (1984) is translated into the terms used nere. In the above only the $\left(\mathrm{c}_{0}^{j k \ell}\right\}$ are $0\left(T^{-1}\right)$.

Expanding [exp\{it(LR)\}] then gives:

$$
\begin{aligned}
\exp (1 t(L R)) & =\exp \left\{i t \gamma_{j} \gamma_{j}\right\}\left[1+(i t)\left(c_{0}^{j k \ell} \gamma_{j} \gamma_{k} \gamma_{\ell}\right)\right. \\
& +(i t)\left(c_{d}^{j k \ell} \gamma_{j} \gamma_{k} \gamma_{\ell} \gamma_{a}\right)+(i t)\left(c_{0}^{j k \ell m} \gamma_{j} \ldots \gamma_{m}\right) \\
& +1(1 t)\left(c_{0}^{j k \ell} c_{0}^{m p q_{\gamma_{j}}} \ldots\left(\gamma_{q}\right)\right]+0\left(T^{-3 / 2}\right)
\end{aligned}
$$

When this is convoluted with the multivariate Edgeworth expansion for the joint distribution of ( $\gamma, n$ ) then all the $O\left(T^{-\frac{1}{2}}\right)$ tems involve odd powers in ( $Y, n$ ) and so integrate to zero. Thus the resulting expansions for the probability density function and cumulative distribution fuaction for LR consist of the asymptotic distribution term plus terms of $O\left(T^{-1}\right)$.

The difficulty with the approach which Mauleon-Torres (1983) adopts can be regarded as arising at a more fundamental level from the fallure of sufficient inverse moments to exist for chi-square variates with low numbers of degrees of freedom. This is because the derivative of a chi-square pdf with $h$ degrees of freedom can be expressed as a rational function multiplied by the chi-square pdf with h degrees of freedom and therefore the inverse moments of chi-square pdf's will arise naturally from the Fourier transfoms of derivarives of chi-square pdf's. The fallure of such inverse moments to exist implies that the appropriate Fourier transforms of the derivatives of chi-square pdf's are not properly defined. However in the case of interest here, this does not create a problem except when the support of the statistic does not consist of $[0, \infty)$ and when $h$ is small.

### 3.4 The Joint Distribution Case

The main case considered here is that of asymptotically independent chi-square statistics. In this case the asymptotic joint distribution is easy to obtain and manipulate since it is the product of the asymptotic marginal distributions. The case of asymptotically jointly dependent chi-square statistics is much more difficult because it is harder to manipulate the asymptotic joint distribution. Furthermore, the asymptotically independent case can be covered using the techniques developed in Sections 3.2 and 3.3 whereas the asymptotically jointly dependent case woulis require new techniques.

### 3.4.1 The Jointly Independent Case

As in the univariate case there are two sub-cases: firstly, where the test criteria are exact inner product statistics: and secondly, where they are approximate inner product statistics. The exact inner products sub-case follows very directly from Section 3.2 and as before provides a leading example of the approximate inner products sub-case. In the exact inner products case it is generally possible to decompose the $\left\{s_{2}^{2}\right\}$ as $s_{2}^{2}=\gamma_{j}^{2} \gamma_{j}^{2}$ where $2=1, \ldots, k$ and where summation is over $j=1, \ldots, h_{i}$ and where

$$
\gamma^{\prime}=\left(\gamma_{1}^{1}, \ldots, \gamma_{h_{k}}^{k}\right)
$$

is asymptatically distributed as $N\left(O_{2} I_{h}\right)$ where $h=\sum_{2=1}^{k} h_{p}$. Then the characteristic function of the $\left\{s_{k}^{2}\right\}$ is:

$$
o\left(t^{1}, \ldots, t^{k}\right)=E\left[\exp \left(1 \sum_{\ell=1}^{k} t^{2}\left(\gamma_{j}^{k} \gamma_{j}^{\ell}\right)\right]\right] .
$$

However, this is Just:

$$
E\left[\exp \left(i \sum_{p=1}^{h} t_{p}\left(\gamma_{p}\right)^{2}\right)\right]
$$

with appropriate subsets of the $\left\{t_{p}\right.$ \} set to equal the various elements of $\left\{t^{\ell}\right\}$. Therefore the methods of Section 3.2.2 can be used to approximate the joint characteristic function of the $\left\{\left(\gamma_{p}\right)^{2} ; p=1 \ldots, h\right\}$, producing an expansion of the form in Equation (22). Rather than setting $t_{p}=t(p=1, \ldots, h)$ as in Section 3.2 .3 and so obtaining the approximate characteristic function of the sum of squares, we set various sub-groups of the $\left\{t_{p}\right\}$ equal to each other. The expansion for the joint characteristic function of the sums of squares is then:

$$
\begin{aligned}
& { }_{0}\left(t^{2}, \ldots, t^{k}\right)=\left[\prod_{r=1}^{k}\left(1-2 i t^{r}\right)^{-h} r^{\prime 2}\right\}\left[1+a_{0}\right] \\
& +\left[\sum_{r=1}^{k} a_{r}\left(1-2 i t^{r}\right)^{-\frac{1}{2}}\right]+\left[\sum_{r=1}^{k} \sum_{s=1}^{k} a_{r s}\left(1-2 i t^{r}\right)^{-\frac{1}{2}}\left(1-2 i t^{s}\right)^{-\frac{1}{2}}\right] \\
& \left.+\left[\sum_{r=1}^{k} \sum_{s=1}^{k} \sum_{t=1}^{k} a_{r s t}\left(1-2 i t^{r}\right)^{-\frac{1}{2}}\left(1-21 t^{s}\right)^{-\frac{1}{2}}\left(1-2 i t^{t}\right)^{-\frac{1}{2}}\right]\right\}+0\left(T^{-3 / 2}\right)(46)
\end{aligned}
$$

where the (a) are all of $O\left(\mathrm{~T}^{-1}\right.$ ), expressed in a similar form to that of Equation (26). The corresponding expansion for the pdf of $\left\{s_{2}^{2}\right\}$ is then :

$$
\begin{aligned}
& \text { p.d.f. }\left(s_{1}^{2} \ldots \ldots, s_{k}^{2}\right)=\left\{\underset{\ell: 1}{\prod_{h_{h}}} x_{l}^{2}\left(s_{l}^{2}\right)\right\}\left(1+b_{0}\right) \\
& +\left(\sum_{r=1}^{k} b_{r}\left[\prod_{\ell \neq r}^{k} x_{h}^{2}\left(s_{l}^{2}\right)\right] x_{h r}^{2}+2\left(s_{r}^{2}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \left.+{\underset{r}{2}}_{\frac{k}{r}}^{r} b_{r r}\left[\prod_{\ell \& r}^{k} x_{h_{l}^{2}}^{k}\left(s_{l}^{2}\right)\right] x_{h_{r}}^{2}+4\left(s_{r}^{2}\right)\right\}
\end{aligned}
$$

where the (b) are all of $O\left(T^{-1}\right)$ and where $x_{h}^{2}(x)=\left[x^{(h / 2)-1} e^{-(x / 2)}\right]$ / $\left[2^{(h / 2)} r^{(h / 2)}\right]$, (the pof of a central chi-square with $h$ degrees of freedom). This Equation resembles Equation (27) which gives the expansion for the pdf of an exact sum of squares. Lastly, (47) can be integrated with respect to the $\left\{s_{l}^{2}\right\}$ to obtain the expansion for the $c d f$ of the $\left\{s_{i}^{2}\right\}$ :

$$
\begin{aligned}
& \operatorname{Pr}\left\{s_{\underline{4}}^{2} \leqslant x_{e}^{2} ; \varepsilon-1, \ldots, k\right\} \\
& \left.\left.=\left\{\prod_{i=1}^{k} \xi_{h_{2}}^{2}\left(x_{2}^{2}\right)\right)\left(1+b_{0}\right)+\sum_{r=1}^{k} b_{r} \sum_{k \neq r}^{k} \xi_{h}^{2}\left(x_{k}^{2}\right)\right] \epsilon_{h_{r}^{2}}^{2}+2\left(x_{r}^{2}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\underset{r}{k} b_{r r}\left[\prod_{\ell \mu r}^{k} \varepsilon_{h_{\ell}}^{2}\left(x_{2}^{2}\right)\right] \xi_{h_{r}+4}^{2}\left(x_{r}^{2}\right)\right\}
\end{aligned}
$$

$$
\begin{align*}
& \left.+\underset{r}{\left\{\sum^{b}\right.} \underset{r r r}{k}\left[\prod_{e f r}^{k} \xi_{2}^{2}\left(x_{2}^{2}\right)\right] E_{h_{r}}^{2}+6\left(x_{r}^{2}\right)\right\}+0\left(T^{-3 / 2}\right) \tag{48}
\end{align*}
$$

where the $\{b\}$ are the same coefficients as in Equation (47) and $\hat{F}_{h}^{2}\left(x^{2}\right)$ is the cdf of central chi-square with $h$ degrees of freedom: this equation resembles Equation (28).

By letting $x_{2}^{2}+\infty$ for $2=g+1 \ldots, \ldots$ in Equation (48) it is possible to obtain the expansion for the joint cdf of $\left\{s_{r}^{2}\right\}(r=1 \ldots . . . g)$. An expansion for the $c d f$ of $\left\{s_{j}^{2}\right\}\{j=g+1, \ldots, k)$ conditional on $\left\{s_{r}^{2} \leqslant x_{r}^{2}\right\}(r=1, \ldots, g)$ can then be constructed using Equation (48) and the formula:
$\operatorname{Pr}\left\{s_{j}^{2} \leqslant x_{j}^{2}(j=g+1, \ldots, k) \mid s_{r}^{2} \leqslant x_{r}^{2}(r=1, \ldots, g)\right\}$
$=\frac{\operatorname{Pr}\left\{s_{\ell}^{2} \leqslant x_{\ell}^{2}(\ell=1, \ldots, k)\right\}}{\operatorname{Pr}\left\{s_{r}^{2} \leqslant x_{r}^{2}(r=1, \ldots, g)\right\}}$
Since $\begin{aligned} & \operatorname{Pr}\left\{s_{r}^{2} \leqslant x_{r}^{2}(r=1, \ldots, g)\right\}=\left[\prod_{r=1}^{g} \xi_{r}^{2}\left(x_{r}^{2}\right)\right]+\text { terms } 0\left(T^{-1}\right) \\ & +0\left(T^{-3 / 2}\right)\end{aligned}$
therefore $\left[\operatorname{Pr}\left(s_{r}^{2} \leqslant x_{r}^{2}(r=1, \ldots, g)\right)\right]^{-1}=\left[\begin{array}{c}g \\ \prod_{r=1} \xi_{h_{r}}^{2}\left(x_{r}^{2}\right)\end{array}\right]^{-1}\left[1+\right.$ terms $\left.O\left(T^{-1}\right)\right]$

$$
+0\left(T^{-3 / 2}\right)
$$

Thus the conditional probability that $\left\{s_{j}^{2} \leq x_{j}^{2} ; j=3+1, \ldots, k\right\}$ jiven \{ $s_{r}^{2} \leqslant x_{r}^{2} ; r=1, \ldots g$ \}can be expanded as the asymptotic distribution $\operatorname{term}\left[\sum_{j=g+1}^{k} \varepsilon_{h_{j}^{2}}^{2}\left(x_{j}^{2}\right)\right]$ which is $0(1)$ plus a set of terms which are $O\left(T^{-1}\right)$ with an error of $0\left(\mathrm{~T}^{-3 / 2}\right)$.

The approximate inner products sub-case is rather more complicated than the exact inner product sub-case. We will assume that all the statistics can be expanded in the form of Equation (29) so that:

$$
\begin{align*}
& \exp \left\{i \sum_{r=1}^{k} t^{r} s_{r}^{2}\right\}=\underset{r=1}{\exp \left(i \sum\right.} t^{r}\left[\left(\lambda_{j}^{r} r_{j}^{r}\right)+\left(b_{0}^{r}\right)+\left(b_{j}^{r} \lambda_{j}\right)+\left(b_{j k}^{r} \lambda_{j} \lambda_{k}\right)\right. \\
& +\left(b_{j k \ell}^{r}{ }_{j} j_{k} \lambda_{\ell}\right)+\left(b_{\left.\left.\left.j k \ell m_{j} \lambda_{k} \lambda_{\ell} \lambda_{m}\right)\right]\right\}+o_{p}\left(T^{-3 / 2}\right), ~(r)}^{r}\right. \\
& =\exp \left\{i \sum_{t=1}^{k} t^{r}\left(\lambda_{j}^{r} \lambda_{j}^{r}\right)\right\}\left[1+\sum_{r=1}^{k}\left(i t^{r}\right)\left(\left(b_{0}^{r}\right)+\left(b_{j}^{r} \lambda_{j}\right)\right.\right. \\
& \left.+\left(b_{j k}^{r} \lambda_{j} \lambda_{k}\right)+\left(b_{j k \ell}^{r} \lambda_{j} \lambda_{k} \lambda_{\ell}\right)+\left(b_{j k \ell m}^{r} \lambda_{j} \lambda_{k} \lambda_{\ell} \lambda_{m}\right)\right\} \\
& +\sum_{r=1}^{k} \sum_{s=1}^{k}\left(i t^{r}\right)\left(i t^{s}\right)\left(\frac{1}{2}\left(b_{0}^{r}\right)\left(b_{0}^{s}\right)+\left(b_{0}^{r_{b}}{ }_{j}^{s} \lambda_{j}\right)+\left(b_{0}^{r_{b}^{s}}{ }_{j k} \lambda_{j} \lambda_{k}\right)\right. \\
& +\left(b_{0}^{r_{b}}{ }_{j k \ell}^{s} \lambda_{j} \lambda_{k} \lambda_{\ell}\right)+\frac{1}{2}\left(b_{j}^{r_{b}}{ }_{k}^{s} \lambda_{j} \lambda_{k}\right)+\left(b_{j}^{r_{j}}{ }_{k \ell} \lambda_{j} \lambda_{k} \lambda_{\ell}\right) \\
& +\left(b_{j}^{r_{j}} b_{k \ell m}^{s} j_{j} \lambda_{k}{ }_{\ell} \lambda_{m}\right)+\frac{1}{2}\left(b_{j k}^{r} b_{\ell m}^{s} \lambda_{j} \lambda_{k}{ }_{\ell} \lambda_{m}\right)+\left(b_{j k}^{r} b_{\ell m p}^{s} \lambda_{j} \lambda_{k}{ }_{\ell} \lambda_{m} \lambda_{p}\right) \\
& \left.\left.+\frac{1}{2}\left(b_{j k \ell}^{r} b_{m p q}^{s} \lambda_{j} \cdots \lambda_{q}\right)\right\}\right]+o_{p}\left(T^{-3 / 2}\right) \tag{49}
\end{align*}
$$

where $x$ is an $n$-vector $\left(h=\sum_{r=1}^{k} h_{r} n\right)$ which includes all the $\left\{\lambda_{j}^{r}\right\}$ and which is asymptotically distributed as $N\left(O, I_{n}\right)$. In (49) all the $\{b\}$ coefficients are $O\left(T^{-\frac{1}{2}}\right)$ except the $\left\{b_{j k \ell_{m}}^{r}\right\}$ which are $O\left(T^{-1}\right)$ (as in Equation (29)). Equation (49) resembles Equation (31) and can be rewritten:

$$
\begin{aligned}
& \exp \left\{1 \sum_{r=1}^{k} t^{r} s_{r}^{2}\right\}=\exp \left\{1 \sum_{r=1}^{k} t^{r}\left(\lambda_{j}^{r} \lambda_{j}^{r}\right)\right\}\left[1+\left(1 t^{r}\right)\left(c_{0}^{r}\right)+\left(1 t^{r}\right)\left(c_{j}^{r} \lambda_{j}\right)\right. \\
& +\left(i t^{r}\right)\left(c_{j k}^{r} \lambda_{j} \lambda_{k}\right)+\left(i t^{r}\right)\left(c_{j k \ell}^{r} \lambda_{j} \lambda_{k} \lambda_{\ell}\right)+\left(i t^{r}\right)\left(c_{j k 2 m j_{j}}^{r} \lambda_{k} \lambda_{e} \lambda_{m}\right) \\
& +\left(1 t^{r}\right)\left(1 t^{s}\right)\left(c_{0}^{r s}\right)+\left(1 t^{r}\right)\left(1 t^{s}\right)\left(c_{j}^{r s} \lambda_{j}\right)+\left(1 t^{r}\right)\left(1 t^{s}\right)\left(c_{j k}^{r s} \lambda_{j} \lambda_{k}\right) \\
& +\left(1 t^{r}\right)\left(1 t^{s}\right)\left(c_{j k e^{\lambda} j^{\lambda_{k}} k_{l}}^{r s}\right)+\left(1 t^{r}\right)\left(1 t^{s}\right)\left(c_{\left.j k \ell m^{\prime} j^{r s} \lambda^{\prime} \lambda_{\ell} \lambda_{m}\right)}\right. \\
& \left.+\left(1 t^{r}\right)\left(1 t^{s}\right)\left(c_{j k \ell m p}^{r s} A_{j} \cdots \lambda_{p}\right)+\left(1 t^{r}\right)\left(1 t^{s}\right)\left(c_{j k \operatorname{rspq} q^{2}}^{\lambda_{j}} \cdots \lambda_{q}\right)\right] \\
& +0_{p}\left(T^{-3 / 2}\right) \\
& =\left[\exp \left[1 \underset{r=1}{k} t^{r}\left(\lambda_{j}^{r} \lambda_{j}^{r}\right)\right]\left[P_{T}(\lambda, 1 t)\right]+0_{p}\left(T^{-3 / 2}\right)\right.
\end{aligned}
$$

$$
\text { where } \begin{aligned}
& c_{0}^{r}=b_{0}^{r}=0\left(T^{-\frac{1}{2}}\right) \\
& c_{j}^{r}=b_{j}^{r}=0\left(T^{-\frac{1}{2}}\right) \\
& c_{j k}^{r}=b_{j k}^{r}=0\left(T^{-\frac{1}{2}}\right) \\
& c_{j k \ell}^{r}=b_{j k \ell}^{r}=0\left(T^{-\frac{1}{2}}\right) \\
& c_{j k \ell m}^{r}=b_{j k \ell m}^{r}=0\left(T^{-1}\right) \\
& c_{0}^{r}=i b_{0}^{r_{0}^{s}}=0\left(T^{-1}\right) \\
& c_{j}^{r s}=b_{0}^{r_{b} s}=0\left(T^{-1}\right)
\end{aligned}
$$

$$
\begin{align*}
& c_{j k}^{r s}=b_{0}^{r} b_{j k}^{s}+\frac{1}{s} b_{j}^{r} b_{k}^{s}=0\left(T^{-1}\right) \\
& c_{j k \ell}^{r s}=b_{0}^{r} b_{j k \ell}^{s}+b_{0}^{r} b_{k \ell}^{s}=0\left(T^{-1}\right) \\
& c_{j k \ell m}^{r s}=b_{j}^{r} b_{k \ell m}^{s}+\frac{1}{s} b_{j k}^{r} b_{l e m}^{s}=0\left(T^{-1}\right) \\
& c_{j k \ell m p}^{r s}=b_{j k}^{r} b_{k m p}^{s}=0\left(T^{-1}\right) \\
& c_{j k \ell m p q}^{r s}=\frac{1}{r} b_{j k \ell}^{r} b_{\text {mpq }}^{r}=0\left(T^{-1}\right) . \tag{50}
\end{align*}
$$

As before a multivariate Edgeworth expansion for the pdf of the $\lambda$ can be found using the methods in Section 3.2.1 and takes the same form as Equation (32). Thus the joint characteristic function of the $\left\{s_{r}^{2}\right\}$ can be obtained by combining Equations (32) and (50) in the same way that Equations (31) and (32) are combined to produce Equations (33) and (34). Ihus:
$\sigma\left(t^{1}, \ldots, t^{k}\right)=E\left[\exp \left\{i \sum_{r=1}^{k} t^{r} s_{r}^{2}\right\}\right]$
$=\operatorname{sexp}\left(\sum_{t=1}^{k} t^{r}\left(\lambda_{j} r_{j} r_{j}\right) H(\lambda) P_{T}(\lambda, 1 t) Q_{T}(\lambda) d \lambda+0\left(T^{-3 / 2}\right)\right.$
$=\int \exp \left(\sum_{r=1}^{k} t^{r}\left(\lambda_{j}^{r} \lambda_{j}^{r}\right) H_{i}(\lambda) R_{T}(\lambda, i t) d \lambda\right.$
where $R_{T}\left(\lambda_{0} i t\right)=1+\left(e_{0}\right)+\left(e_{j} \lambda_{j}\right)+\left(e_{j k} \lambda_{j} \lambda_{k}\right)$

$$
+\left(e_{j k \ell} \lambda_{j} \lambda_{k} \lambda_{\ell}\right)+\left(e_{j k \ell m} \lambda_{j} \ldots \lambda_{m}\right)
$$

$$
+\left(e_{j k \& m p} \lambda_{j} \ldots \lambda_{p}\right)+\left(e_{j k \ell m p q} \lambda_{j} \ldots \lambda_{q}\right)
$$

with $e_{0}=\left(e_{0}^{0}\right)+\left(i t^{r}\right)\left(e_{0}^{r}\right)+\left(i t^{r}\right)\left(i t^{s}\right)\left(e_{0}^{r s}\right)$ and similarly for $\left(e_{j}\right), \ldots,\left(e_{j k \varepsilon_{m p q}}\right)$ :

$$
\begin{align*}
& \text { and where } e_{0}^{0}=d_{0}=0\left(T^{-i}\right) ; e_{j}^{0}=d_{j}=0\left(T^{-\frac{1}{2}}\right) \text {; } \\
& e_{j k}^{o}=d_{j k}-O\left(T^{-1}\right) ; e_{j k \ell}^{0}=d_{j k \ell}=0\left(T^{-\frac{1}{2}}\right) ; \\
& e_{j k \& m}^{o}=d_{j k \ell m}=0\left(T^{-1}\right) ; e_{j k \ell m p}^{0}=0 \text { : } \\
& e_{j k \& m p q}^{o}-d_{j k \ell m p q}=0\left(T^{-1}\right) \text { : } \\
& e_{0}^{r}=c_{0}^{r}=0\left(T^{-\frac{1}{2}}\right) ; e_{j}^{r}=c_{j}^{r}+c_{0}^{r} d_{j}=0\left(T^{-\frac{1}{2}}\right) ; \\
& e_{j k}^{r}=c_{j k}^{r}+d_{j} c_{k}^{r}=0\left(T^{-\frac{1}{2}}\right)_{i} \\
& e_{j k \ell}^{r}=c_{j k 2}^{r}+d_{j} c_{k 2}^{r}+c_{0}^{r} d_{j k \ell}=0\left(T^{-\frac{1}{2}}\right): \\
& e_{j k \ell m}^{r}=\varepsilon_{j k \ell m}^{r}+d_{j k \ell m} c_{k}^{r}+d_{j k \ell} c_{m}^{r}=O\left(T^{-1}\right) ; \\
& e_{j k \& m p}^{r}=d_{j k \ell} c_{m p}^{r}=O\left(T^{-1}\right) ; \\
& e_{j k \& m p q}^{r}=d_{j k i} c_{m p q}^{r}=0\left(T^{-1}\right): \\
& \text { and all the }\left\{e^{r s} \text { ) coefficients are } O\left(T^{-1}\right)\right. \text {. } \tag{51}
\end{align*}
$$

As before the odd powers of $\lambda$ vanish and we can integrate out directly

Defining those elements of $\lambda$ which do enter this term as $v$ (an $h$-vector) then:

$$
\sigma\left(t^{1}, \ldots, t^{k}\right)=\int \exp \left(1 \sum_{r=1}^{k} t^{r}\left(r_{j}^{r} r_{j}^{r}\right) h(r) S_{\gamma}(r, i t) d \gamma+0\left(T^{-3 / 2}\right)\right.
$$

where $\left.S_{T}(\gamma, 1 t)=1+\left(t_{o}\right)+\left(g_{j} \gamma_{j}^{2}\right)+\left(g_{j k} \gamma_{j}^{2} \gamma_{k}^{2}\right)+g_{j k \ell} \gamma_{j}^{2} \gamma_{k}^{2} \gamma_{i}^{2}\right)$
with

$$
\begin{align*}
& g_{0}=\left(g_{0}^{0}\right)+\left(1 t^{r}\right)\left(g_{0}^{r}\right)+\left(1 t^{r}\right)\left(1 t^{s}\right)\left(g_{0}^{r s}\right)=0\left(T^{-\frac{1}{2}}\right) \\
& g_{j}=\left(g_{j}^{0}\right)+\left(1 t^{r}\right)\left(g_{j}^{r}\right)+\left(1 t^{r}\right)\left(1 t^{s}\right)\left(g_{j}^{r s}\right)=0\left(T^{-\frac{1}{2}}\right) \\
& g_{j k}=\left(g_{j k}^{0}\right)+\left(1 t^{r}\right)\left(g_{j k}^{r}\right)+\left(1 t^{r}\right)\left(1 t^{s}\right)\left(g_{j k}^{r s}\right)=0\left(T^{-1}\right) \\
& g_{j k \ell}=\left(g_{j k \ell}^{0}\right)+\left(1 t^{r}\right)\left(g_{j k \ell}^{r}\right)+\left(1 t^{r}\right)\left(1 t^{s}\right)\left(g_{j k \ell}^{r s}\right)=0\left(T^{-1}\right) \tag{52}
\end{align*}
$$

where as in Equation (37) all the \{g\} coefficients are $O\left(T^{-1}\right)$ except $\left\{g_{0}^{r}\right\}$ and $\left\{g_{j}^{r}\right\}$ which are $O\left(T^{-\frac{1}{2}}\right)$. The typical term in this expansion is then:

$$
\begin{align*}
& \operatorname{fexp}\left[\sum_{r=1}^{k} t^{r}\left(r_{j}^{r} r_{j}^{r}\right)\right](r) r_{j}{ }^{2 p_{j}}{ }_{r_{k}}{ }^{2 p_{k}}{ }_{r_{\ell}}^{2 p_{l}} d r_{i}  \tag{53}\\
& j, k, \ell=1, \ldots, h ; p_{j}, p_{k}, p_{\ell} \geqslant 0 ; p_{j}+p_{k}+p_{\ell}=0,1,2,3
\end{align*}
$$

multiplied by a quadratic in (it). Since the quadratic in (it) does not affect the integration with respect to $r$ we can temporarily ignore it and consider the term:

$$
\begin{aligned}
& \int \exp \left\{i t_{j} \gamma_{j}^{2}\right\} i(\gamma) \gamma_{j}{ }^{2 p}{ }_{j_{\gamma_{k}}}{ }^{2 p_{k^{\prime}}}{ }^{2} p_{\ell}{ }_{d \gamma} \\
& =\left[\prod_{b \neq j, k, l}\left(1-2 i t_{b}\right)^{-\frac{1}{2}}\right]\left[\prod_{a=j, k, l}\left(1-2 i t_{a}\right)^{-\left(\frac{1}{2}+p_{a}\right)}\left\{\frac{\left(2 p_{a}\right)!}{2^{\left(P_{a}\right)}\left(p_{a}\right)!}\right\}\right]
\end{aligned}
$$

following Equation (21). Then setting the appropriate subsets of $\left\{t_{j}\right\}$ equal to the corresponding $\left\{\mathrm{t}^{\mathrm{r}}\right.$ \} evaluates the integral in Equation (53). Multiplying this by the appropriate quadratic in (it) and summing up all the terms in Equation (52) gives an expansion of the form:

$$
\begin{align*}
& \sigma\left(t^{1}, \ldots, t^{k}\right)=\left\{\prod_{u=1}^{k}\left(1-2 i t^{u}\right)^{-h} u^{2}\right\}\left[1+s_{0}\right]+\left[\sum_{u=1}^{k} s_{u}\left(1-2 i t^{u}\right)^{-\frac{1}{2}}\right] \\
& +\left[\begin{array}{cc}
\sum_{u=1}^{k} & \left.\sum_{v=1}^{k} s_{u v}\left(1-2 i t^{u}\right)^{-\frac{1}{2}}\left(1-2 i t^{v}\right)^{-\frac{1}{2}}\right]
\end{array}\right. \\
& \left.+\left[\sum_{u=1}^{k} \sum_{v=1}^{k} \sum_{w=1}^{k} s_{u v w}\left(1-2 i t^{u}\right)^{-\frac{1}{2}}\left(1-2 i t^{v}\right)^{-\frac{1}{2}}\left(1-2 i t^{w}\right)^{-\frac{1}{2}}\right]\right)+O\left(T^{-3 / 2}\right) \\
& \text { where } s_{0}=\left(s_{0}^{0}\right)+\left(i t^{r}\right)\left(s_{0}^{r}\right)+\left(i t^{r}\right)\left(i t^{s}\right)\left(s_{0}^{r s}\right)=0\left(T^{-\frac{1}{2}}\right) \text {; } \\
& s_{u}=\left(s_{u}^{0}\right)+\left(i t^{r}\right)\left(s_{u}^{r}\right)+\left(i t^{r}\right)\left(i t^{s}\right)\left(s_{u}^{r s}\right)=0\left(T^{-\frac{1}{2}}\right) ; \\
& s_{u v}=\left(s_{u v}^{0}\right)+\left(i t^{r}\right)\left(s_{u v}^{r}\right)+\left(i t^{r}\right)\left(i t^{s}\right)\left(s_{u v}^{r s}\right)=0\left(T^{-1}\right) ; \\
& s_{u v W}=\left(s_{u V W}^{o}\right)+\left(i t^{r}\right)\left(s_{u v W}^{r}\right)+\left(i t^{r}\right)\left(i t^{s}\right)\left(s_{u v i t}^{r s}\right)=0\left(T^{-1}\right) ; \tag{54}
\end{align*}
$$

with all the $\{s\}$ coefficients of $O\left(T^{-1}\right)$ except $\left\{s_{0}^{r}\right\}$ and $\left\{s_{u}^{r}\right\}$ which are of $0\left(T^{-\frac{1}{2}}\right)$. This is the approximate inner products sub-case equivalent of Equation (46) in the exact inner products sub-case (NB. the (s) coefficients should not be confused with the ( $s^{2}$ ) which are the statistics). Equation (54) can then be inverted to give the expanstons for the probability density and cumulative distribution functions of the $\left(s_{2}^{2}\right)$ statistics.

As in Section 3.3 problems arise if any of the $\left\{h_{\mathrm{e}}\right.$ \} are less than or equal to four. This problem again arises from the behaviour of the statistic near zero and will not occur with LR statistics. It can be solved In a similar way to that discussed in Section 3.3 but as there are $k$ statistics to consider, it is naturally more complicated. When all the statistics have locally minimum values of zero or of $\mathrm{O}\left(\mathrm{T}^{-3 / 2}\right)$ then the cdf expansion for the ( $s_{i}^{2}$ ) becomes identical to Equation (48) except that the $\left\{b_{r}\right\}$ ans $b_{o}$ are of $O\left(T^{-\frac{1}{2}}\right)$ and $a l l$ the other $\{b\}$ terms are of $O\left(T^{-1}\right)$. In Equation (48) for the exact sums of squares, all the [b] coefficients are of $O\left(T^{-1}\right)$.

It seems plausible that in the jointly independent LR statistics case the $O\left(T^{-1}\right)$ terms all vanish providing that the statistics can all be expanded in the same $\lambda$ variables with each statistic in the form of Equation (45) thus extending the single LR statistic result of Barndorff-Nialsen and Cox (1984).

### 3.4.2 The Jointly Dependent Case

In this case it is impossible to express the statistics as exact or approximate inner products of disjoint sub-vectors from a vector of asymptotically independent standard nomal variates. Two alternative approaches are available: firstly, the statistics can be expressed asymptotically or exactly as idempotent quadratic forms in a common set of asymptotically independent standard normal variates $\lambda$. So in the bivariate exact case:

$$
\left.\begin{array}{l}
s_{1}^{2}=b_{j k}^{1} \lambda_{j} \lambda_{k} \\
s_{2}^{2}=b_{j k}^{2} \lambda_{j} \lambda_{k}
\end{array}\right\}\left\{b_{j k}^{2}\right\} \text { and }\left\{b_{j k}^{2}\right\} \text { are fixed }
$$

In this case Section 3.2 .1 can be used to obtain a multivariate Edgeworth expansion for the pdf of $\lambda$ in the form $\left[1(\lambda) Q_{T}(\lambda)+0\left(T^{-3 / 2}\right)\right]$ so:

$$
\begin{aligned}
& \sigma\left(t^{2}, t^{2}\right)=\int \exp \left\{\left(i t^{1}\right)\left(b_{j k}^{1} \lambda_{j} \lambda_{k}\right)+\left(1 t^{2}\right)\left(b_{j k}^{2} \lambda_{j} \lambda_{k}\right)\right\} t(\lambda) Q_{T}(\lambda) d \lambda \\
& +O\left(T^{-3 / 2}\right) .
\end{aligned}
$$

However $\int \exp \left[\left(1 t^{2}\right)\left(b_{j k}^{j} \lambda_{j} \lambda_{k}\right)+\left(1 t^{2}\right)\left(b_{j k}^{2} \lambda_{j} \lambda_{k}\right)\right\} i(\lambda) d \lambda$

$$
A\left(1-2 i t^{1}\right)^{-h_{1} / 2}\left(1-2 i t^{2}\right)^{-h_{2} / 2}
$$

and differentiating with respect to $\left(t^{r}\right)$ produces

$$
f\left(1 b_{j k}^{r} \lambda_{j} \lambda_{k}\right) \exp \left(\left(1 t^{1}\right)\left(b_{j k}^{1} \lambda_{j} \lambda_{k}\right)+\left(1 t^{2}\right)\left(b_{j k}^{2} \lambda_{j} \lambda_{k}\right)\right] i(\lambda) d \lambda
$$

The difficulty here is that the polynomial $Q_{T}(\lambda)$ has to be re-expressed in terms of sums and products of the $\left(b_{j k}^{r} \lambda_{j} \lambda_{k}\right)$ terms and it is not clear whether this can be done, and if so how.

The second approach is to express each statistic asymptotically or exactly as the inner product of asymptotically standard normal vectors but where these vectors are asymptotically jointly dependently normally distributed. It is stlll possible to obtain a multivariate Edgeworth expansion for the although since $\lambda$ is an asymptotically jointly dependent normal vector the methods of Section 3.2 .1 need to be modified slightly. Deffning $1(\lambda, \Omega)$ as the asymptotic distribution function of $\lambda \operatorname{sot}(\lambda, \Omega)=(2 \pi)^{-h / 2} \exp \left\{-\frac{1}{2} \lambda^{\prime} \Omega^{-1} \lambda\right\}$ then in the exact bivariate case :

$$
\begin{aligned}
& s_{1}^{2}=\lambda_{j}^{1} \lambda \frac{1}{j} \\
& s_{2}^{2}=\lambda_{j}^{2} \lambda \frac{2}{j}
\end{aligned}
$$

and $\left.\sigma_{T}\left(t_{1}, t_{2}\right)=E\left[\exp \left(1 t_{1}\right)\left(\lambda \frac{1}{j} \lambda_{j}^{1}\right)+\left(1 t_{2}\right)\left(\lambda \lambda_{j}^{2}\right)\right)\right]$

$$
=r \exp \left\{\left(1 t_{1}\right)\left(\lambda \frac{1}{j}^{1} \frac{1}{j}\right)+\left(i t_{2}\right)\left(\lambda_{j}^{2} \lambda_{j}^{2}\right)\right) 1(\lambda, \Omega) Q_{T}(\lambda) d \lambda_{0}
$$

In this case, however. odd power terms in $\lambda$ such as:
$\operatorname{sexp}\left\{\left(1 t_{1}\right)\left(\lambda_{j}^{1} \lambda_{j}^{1}\right)+\left(1 t_{2}\right)\left(\lambda_{j}^{2} \lambda_{j}^{2}\right)\right\}(\lambda, \Omega) \lambda_{r}^{1} \lambda_{s}^{2} d \lambda$
do not in general equal zero. Therefore they do not vanish and hence constructing the non-vanishing tems of $Q_{T}(\lambda)$ from combinations of derivatives of:

$$
\operatorname{sexp}\left\{\sum_{q=1}^{n} t_{q}\left(\lambda_{q}\right)^{2}\right) f(\lambda, \Omega) d \lambda
$$

with respect to the $\left\{t_{q}\right\}$ is not possible since these only produce even power terms in $A$. These two approaches to expressing the statistic are essentially equivalent and the problems which arise from attempting to apply the methods of Section 3.2 .2 are also essentially equivalent: in both cases the real probiem is that we cannot expand the joint cdf in terms of the derivatives of the asymptotic cdf with respect to the $\left\{\mathbf{t}_{\mathbf{q}}\right.$ \}.

### 3.5 CDF Expansions under Local Alternative Hypothesis Sequences

So far we have only considered deriving expansions for the cdf's of test statistics under the null hypothesis, i.e. examining the size properties of tests. However, it is clearly desirable to analyse the power properties of tests in addition. There is little value in considering fixed alternatives since generally power against fixed alternatives is asymptotically unity and obtaining asymptotic expansions for power at fixed alternatives is very difficult. The usual practice is to consider local alternative hypothesis sequences and this is the approach we adopt here. Thus we test $H_{0}: \phi(\theta)=0$ against $H_{A}: \phi(\theta) \neq 0$ and evaluate the power of the test at $\theta_{T}=\theta_{0}+T^{-\frac{1}{2}} \psi$ where $\phi\left(\theta_{\partial}\right)=0$ and $\psi$ is a constant vector such that $\phi\left(\theta_{T}\right)=0\left(T^{-\frac{1}{2}}\right) \neq 0$.

In the exact sum of squares case $s^{2}=\left(\lambda_{j} \lambda_{j}\right)=\sum_{j=1}^{h} \lambda_{j}^{2}$ and under a local alternative sequence then: $\lambda \xrightarrow{D} N\left(\alpha, I_{h}\right)$, i.e. the $\lambda$ are asymptotically independent unit variance but not necessarily zero mean. In fact a will depend upon $\psi, \theta_{0}$, any exogenous variables and the nature of the model; it will be invariant to any reformulation of the restrictions which maintains the null hypothesis, i.e. $\phi \rightarrow \phi^{*}$, such that $\phi^{*}(\theta)=0$ if and only if $\phi(\theta)=0$ provided rank $\left(\partial \phi / \partial \theta^{\prime}\right)=\operatorname{rank}\left(\partial \phi^{*} / \partial \theta^{\prime}\right)=\mathrm{h}$ at $\theta_{0}$. (See Sargan (1984) for a discussion of the consequences for the COMFAC test of the failure of this assumption). A somewhat more general formulation of a local alternative sequence is:

$$
H_{A}^{*}: \theta_{T}^{*}=\theta_{0}+\psi_{T}^{\star} \quad \text { where } \psi_{T}^{*}=0\left(T^{-\frac{1}{2}}\right) \text {. }
$$

In this extended case $T_{T}$ can be a vector of polynomials in $T^{-\frac{1}{2}}$. However, some infomation must be provided about the 1 imit of $T^{2} \psi_{T}^{*}$ as $T \rightarrow \infty$ otherwise it is impossible to obtain a and the asymptotic power of the test (there is little value in considaring an approximation involving tarms of $O\left(T^{-\frac{1}{2}}\right)$ and $O\left(T^{-1}\right)$ when the $O(1)$ terms are not known). Given that local alternative sequences are artificial the easiest assumption to make is that $T^{\frac{1}{4}}{ }_{T}$ is a constant.

The only way in which enters the analysis is through its effects on the multivarlate Edgeworth expansion for $\lambda$ which can be obtained using the methods of Section 3.2.1 but with a slight modification. As in Equation (1) we assume that $A$ can be expressed:

$$
\lambda \omega T^{2}\{\phi(p)-\phi(\mu)\}
$$

where $\mu=E\left\{p ; \theta_{0}\right\}$. However, under the local alternative hypothesis sequence $E\left\{p ; \theta_{T}^{*}\right\}=\mu_{T}^{*} \mu\left(\mu_{T}^{*}-\mu=O\left(T^{-2}\right)\right)$ so we ra-express $\lambda_{\text {: }}$

$$
\lambda=T^{\frac{1}{1}}\left\{(p)=\phi\left(\mu_{T}^{*}\right)\right\}+T^{\frac{1}{1}}\left\{\phi\left(\mu_{T}^{*}\right)-\phi(\omega)\right)=g(x)+a_{T}^{*}
$$ where $x=T^{\frac{1}{1}}\left(p-\mu_{T}^{*}\right)$ and $a_{T}^{*}=a+\theta_{T}$ with ${ }^{B} T^{=} O\left(T^{-\frac{1}{2}}\right)$. The methods of Section 3.2.1 can be applied to obtain an asymptotic expansion for $\varepsilon=\left(\lambda-a_{T}^{*}\right)=g(x)$ to obtain:

$$
\begin{align*}
& \text { D.d.f. (c) }=\left[(2 \pi)^{-h / 2} \exp \left\{-\frac{1}{} \varepsilon^{\prime} \varepsilon\right\}\right]\left[1+\left(c_{0}\right)+\left(c_{j} \varepsilon_{j}\right)\right. \\
& +\left(c_{j k} \varepsilon_{j} \varepsilon_{k}\right)+\left(c_{j k \ell} \varepsilon_{j} \varepsilon_{k} \varepsilon_{\ell}\right)+\left(c_{j k \ell m} \varepsilon_{j} c_{k} \varepsilon_{\ell} \varepsilon_{m}\right)+\left(c_{j k 2 m p} c_{j} \varepsilon_{k} \varepsilon_{\ell} \varepsilon_{m} \varepsilon_{p}\right) \\
& \left.+\left(c_{j k \& \operatorname{mpq}_{j}}^{\varepsilon_{j}} \cdots c_{q}\right)\right]+0\left(T^{-3 / 2}\right) \\
& \text { with } c_{o}=\left(T^{-\frac{1}{2}}\right): c_{j}=O\left(T^{-\frac{1}{2}}\right) ; c_{j k}=O\left(T^{-\frac{1}{2}}\right) ; c_{j k \ell}=O\left(T^{-\frac{1}{2}}\right) \\
& c_{j k 2 \pi}=0\left(T^{-1}\right) ; c_{j k \& m p}=0\left(T^{-1}\right) ; c_{j k \& m p q}=0\left(T^{-1}\right) . \tag{55}
\end{align*}
$$

Since $a_{T}^{*}$ is non-stochastic and does not depend on $A$ then the Jacobian of the transformation frome to $A$ is unity. Also we have:

$$
\begin{align*}
& \left.\left.\exp \left\{-\frac{1}{2} \varepsilon^{\prime} c\right\}=\exp \left\{-\frac{1}{2}\left[(\lambda-a)-B_{T}\right] \text { '[( } \lambda-a\right)-B_{T}\right]\right\} \\
& =\exp \left(-\frac{1}{2}(\lambda-\alpha) \cdot(\lambda-\alpha)+\beta_{T}^{\prime}(\lambda-\alpha)-\frac{1}{\beta_{T}^{\prime}} \beta_{T}\right) \\
& =\exp \left\{-\frac{1}{2}(\lambda-a)^{\prime}(\lambda-a)\right]\left[1+B_{T}^{+}(\lambda-a)=\frac{1}{2} B_{T}^{1} \beta_{T}\right. \\
& +\left\{(0 ; T(\lambda-a))^{2}\right]+O\left(T^{-3 / 2}\right) \text {. } \tag{56}
\end{align*}
$$

Equation (56) can then be used to expand Equation (55) to have a leading term which is a jointly independent standard normal density in ( $\lambda-a$ ) (1.e. the asymptotic density function of ( $A-\alpha)$ ) multiplied by a polynomial in $\lambda$. Since the lacobian of the transformation from $\varepsilon$ to $\lambda$ is unity then this gives a multivariate Edgeworth expansion for the joint pdf of $\lambda$ :

$$
\begin{aligned}
& \text { p.d.f. }(\lambda)=\left[(2 \pi)^{-h / 2} \exp \left(-\frac{1}{2}(\lambda-a)^{\prime}(\lambda-a)\right]\right]\left[1+\left(d_{0}\right)\right. \\
& +\left(d_{j} \lambda_{j}\right)+\left(d_{j k} \lambda_{j} \lambda_{k}\right)+\left(d_{j k \ell} \lambda_{j} \lambda_{k} \lambda_{l}\right)+\left(d_{j k \ell m} \lambda_{j} \lambda_{k} \lambda_{\ell} \lambda_{m}\right)
\end{aligned}
$$

where $\left(d_{0}\right),\left(d_{j}\right),\left(d_{j k}\right),\left(d_{j k \ell}\right)$ are $O\left(T^{-\frac{1}{2}}\right)$

$$
\begin{equation*}
\left\{d_{j k \& ⿴}\right\},\left\{d_{j k \& m p}\right\},\left\{d_{j k \& m p q}\right\} \text { are } O\left(T^{-1}\right) \text {. } \tag{57}
\end{equation*}
$$

This differs slightly from Equation (14) in the orders of magnitude and by the inclusion of a fifth order term in $\lambda$; this arises because a has a limiting normal distribution with non-zero mean. With this miltivariate Edgeworth expansion for the pdf of $\lambda$ we can now proceed to analyse the expansion for the caff of $\mathbf{s}^{\mathbf{2}}$. As before the simplest case to consider
is that of a single exact sum of squares test statistic. The characteristic function of the statistic is given as:

$$
\begin{align*}
& o(t)=E\left[\exp \left\{1 \text { ss }^{2}\right\}\right]=\int \exp \left(1 t \lambda_{j} \lambda_{j}\right\}(2 m)^{-h / 2} \exp \left(-\frac{1}{2}\left(\lambda_{j} \lambda_{j}\right)\right. \\
& \left.+\left(\lambda_{j} a_{j}\right)-j\left(a_{j} a_{j}\right)\right]\left[1+\left(d_{0}\right)+\left(d_{j} \lambda_{j}\right)+\left(d_{j k} \lambda_{j} \lambda_{k}\right)+\left(d_{j k 2} \lambda_{j} \lambda_{k} \lambda_{i}\right)\right. \\
& \left.+\left(d_{j k \ell m} \lambda_{j} \lambda_{k} \lambda_{k} \lambda_{m}\right)+\left(d_{j k \ell m p} j_{j} \lambda_{k} \lambda^{\lambda_{m}}{ }^{\lambda} p\right)+\left(d_{j k \ell m p q} \lambda_{j} \lambda_{k} \lambda^{\lambda} \lambda_{m} \lambda_{p} \lambda_{q}\right)\right] d \lambda \\
& +O\left(T^{-3 / 2}\right) \text {. } \tag{58}
\end{align*}
$$

The general term is equal to a coefficient multiplied by:

$$
\begin{aligned}
& \int\left\{\prod_{j=1}^{h} \exp \left\{1 t \lambda_{j}^{2}\right\}(2 \pi)^{-\frac{1}{2}} \exp \left\{-\frac{1}{2} \lambda_{j}^{2}+\lambda_{j} \alpha_{j}-\frac{1}{2} \alpha_{j}^{2}\right\}\right) \\
& \text { - } \lambda_{a}^{P_{a}} \lambda_{b} p_{b}{ }_{c}{ }_{c} c_{\lambda_{d}}^{P_{d}}{ }_{\lambda_{e}} e_{\lambda_{f}}^{D_{f}} d \lambda \\
& =\left[\pi_{j}, b, c, d, e, f \exp \left(\left\{t \lambda_{r}^{2}\right)(2 \pi)^{-\frac{1}{2}} \exp \left(-\frac{1}{2} \lambda_{j}^{2}+a_{j} \lambda_{j}-\frac{1}{2} a_{j}^{2}\right) d \lambda_{j}\right]\right. \\
& {\left[\prod_{r=a, b, c, d, e, f} \operatorname{sexp}\left\{1 t \lambda_{r}^{2}\right\}(2 \pi)^{-\frac{1}{2}} \exp \left\{-\frac{1}{2} \lambda_{r}^{2} a_{r} \lambda_{r}-\frac{1}{2}+a_{r} \lambda_{r}-\frac{1}{2} a_{r}^{2}\right\} \lambda_{r}{ }^{P_{r}} d \lambda_{r}\right]}
\end{aligned}
$$

where $P_{a}, P_{b}, P_{c}, P_{d}, P_{e}, P_{f} \geqslant 0$

$$
\begin{equation*}
p_{\mathrm{a}}+D_{\mathrm{b}}+p_{\mathrm{c}}+p_{\mathrm{d}}+p_{\mathrm{e}}+p_{\mathrm{f}}<6 \tag{59}
\end{equation*}
$$

Since the asymiptotic distribution of $\lambda$ is normal with a non-zero mean the odd powers teris in $\lambda$. 1.e. $\lambda_{r}^{P}$ where $p=2 k+1(k=0,1,2)$, do not vanish on integration. This is sinilar to the problem in the jointly dependent case where powers of $\lambda$ such as $\lambda_{r} \lambda_{s}$ ( $r$ ( $\boldsymbol{s}$ ) do not vanish on Integration. The solution to the problem here is to differentiate terms of the form:

$$
\begin{equation*}
\int \exp \left[1 t \lambda_{r}^{2}\right](2 \pi)^{-\frac{1}{2}} \exp \left\{-\frac{1}{2}\left(\lambda_{r}-\alpha_{r}\right)^{2}\right\} d \lambda r \tag{60}
\end{equation*}
$$

with respect to the $\left\{a^{r}\right\}$ rather than with respect to $t$. Assuming that integration with respect to $\lambda_{r}$ and differentiation with respect to $a_{r}$ can be interchanged then:

$$
\frac{\partial}{\partial a_{r}}\left[\exp \left[-\frac{1}{2}\left(\lambda_{r}-a_{r}\right)^{2}\right\}\right]=\left(\lambda_{r}-a_{r}\right) \exp \left\{-\frac{1}{2}\left(\lambda_{r}-a_{r}\right)\right\} .
$$

This can be used to evaluate terms of the form of Equation (60):

$$
\begin{aligned}
& \text { fexp }\left\{1 t \lambda_{r}^{2}\right\}(2 \pi)^{-\frac{1}{2}} \exp \left(-\frac{1}{2}\left(\lambda_{r}-a_{r}\right)^{2}\right\} \lambda_{r} d \lambda_{r} \\
& =\int \exp \left(1 t \lambda_{r}^{2}\right)(2 \pi)^{-\frac{1}{2}} \exp \left\{-\frac{1}{2}\left(\lambda_{r}-\alpha_{r}\right)^{2}\right\}_{r} d \lambda_{r} \\
& +\operatorname{sexp}\left(i t \lambda_{r}^{2}\right\}(2 \pi)^{-\frac{1}{2}} \frac{\partial}{\partial a_{r}}\left[\exp \left(-\frac{1}{2}\left(\lambda_{r}-a_{r}\right)^{2}\right\}\right] d \lambda_{r} \\
& =\left[a_{r}+\left(\frac{\partial}{\partial a_{r}}\right)\right] \int \exp \left[1 t \lambda_{r}^{2}\right\}(2 \pi)^{-\frac{1}{2}} \exp \left[-\frac{1}{2}\left(\lambda_{r}-a_{r}\right)^{2}\right\} d \lambda_{r}
\end{aligned}
$$

using an operator notation. The characteristic function of a non-central chi-square with $k$ degrees of freedom and non-centrality parameter $\mathbf{r}^{\mathbf{2}}$ (when $k=1$ this is the characteristic function of the square of a normal variate with mean $y$ and variance unity) is given as:

$$
\begin{aligned}
r_{k}^{2}\left(t_{i} \gamma^{2}\right) & =\sum_{s=1}^{k} \int(2 \pi)^{-\frac{1}{2}} \exp \left(1+x_{s}^{2}\right) \exp \left(-\frac{1}{\left.\left(x_{s}-\gamma_{s}\right)^{2}\right) d x_{s}, \quad r^{2}=\sum_{s=1}^{k} \gamma_{s}^{2} ;}\right. \\
& =\sum_{j=0}^{\infty} \frac{r^{2 j_{e}}-\left(\gamma^{2} / 2\right)}{2^{j} j!}(1-21 t)^{-(k+2 j) / 2}
\end{aligned}
$$

(from Rao (1973). p.182). 51fferentlating this characteristic function with respect to $Y$ gives :
$\left.\frac{\partial}{\partial r}\left[r_{k}^{2}\left(t ; r^{2}\right)\right]=\frac{\partial}{\partial r} \sum_{j=0}^{\bar{r}} \frac{r^{2 j} e^{-\left(r^{2} / 2\right)}}{2^{j} j!}(1-2 i t)^{-(k+2 j) / 2}\right\}$
$\left.=i_{j=0}^{2} \frac{2 j \gamma^{2 j-1} e^{-\left(r^{2} / 2\right)}}{2^{j} j!}(1-21 t)^{-(k+2 j) / 2}\right)$
$-\left[r \sum_{j=0}^{\infty} \frac{r^{2 j_{e}}-\left(r^{2} / 2\right)}{2^{j} j!}(1-2 i t)^{-(k+2 j) / 2}\right\}$

- $\left.\operatorname{lr}_{j=1}^{\infty} \frac{r^{2(j-1)} e^{-\left(r^{2} / 2\right)}}{2^{j-1}(j-1)!}(1-2 i t)^{-(k+2(j-1)+2) / 2}\right\}$
$-\left\{\sum_{j=0}^{-} \frac{r^{2 j} e^{-\left(r^{2} / 2\right)}}{2^{j} j!}(1-21 t)^{-(k+2 j) / 2}\right\}$
- $r\left[r_{n+2}^{2}\left(t ; r^{2}\right)-r_{k}^{2}(t ; r)\right]$.

It is now useful to define the integral

$$
I_{n}=\int \exp \left\{i t x^{2}\right\}(2 \pi)^{-\frac{1}{2}} \exp \left\{-\frac{1}{2}(x-y)^{2}\right) x^{n} d x
$$

Using this expression then

$$
\frac{\partial I_{n}}{\partial y}=\operatorname{sexp}\left(1 t x^{2}\right\}(2 \pi)^{-\frac{1}{2}} \frac{\partial}{\partial y}\left[\exp \left(-\frac{1}{1}(x-y)^{2}\right] x^{n} d x=I_{n+1}-\gamma I_{n}, n \geq 0 .\right.
$$

This provides an iterative relationship for the $\left]_{n}\right.$ ):

$$
I_{n+1}=\left[r+\frac{\partial}{\partial \gamma}\right] I_{n} \text {. }
$$

Since $I_{0}=r_{f}\left(t_{i} \gamma^{2}\right)$ repeated application of this result gives $I_{n}$ for any $n$; in particular for $n=1, \ldots, 6$ :
$I_{0}=r_{1}^{2}\left(t ; r^{2}\right)$
$1_{1}=\gamma r_{3}^{2}\left(t ; \gamma^{2}\right)$
$I_{2}=r r_{j}^{2}\left(t_{i} r^{2}\right)+r_{3}^{2}\left(t_{i} r^{2}\right)$
$I_{3}=r^{3} r_{j}^{2}\left(t ; r^{2}\right)+3 r \Gamma_{5}^{2}\left(t ; r^{2}\right)$
$1_{4}=\gamma^{4} \Gamma_{9}^{2}\left(t ; r^{2}\right)+6 \gamma^{2} r_{7}^{2}\left(t ; r^{2}\right)+3 r \boldsymbol{\xi}\left(t ; r^{2}\right)$
$I_{5}=r^{5} r_{1}^{2}\left(t ; r^{2}\right)+10 \gamma^{3} r_{g}^{2}\left(t ; \gamma^{2}\right)+15 \gamma r_{j}^{2}\left(t ; \gamma^{2}\right)$
$I_{6}=\gamma^{6} r_{13}^{2}\left(t ; \gamma^{2}\right)+15 \gamma^{4} r_{11}^{2}\left(t ; r^{2}\right)+45 \gamma^{2} r Y_{3}^{2}\left(t ; \gamma^{2}\right)+15 r 3\left(t ; \gamma^{2}\right)$.

It can be noted that when $\mathrm{y}=0$ these reduce exactly to the formulae obtained by differentiating $I_{n}$ with respect to $t(n=0,1, \ldots, 6)$. Thus this procedure is consistent with the techniques developed in Sections 3.2 and 3.3. Using these $\left\{I_{n}\right\}$ Integrals we can now evaluate the terms from (59) of the form:

$$
\begin{equation*}
\int\left[\prod_{j=1}^{h} \exp \left\{1 t \lambda_{j}^{2}\right\}(2 \pi)^{-\frac{1}{2}} \exp \left\{-\frac{1}{2}\left(\lambda_{j}-a_{j}\right)^{2}\right)\right\} \lambda_{a}^{D_{j}} \ldots \lambda_{f}^{D_{f}} d \lambda . \tag{б2}
\end{equation*}
$$

However, this of course depends on the precise values of ( $\mathrm{p}_{\mathrm{a}}, \ldots, \mathrm{p}_{\mathrm{f}}$ ). At this point it is advantageous to make use of the reproductive property of non-central chi-square variates. Suppose that $\delta_{1}^{2}$ is distributed as non-central chi-square with $n_{1}$ degrees of freedom and non-centrality parameter $\gamma_{1}^{2}$ and that $\delta \frac{2}{2}$ is independent of $\delta \frac{2}{1}$ and is distributed as non-central chi-square with $n_{2}$ degrees of freedom and non-centrality parameter $\mathbf{r}_{\mathbf{2}}^{\mathbf{2}}$. Then the variate formed by summing the two $6^{2 ' s}$ is also non-central chi-square but with $\left(n_{1}+n_{2}\right)$ degrees of freedom and non-centrality parameter ( $r_{1}^{2}+r_{2}^{2}$ ), (see Rac (1973), p.182).

Since the characteristic function of the sum of two independent variates is the product of their individual characteristic functions with the same characteristic function parameter $t$, therefore:

$$
\begin{equation*}
r_{n_{1}}^{2}\left(t ; r_{1}^{2}\right) r_{n_{2}}^{2}\left(t ; r_{2}^{2}\right)=r_{n_{1}+n_{2}}^{2}\left(t ; r_{1}^{2}+r_{2}^{2}\right) \tag{03}
\end{equation*}
$$

Equation (jo) can be expanded using this rasult and Equation ( $\quad 1$ ) so that:

$$
\begin{aligned}
& \left.\int \prod_{j=1}^{h} \exp \left[1 t \lambda_{j}^{2}\right)(2 \pi)^{-\frac{1}{2}} \exp \left\{-\frac{1}{2}\left(\lambda_{j}-a_{j}\right)^{2}\right\}\right) \lambda_{d}^{p_{2}} \cdots \lambda_{f}^{p_{f}} d \lambda
\end{aligned}
$$

where the $\left\{g_{s}^{r}\right.$ ) depend on ( $p_{a}, \ldots, p_{f}$ ). This can be expanded as a sum of produets of non-central chi-squared characteristic functions. Each product is the product of exactly $h$ non-central chi-square characteristic functions with differing degrees of freedom but such that first multiplicand has non-centrality parameter $\alpha_{1}^{2}$ the second $\alpha_{2}^{2}$ and so on, till the $h$ 'th multiplicand has non-centrality parameter $a_{h}^{2}$. Thus each product can be expressed as the characteristic function of a noncentral chi-square with degrees of freedom ( $h+2 s$ ) ( $s=0, \ldots, 6$ ) and noncentrality parameter $\sum_{j=1}^{h} a_{j}^{2}=a^{\prime} a$ :
$f\left(\underset{j=1}{h} \exp \left(i \in \lambda_{j}^{2}\right)(2 \pi)^{-\frac{1}{2}} \exp \left(-\frac{1}{2}\left(\lambda_{j}-\alpha_{j}\right)^{2}\right) \lambda_{a}^{P_{a}} \ldots \lambda_{i}^{P_{f}} d \lambda\right.$
$=\sum_{s=0}^{6} k_{s} r_{h+2 s}{ }^{2}\left(t ; a^{\prime} a\right)$.

It should be noted that if $k_{s} \neq 0$ for $s \geq 4$ then $p_{a}+p_{b}+\ldots p_{f}$ $\geqslant 4$ so that the terms $\Gamma_{h+2 s}^{2}\left(t ; a a^{\prime} a\right)$ for $s \geqslant 4$ must be multiplied by a term of $\mathrm{O}\left(\mathrm{T}^{-1}\right)$ since $\left\{\mathrm{d}_{\mathrm{jk} \ell \mathrm{m}}\right\}$, ( $\mathrm{d}_{\mathrm{jk} \mathrm{\ell mp}}$ \}, ( $\mathrm{d}_{\mathrm{jk} \mathrm{\ell mpq}}$ \} are all of $\mathrm{O}\left(\mathrm{T}^{-1}\right)$. Now it is possible to expand out Equation (58) and gathering tems together gives:

$$
\begin{align*}
& \sigma(t)=\Gamma_{h}^{2}(t ; \Delta)+\sum_{j=0}^{6} u_{j} r_{h+2 L^{2}}^{2}(t ; \Delta)+O\left(T^{-3 / 2}\right) \\
& \text { where } \Delta=a_{j} a_{j}=a^{\prime} a \\
& \text { with } u_{j}= \begin{cases}0\left(T^{-\frac{1}{2}}\right) & j=0,1,2,3 \\
0\left(T^{-1}\right) & j=4,5,6 .\end{cases} \tag{64}
\end{align*}
$$

The expansions for the p.d.f. and c.d.f. of $s^{2}$ then follow immediately. Defining $x_{h}^{2}(x ; \Delta)$ as the pdf of a non-central chi-square variate with $n$ degrees of freedom and non-centrallity parameter $\Delta$ and $\epsilon_{h}^{2}(x ; \Delta)$ as the corresponding cdf then:

$$
\begin{align*}
& \text { p.d.f. } \left.\left(s^{2}\right)=x_{h}^{2}\left(S^{2} ; \Delta\right)+\sum_{j=0}^{6} u_{j} x_{h+2 j}^{2} f^{2} ; \Delta\right)+O\left(T^{-3 / 2}\right) \\
& \text { c.d.f. }\left(s^{2}\right)=\operatorname{Pr}\left\{s^{2} \leqslant x\right\}=x_{h}^{2}(x ; \Delta)+\sum_{j=0}^{6} u_{j} \xi_{h+2 j}^{2}(x ; \Delta)+0\left(T^{-3 / 2}\right) \tag{65}
\end{align*}
$$

with the same $\left\{s_{j}\right\}$ as in (64).
It is possible to extend the analysis to cover an approximate inner product statistic and also the Jolntly independent case both for exact and approximate sums of squares statistics. Similar problems arise with an approximate inner product statistic as arose in the analysis for the null hypothasis case In Section 3.3. When it does not behave nicely at the origin and does not have enough degrees of freedom. These problems can be solved in essentially the same way as in Section 3.3.
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The difficulty with applying the techniques of this Section to the jointly dependent case discussed in Section 3.4 .2 is that the joint characteristic function, pdf and cdf of dependent non-central chi-square variates are not as simple in form as the corresponding functions for independent chi-square variates. Firstly, it is no longer possible to use the reproductive property of chi-square variates under independence given in Equation (63) and, secondly, the joint pdf's and cdf's now involve considerably more complex infinite sumations than in the independent case; see Johnson and Kotz (1972). The complexity of the joint pdf and cdf also raises doubts about the amenability of the pdf and cdf expansions to numerical computation. The sointly dependent case both under the null hypothesis and under local alternative sequences remains an area for further research.

The method developed in this chapter for obtaining asymptotic expansions for the cumulative distribution functions of asymptotically chi-square test criteria has some similarities to the method developed In Mauleon-Torres (1983) which was reviewed briefly in Chapter 2. Both methods invalve expanding the statistic of interest in a vector $\lambda$ of asymptotically independent standard nomal varlates and obtaining an Edgeworth expansion for the distribution of this vector $\lambda$. The methods differ in how they proceed from $\lambda$ to $\lambda_{0}^{\prime} \lambda_{0}$ where $\lambda_{0}$ is a subvector of $\lambda$ and where $\lambda_{0}^{\prime} \lambda_{0}$ is the only $O(1)$ term in the expansion of the statistic of interest. Mauleon-Torres (1983) uses a polar ca-ordinates transiurmation in the same way as Sargan (1980b). This, however, requires the use of the moments of variates distributed on the unit hypersphere which is somewhat cumbersome. Again as Sargan (1980b). Mauleon-Torres' method obtains an expansion for the cumulative distribution function of the fositive square root of the statistic thus invalving the use of chi variates.

The method developed here transforms from to $\lambda_{0}^{\prime} \boldsymbol{A}_{0}$ by equating some of the parameters $\left\{t_{\mathbf{F}}\right\}$ of the joint characteristic function of the $\left\{\lambda_{r}^{2}\right\}$ to $t$ and setting the others to zero. This method has a number of advantages over that of Mauleon-Torres (1983). Firstly, it simplifies In the casa of an exact inner product test criterion and shows why there are no $O\left(T^{-1}\right)$ terms in the resulting cdf expansion. Sacondly, it extends very easily to the jointly independent asymptotically chi-squara test criteria case whereas extending the Mauleon-Torres method to this case would be much more cumbersome. Lastly, it can be modified, as in Section 3.5.
for the distribution of test criteria under local alternative sequences thus enabling power comuptations to be made as well as size computations. In this case $\lambda$ is no longer asymptotically distributed spherically symmetric about the origin. Therefore it is not clear whether a *ransfomation to polar co-ordinates will render obtaining a cdf expansion tractable. Mauleon-Torres (1983) does not consider any of these simplifications or extensions of the problem of obtaining an asymptotic expansion for the cumulative distribution function of an asymptotically chi-square test criterion.

## 3.A. 2 The Covariance Matrix Assumption

In Section 2.1 we assume that when the decomposition vector Is written as a function $g(x)$ of the underlying variables $x$ then $g_{j}^{r} g_{K^{k}}^{s} j, K=\delta_{r s}+O\left(T^{-1}\right)$ where $g_{j}^{r}$ is the derivative of the $r^{\prime}$ th element of $g$ with respect to the $J^{\prime}$ th element of $x$ evaluated at zero (which is the expectation of $x$ ), were $\varepsilon^{j, K}$ is the secondorder cumulant of the $J$ 'th and $K$ 'th elements of $x$, and where ${ }^{6_{r s}}=1$ if $r=s$ and 0 otherwise. This is quite a strang assumption and it provides the justification for the orders of magnitude of the terms in, for example. Equation (27) in Section 3.2 which gives the approximation to the pdf of an exact inner product statistic. The purpose of this appendix is to show that this assumption is valld for Wald tests of non-linear restrictions on regression coefficients in dynamic linear regression models with nomally distributed disturbances using OLS estimators.

As discussed in Chapter 1, the Wald test of $H_{0}: \psi(\theta)=0$ for $Y \sim f(y ; \theta)$ is given by:

$$
W=T \psi(\hat{\theta})^{\prime}\left[\hat{F} \hat{\Omega}_{\hat{F}} \hat{F}^{\prime}\right]^{-1} \psi(\hat{\theta}),
$$

where $\hat{\theta}$ is an estimate of $\theta$ such that $T^{\frac{1}{2}}(\hat{\theta}-\theta) \xrightarrow{D} N[0, \Omega]$, $\hat{F}$ is [ $\left.\partial \psi / \partial \theta^{\prime}\right]$ evaluated at $\hat{\theta}$, and $\hat{\Omega}$ is a consistent estimator of $\Omega$. The decomposition vector $\lambda$ is given by:

$$
\begin{equation*}
\lambda=T^{\frac{1}{2}}\left[\hat{F}^{\Omega} \hat{F}^{\prime}\right]^{-\frac{1}{2}} \psi(\hat{\theta}), \tag{66}
\end{equation*}
$$

where $\left[\hat{F} \hat{\Omega}_{\Omega} \hat{F}^{\prime}\right]^{-\frac{1}{2}}$ is an appropriate matrix square-root of [ $\left.\hat{F}_{\Omega} \hat{F}^{\prime}\right]^{-1}$, e.g. a Cholesky decomposition. In general we can express $\hat{\theta}, \hat{F}$ and $\hat{\Omega}$ as functions of some stochastic vector of underlying variables $p$ so that $\hat{\theta}=\hat{\theta}(p)$ etc.

Frequently our estimates have the property of Fisher consistency in $p$ so that $\hat{\theta}(\mu)=\theta$ where $E(p)=\mu$. Therefore $\lambda$ evaluated at $?=\mu$ is equal to zero under the null hypothesis and we can write:

$$
\lambda=g(x)=T^{\frac{1}{2}}[\phi(p)-\phi(\mu)]
$$

where $\phi(p)=\left[\hat{\boldsymbol{F}} \hat{\boldsymbol{F}}^{\hat{F}} \hat{F}^{\prime}\right]^{-\frac{1}{2}} \psi(\hat{\theta})$ and $x=T^{\frac{1}{2}}(p-\mu)$.
Differentiating this with respect to the $j$ 'th element of $x$ gives:

$$
\begin{aligned}
\frac{\partial g}{\partial x_{j}}=\frac{\partial \phi}{\partial p_{j}} & =\frac{\partial}{\partial p_{j}}\left[\left[\hat{F} \hat{\Omega} \hat{F}^{\prime}\right]^{-\frac{1}{2}}\right) \psi(\hat{\theta}) \\
& +\left[\hat{F} \hat{\beta} \hat{F}^{\prime}\right]^{-\frac{1}{2}} \frac{\partial \psi(\hat{\theta})}{\partial p_{j}} .
\end{aligned}
$$

Evaluating this at $x=0$ gives:

$$
\begin{align*}
g_{j} & =\left[\vec{F}_{\Omega} F^{\prime}\right]_{\mu}^{-\frac{1}{2}}\left[\left.\frac{\partial \psi(\hat{\theta})}{\partial p_{j}}\right|_{\mu}\right] \\
& =\left[\vec{F} \hat{\Omega} F^{\prime}\right]_{\mu}^{-1} \vec{F}_{\mu}\left[\left.\frac{\partial \hat{\theta}}{\partial p_{j}}\right|_{\mu}\right] \\
& =\left[F R(\mu)^{\prime}\right]^{-\frac{1}{2}}\left[\left.\frac{\partial \dot{\theta}}{\partial \vec{p}_{j}}\right|_{\mu}\right] \tag{67}
\end{align*}
$$

where $F$ and $\hat{\eta}_{(\omega)}$ equal $\hat{F}$ and $\hat{G}$ evaluated at $p=\mu$. Therefore we have:

$$
\begin{aligned}
& {\left[\frac{\partial g}{x_{j}}\right]^{j} j, K\left[\frac{\partial g}{\partial x_{K}}\right]^{\prime}} \\
& =\left[F \Omega(\mu)^{\prime}\right]^{-\frac{1}{2}} F\left[\left.\frac{\partial \hat{\theta}}{\partial p_{j}}\right|_{\mu}\right]^{i, K}\left[\left.\frac{\partial \hat{\theta}}{\partial p_{K}}\right|_{\mu}\right]^{\prime} F^{\prime}\left[F_{\Omega}(\mu)^{F^{\prime}}\right]^{-\frac{1}{2}}
\end{aligned}
$$

$$
=\left[F_{(\mu)} F^{\prime}\right]^{-\frac{1}{2}} F \Sigma F^{\prime}\left[F \Omega_{(\mu)^{\prime}} F^{-\frac{1}{\prime}}\right.
$$

where $\Sigma=\left[\left.\frac{\partial \hat{\theta}}{\partial p_{j}}\right|_{\mu}\right]^{j, K}\left[\left.\frac{\partial \hat{\theta}}{\partial p_{K}}\right|_{\mu}\right]^{\prime}$.
Thus provided that:

$$
\begin{align*}
& \hat{\theta}(\mu)=\theta, \text { and } \\
& \Sigma=\left(1+c T^{-1}\right) \Omega_{(\mu)} \tag{68}
\end{align*}
$$

then $g_{j}^{r} g_{k}^{s} k^{j, K}-\delta_{r s} * O\left(T^{-1}\right)$. It is interesting to note
that the fom of the restriction $H_{0}: \psi(\theta)=0$ does not enter into either of the conditions given by Equation (68).

We will now suppose that the model generating the data is a dynamic linear regression model:

$$
\begin{equation*}
y=Z_{Y}+u_{x} \tag{69}
\end{equation*}
$$

where $u \sim N\left[0, a^{2} I\right]$, where $u_{t+s}$ is independent of $Z_{t}$ for all $\mathrm{s} \geq 0$, and where $z_{t}$ may contain lagged values of $y_{t}$. We then estimate this model by maximum likelihood conditional upon the initial values of $y_{t}$ giving:

$$
\begin{align*}
\hat{r} & =\left(\frac{z^{\prime} z}{T}\right)^{-1}\left(\frac{z^{\prime} y}{T}\right) \\
\vec{\sigma}^{2} & =\left[\left(\frac{y^{\prime} y}{T}\right)-\left(\frac{y^{\prime} z}{T}\right)\left(\frac{z^{\prime} z}{T}\right)^{-1}\left(\frac{z^{\prime} y}{T}\right)\right], \\
\hat{\Omega}_{Y Y} & =\sigma^{-2}\left(\frac{i^{\prime} z}{T}\right)^{-1}, \hat{\Omega}_{Y \sigma^{2}}=0, \hat{\Omega}_{\sigma^{2} \sigma^{z}}=2 \hat{( }^{2} r^{2} . \tag{70}
\end{align*}
$$

Thus $p$ consists of the stochastic elements of $T^{-1} W^{\prime} W$ where $W=(y: Z)$. Now $E\left(T^{-1} Z^{\prime} y\right)=E\left(T^{-1} Z^{\prime} Z\right)$ y since $\bar{E}\left(Z^{\prime} u\right)=j$ from independence so that $\hat{\gamma} \rightarrow(\mu)=\gamma$. Also we know that:

$$
\begin{aligned}
& \left(T^{-1} y^{\prime} y\right)=\gamma^{\prime}\left(T^{-1} Z^{\prime} Z\right) Y+2 Y^{\prime}\left(T^{-1} Z^{\prime} u\right)+\left(T^{-1} u^{\prime} u\right) ; \text { so that } \\
& E\left[T^{-1} y^{\prime} y\right]=\gamma^{\prime} E\left(T^{-1} Z^{\prime} Z\right) r+0 .
\end{aligned}
$$

Therefore $\sigma^{2}(\mu)=\sigma^{2}$ and thus the ML estimates exhibit Fisher consistency in $p$, and $\Omega(\mu)=\sigma^{2}\left[E\left(T^{-1} Z^{\prime} Z\right)\right]^{-1}$. Suppose we wish to test that $\psi(\gamma)=0$. It is convenient to change the underlying variables with which we work from $p$ to $p^{*}$ where $p^{*}$ are the stochastic elements of $T^{-1} W^{*} W^{*}$ and $W^{*}=[u: Z]$. This transformation is a linear transformation which is very convenient since:

$$
\begin{equation*}
\left[\frac{\partial p^{*}}{\partial p^{*}}\right]=\left[\frac{\partial P^{\prime}}{\partial P^{*}}\right]^{-1} \cdot \tag{71}
\end{equation*}
$$

Therefore $j_{i n}{ }^{k}$ the second-cumulant of the $j$ 'th and $k$ 'th elements of $x^{*}=T^{\frac{1}{2}}\left(p^{*}-\mu^{*}\right)$, where $\mu^{*}=E\left(p^{*}\right)$, is given by:

$$
k_{\star}^{j, k}=\left(\frac{\partial p_{j}^{\star}}{\partial p_{i}}\right)^{i, \ell}\left(\frac{\partial p_{k}^{\star}}{\partial p_{l}}\right) \text {, or }
$$

$$
\kappa_{*}=\left(\frac{\partial p^{*}}{\partial p^{*}}\right) \times\left(\frac{\left.\partial p^{*}\right)^{\prime}}{d p^{*}}\right)^{\prime} \text { in matrix notation, and the derivatives }
$$

of $\stackrel{\gamma}{ }$ with respect to $p^{*}$ are given by:

$$
\left[\overrightarrow{\partial\left(p^{\prime}\right)}\right]=\left[\frac{\partial \dot{y}}{\partial p^{\prime}}\right]\left[\frac{\partial p}{\partial\left(p^{*}\right)}\right]=\left[\frac{\partial \gamma^{\prime}}{\partial p^{\prime}}\right]\left[\frac{\partial p^{\prime}}{\partial p^{\prime}}\right]^{-1} .
$$

Therefore $\sum$ is unchanged since:

$$
\left[\frac{\partial \hat{\gamma}}{\partial p^{r}}\right] \times\left[\frac{\partial \hat{\gamma}}{\partial p^{\prime}}\right]^{\prime}=\left[\frac{\partial \vec{\gamma}}{\partial(\vec{p})^{\prime}}\right] \times *\left[\frac{\partial \hat{\gamma}}{\partial(p)^{\prime}}\right] \cdot .
$$

The advantage of working with $p *$ is that:

$$
\hat{\gamma}=\gamma+\left(\frac{z^{\prime} z}{T}\right)^{-1}\left(\frac{z^{\prime} u}{T}\right)
$$

Therefore evaluating the derivatives with respect to $p^{*}$ at $\mu^{*}$ gives:

$$
\frac{\partial y}{\partial p^{*}} \left\lvert\, \cdot *=\left[\left\{\varepsilon\left(\frac{z^{\prime} z}{T}\right)\right\}^{-1}: 0\right]\right.
$$

where the first block refers to the derivatives with respect to $T^{-1} Z^{\prime} u$ and the second block with respect to the stochastic elenents of $T^{-1} Z^{\prime} Z$. Since $E\left(T^{-1} Z^{\prime} u\right)$ - 0 from independence then the second cumulants of $T^{1}\left(T^{-1} Z^{\prime} u\right)$ ara givan by $\sigma^{2} E\left(T^{-1} Z^{\prime} Z\right)$ and therefore :

$$
\begin{equation*}
\Sigma=o^{2}\left[E\left(T^{-1} z^{\prime} z\right)\right]^{-1}=\Omega(u) . \tag{72}
\end{equation*}
$$

Therefore both of the conditions given by Equation (68) are met and therefore the covericaca matrix assumption holds.

Finally, we often choose to use the ols based estimate $s^{2}=T(T-K)^{-1 / 2}$ where $Z$ is (TxK). If we are only interested in hypotheses such as $\psi(\gamma)=0$ then this merely rescales $\lambda$ by a factor $\left[T(T-K)^{-1}\right]^{-\frac{1}{2}}=1-\frac{K}{2 T}+O\left(T^{-2}\right)$ and therefore the covarlance matrix assumption still holds.
4.1 Introduction

One of the major problems facing an applied econometrictan is the choice of a test statistic to test an hypothesis of interest within a model which has already been specified and estimated. The difficulty arises because there are typically several alternative test statistics which he or she can use. Ideally the choice would be made in full knowledge of the finite sample properties of these alternative test statistics both under the null hypothesis being tested and under any alternative hypotheses of interest. Then the size and power functions of the test statistics could be compared and a particular test chosen with the most desirable properties for the given situation.

In practice such full knowledge of finite sample properties is not avallable. Basic asymptotic theory, which is generally avallable, serves to partition the avallable test statistics into asymptotic equivalence classes. However, there are no guarantees that asymptotically equivalent test statistics behave equally well in finite samples. Therefore, it is desirable to obtain information about test statistics beyond the basic asymptotic results. In Section 4.2 we review and discuss some of the finite sample results which are avallable for making choices between asymptotically equivalent test statistics for a given hypothesis. The first set of results relate to the inequality relationship between the Wald ( $W$ ), Likelihood Ratio (LR) and Lagrange Multiplier (LM) test criteria for
linear restrictions in the linear regression model with nomally distributed errors. This inequality relationship has been discussed extensively by Savin (1976). Berndt and Savin (1977), Breusch (1979) and Evans and Savin (1982a, 1982b). The other avallable results relate to the problem of constructing LM test statistics using alternative estimates of the infomation matrix and are due to Davidson and Mackinnon (1981a, 1981b, 1983).

In Section 4.3 we consider a problem of current interest, namely that of the differing properties of Wald statistics constructed using differing formulations of a given set of parameter restrictions. In Section 4.4 we examine in detail an example of this problem which has been considered by Gregory and Veall (1984, 1985) and derive limiting parameter asymptotics for the cdf's of the statistics used in their example. Then in Section 4.5 we compute asymptotic expansion approximations to these cdf's and compare them with the limiting parameter asymptotics of Section 4.4 and the Monte Carlo results of Gregory and veall (1984, 1985). Finally, in Section 4.6 we draw some overall conclustons.

### 4.2 Comparing Alternative Test Statistics

There has been a recent move in econometrics towards justifying specific test statistics as being generated by applying particular testing principles to the given problem. Thus Aldrich (1978) and Breusch (1978) show that Durbin's $h$ test for serial correlation in the presence of a lagged dependent variable, Durbin (1970), can be obtained via the LM test principle. This approach has been useful

In assigning test statistics to asymptotic equivalence classes but usually leaves a choice between several asymptotically equivalent test statistics.

In the linear regression model with nomally distributed errors a quite strong numerical result has been found relating to Wald, LR and LM tests for linear restrictions: $W \geqslant L R \geqslant L M$. This was first found by Savin (1976) and extended by Berndt and Savin (1977). The most general form of the result is to be found in Breusch (1979). Breusch postulates the following model:

$$
y=\underset{(T \times k)(k \times 1)(T \times 1)}{x} \cdot \underset{(T)}{B} \quad u \sim N[0, n(\theta)]
$$

where B is a vector of $k$ parameters and $\theta$ a vector of $p$ parameters: no elements of B enter into $\theta$ or vice versa. If B and a are estimated by maximum likelihood estimation and then Wald, LR and LM tests are constructed for the set of linear parsmeter restrictions:

$$
\begin{aligned}
H_{0}: & R \beta=r: q \text { restrictions } q \leqslant k \\
& \text { or } \beta \in B_{0}=\{\beta \mid R \beta=r\}
\end{aligned}
$$

then numerically the Wald test statistic is greater than or equal to the LR test statistic which is greater than or equal to the LM test statistic. Breusch shows this by expressing the test statistics as the differences between log-likelihoods maximised with respect to a with differing estimates of $n(\theta)$ substituted in. Thus if $(\bar{B}, \bar{\Omega})$ are the unrestricted maximum 1ikelihood estimates (MLE) and ( $\hat{\beta}, \vec{n}$ ) are the restricted MLE then

$$
\begin{aligned}
& W=2\left[L(\hat{\beta}, \hat{\Omega})-\sup _{B \in B_{0}} L(\bar{B}, \hat{n})\right] \\
& L R=2[L(\vec{\beta}, \hat{\Omega})-L(\vec{\beta}, \hat{\Omega})] \\
& L M=2\left[\sup _{\beta} L(B, \dot{n})-L(\vec{\beta}, \hat{\Omega})\right] .
\end{aligned}
$$

Consequently W $\geqslant$ LR since:

$$
\sup _{\beta \in B_{0}} L(\beta, \bar{\Omega}) \leq \sup _{\Omega, B \in B_{0}} L(\beta, \Omega)=L(\bar{B}, \bar{n})
$$

and also $L R \geqslant L M$, and hence $W \geqslant L R \geqslant L M$, since

$$
\sup _{B} L(B, \bar{\Omega}) \leq \sup _{\Omega, B} L(\theta, \Omega)=L(\bar{B}, \bar{\Omega}) .
$$

Breusch (1979) shows that $L R \geqslant L M$ still holds for testing nonlinear restrictions on the regresstion coefficients of the form $\phi(\theta)=0$. However, it is no longer generally true that $W \geqslant L R$ for testing non-linear restrictions and the reasons for this will be examined in more depth in Section 4.3. The relationship between the three test statistics has also been investigated for certain models with non-nomal errors. U1lah and Zinde-Walsh (1984) examine the regression model with multi-variate t-distributed disturbances and find that for the appropriately calculated W. LR and LM statistics no overall inequality relationship holds even between the LR and LM statistics.

The inequality relationship raises the possibility that the tests can produce conflicting inferences when used with the same critical values based on their common asymptotic chi-square distribution. Thus with particular set of data $1 t$ is possible for the Wald test to reject when the LR test accepts. However, only certain conflicts are possible; thus, if the LM test rejects so must the LR and Wald tests. This implies that the power functions of the tests can be ranked so. for example, the power of the Wald test is necessarily greater than or equal to the power of the LR test.

In the case where $\Omega(\theta)=d^{2} I, 1$. e. where the covariance matrix is scalar diagonal, an even stronger result holds with the three test statistics being monotonically increasing functions of each other (see Evans and Savin (1982a)):

$$
\begin{align*}
& W=T\left(\sigma^{2}-\sigma^{2}\right) / \sigma^{2} \\
& L R=T \log _{e}[1+(W / T)] \text { and } L M=W /[1+(W / T)] \tag{1}
\end{align*}
$$

where $\bar{\sigma}^{2}$ and $\bar{\sigma}^{2}$ are the restricted and unrestricted MLE of $\sigma^{2}$.

Furthermore, the statistic $F=(T-K) W /(q T)$ has an $F(q, T-k)$ distribution with a zero non-centrality parameter under the null hypothesis and a noncentrality parameter under the alternative which is a known function of the parameters and the exagenous variables. Thus exact critical values for the $W$, LR and LM statistics can be computed and when the exact rather than asymptotic critical values are used there is no possibility of conflicting inferences. Thus in this model the problems ralsed by the Inequality relationship can be completely surmounted.

Evans and Savin (1982a) consider making adjustments to the critical values of the three test statistlcs based not on the exact functional relationship and the F-distribution but on Edgeworth expansions for the three test statistics. Defining $n=(T-k)$, they initially consider the modifled tests:

$$
\begin{align*}
& W_{*}=n\left(\sigma^{2}-\sigma^{2}\right) / \sigma^{2} \\
& L R_{e}=[n+(q / 2)-1] \log _{e}\left[1+\left(W_{*} / n\right)\right] \\
& L M_{*}=[(n+q) / n] W_{*} /\left[l+\left(W_{*} / n\right)\right] . \tag{2}
\end{align*}
$$

The modified dald statistic is obtained by substituting $n$ for $T$ in $W$ : this corrects for the bias in the estimate $\sigma^{2}$ of $a^{2}$. Likewise LM* substitutes $(n+q)$ for $T$ in LM which corrects for the blas in the estimate of $\bar{o}^{2}$ of $\sigma^{2}$. Although $H_{*}$ and $L M_{*}$ have true sizes which are closer to their nominal sizes than do $W$ and $L M$, their true power functions can still differ substantially from their nominal power functions. The modifled Likelthood Ratio statistic $L R_{e}$, obtained by replacing $T w i t h[n+(q / 2)-T]$ In LR is an Edgeworth corrected test and its true and nominal sizes differ by a term of $O\left(\mathrm{~T}^{-2}\right)$, following Anderson (1958, p.208). The approximation of the true power function of $L R_{e}$ by its nominal power function is generally very good, even for cases where this is not true for $W_{*}$ and $L M_{*}$.

Evans and Savin (1982a) then consider making Edgeworth corrections to $W_{\text {. }}$ and LM. by noting:

$$
\begin{align*}
& H_{*}=L R_{e}\left(1+\left[\left(L R_{e}-q+2\right) /(2 n)\right]\right\}+O\left(T^{-3 / 2}\right) \\
& \left.\left.L M_{*}=L R_{e}\left\{1-\sqrt{f} L R_{e}-q+2\right) /(2 n)\right]\right\}+O\left(T^{-3 / 2}\right) \tag{3}
\end{align*}
$$

```
ze}=2{1+[(z-q+2)/(2n)]
= z{1-{(z-q+2)/(2n)]}.
```

These Edgeworth size-corrected tests have true and nominal sizes which differ by a term of $O\left(T^{-2}\right)$. These are essentially the same corrections as those given by Rothenberg (1977). Evans and Savin (1982a) find that these Edgeworth corrected tests have true power functions which are very well approximated by their nominal power functions. Furthermore, the probability of conflict for the Edgeworth corrected tests is very low. The only cases for which the approximation was not very good were when the nominal size, the degrees of freedom $n$, and the ratio of $n$ to $q$ were all small.

It is arguable that the success of the Edgeworth corrections in this case arises for three reasons. Firstly, the statistics are all monotonically increasing functions of each other; therefore it is possible to reduce the probability of conflict to zero by setting the critical values for the original test statistics. If this were not so then even with the correct critical values there would still be some probability of conflict of inference and this would also be true with Edgeworth corrected statistics. Secondly. the Edgeworth corrections do not depend on unknown parameters and therefore they can be computed exactly rather than having to be estimated. If they needed to be estimated, then making the corrections would introduce an extra source of sampling variation into the tests and this would be likely to provide an extra source of potential conflict of inference. Lastly, the
distributions involved in the example above are all closely related to the chi-square distribution. For example, the F-distribution can be obtained as the distribution of the ratio of two independent chisquare variates, each divided by its degrees of freedom. If the distributions involved were not so closely related to chi-square distributions we might well expect that the Edgeworth corrections would not account so well for the size properties of the tests. Thus the case considered by Evans and Savin (1982a) would seem to be one of the most favourable cases for making Edgeworth corrections. In general we would not expect the circumstances to be as favourable.

Another problem involving the choice of a test statistic from a set of asymptotically equivalent test statistics arises with the LM test when it is difficult to estimate the information matrix. If the restricted MLE is $\dot{\theta}$, then the LM test statistic takes the form:

$$
\begin{equation*}
L M=\left(\frac{1}{T}\right) \tilde{s} \cdot \tilde{I}^{-1} \tilde{s}_{\tilde{s}} \tag{4}
\end{equation*}
$$

where $\tilde{s}=\left[\left.\frac{\partial L}{\partial \theta} \right\rvert\, \theta-\bar{\theta}\right]$, the score vector evaluated at $\bar{\theta}$; and
$\vec{I}$ is a consistent estimate based on $\overline{0}$ of the information matrix which is given by:

$$
I\left(\theta_{0}\right)=E\left\{-\frac{1}{T} \frac{\partial^{2} L}{\partial \theta \partial \theta},\left.\right|_{\theta=\theta_{0}} ; \theta_{0}\right\}
$$

where $\theta_{0}$ are the true parameter values.

However the obvious estimate obtained by substituting $\bar{\theta}$ for $\sigma_{0}$ giving $I(\dot{\theta})$ may not be at all easy to obtain, in which case alternative estimates of $I\left(\theta_{0}\right)$ may be used which are easier to compute and which are asymptotically equivalent to $I(\bar{\theta})$. One possibility is the Hessian at o multiplied by $(-1 / T)$ :

$$
\begin{equation*}
A(\tilde{\theta})=\left[-\frac{1}{T} \frac{\partial^{2} L}{\partial \theta \partial \theta},\left.\right|_{\theta}=\tilde{\theta}\right]=\left[-\frac{1}{T} \sum_{t=1}^{T} \frac{\partial^{2} L}{} \frac{\partial \theta \partial \theta}{},\left.\right|_{\theta}=\tilde{\theta}\right] \tag{5}
\end{equation*}
$$

Another estimate is the sum of the outer products of the score vectors for the individual observations evaluated at $\hat{\theta}$ :

$$
\begin{equation*}
\mathbf{B}(\tilde{\theta})=\frac{1}{T} \sum_{\mathbf{t}=1}^{T}\left[\left.\frac{\partial L_{t}}{\partial \theta}\right|_{\theta}=\tilde{\theta}\right]\left[\left.\frac{\partial L_{t}}{\partial \theta}\right|_{\theta}=\tilde{\theta}\right]^{\prime} \tag{6}
\end{equation*}
$$

(advocated by Berndt, Hall, Hall and Hausman (1974)).

The justification for these is that their expectations at $\theta=\theta$ are both equal to $I(\vec{\theta})$. A more sophisticated method might be to conduct a Monte Carlo experiment to estimate $I(\overrightarrow{0})$ : this is likely to be very expensive computationally. Other possibilities include any of the above but with zeros substituted for any elements of $I(\vec{\theta})$ which are known to be zero fram theoretical considerations.

One problem with using $A(\vec{\theta})$ is that the resulting test statistic is not invariant to reparameterizations of the model. This can be most eastly seen in the framework of a model with a single parameter, say yof( $\theta$ ) and $H_{0}:=\theta_{0}$. Then

$$
\vec{s}=\left.\frac{\partial L(\theta)}{\partial \theta}\right|_{\theta_{0}} ; A(\vec{\theta})=-\left.\frac{1}{T} \frac{\partial^{2} L(\theta)}{\partial \theta \partial \theta}\right|_{\theta_{0}} .
$$

Now consider a one-to-one reparameterization, $\theta \rightarrow(\theta)$, so the hypothesis being tested becomes $H: \phi(\theta)=\phi\left(\theta_{0}\right)$ or $H: \phi=\phi_{0}$ where $\phi_{0}-\phi\left(\theta_{0}\right)$. Then:

$$
\begin{align*}
& \bar{s}^{*}-\left.\frac{\partial L(\theta)}{\partial \phi}\right|_{\phi_{0}}=\left.\frac{\partial L(\theta)}{\partial \theta}\right|_{\theta_{0}} \times\left.\frac{\partial \theta}{\partial \phi}\right|_{\phi_{0}} \\
& A^{*}(\tilde{\theta})=-\left.\frac{1}{T} \frac{\partial^{2} L(\theta)}{\partial \phi \partial \phi^{\prime}}\right|_{\phi_{0}}=-\frac{1}{T} \frac{\partial}{\partial \phi^{\prime}},\left\{\left.\frac{\partial L(\theta)}{\partial \phi}\right|_{\phi_{0}}\right\} \\
& =-\frac{1}{T} \frac{\partial}{\partial \phi},\left\{\left.\frac{\partial L(\theta)}{\partial \theta}\right|_{\theta_{0}} \times\left.\frac{\partial \theta}{\partial \phi}\right|_{\phi_{0}}\right\} \\
& =\left[-\frac{1}{T} \frac{\partial}{\partial \phi},\left\{\left.\frac{\partial L(\theta)}{\partial \theta}\right|_{\theta_{0}}\right\} \times\left.\frac{\partial \theta}{\partial \phi}\right|_{\phi_{0}}\right]+\left[-\left.\frac{1}{T} \frac{\partial L(\theta)}{\partial \theta}\right|_{\theta_{0}} \times \frac{\partial^{2} \theta}{\partial \phi^{\partial \phi}},\left.\right|_{0}\right] \\
& =-\frac{1}{\mathrm{~T}}\left[\left.\frac{\partial \theta}{\partial \phi}\right|_{\phi_{0}}\right] 2\left[\frac{\partial^{2} L}{\partial \theta \partial \theta},\left.\right|_{\theta}\right]-\frac{1}{\mathrm{~T}}\left[\frac{\partial L(\theta)}{\partial \theta}| |_{0} \times\left.\frac{\partial^{2} \theta}{\partial \phi_{\partial \phi}}\right|_{\phi_{0}}\right] \\
& =\left[\left.\frac{\partial \theta}{\partial \phi}\right|_{\phi_{0}}\right] \mathbf{A}(\dot{\theta})\left[\left.\frac{\partial \theta}{\partial \phi}\right|_{\phi_{0}}\right]-\frac{1}{T}\left[s(\tilde{\theta}) \times\left.\frac{\partial^{2} \theta}{\partial \phi^{2} \phi^{\prime}}\right|_{\phi_{0}}\right] . \tag{7}
\end{align*}
$$

Then $L M=\frac{1}{T} \bar{s}^{\prime} A\left(\bar{\theta}^{-1} \dot{s}\right.$ and $L M^{*}=\frac{1}{T} \bar{s}^{*} A^{*}(\bar{\theta})^{-1} \bar{s}^{*}$ and it is clear that in general LM $\mathcal{A} \mathbb{N}^{*}$. If expectations were taken at $\dot{\theta}$ then no problem would arise since $E[s(\hat{\theta})]=0$ and so:

$$
\frac{1}{T^{*}} s^{*}[A(\theta)]^{-1} s=\frac{1}{s^{*}} \bar{s}^{*} E\left[A^{*}(\dot{e})\right]^{-1} s^{*} .
$$

This problem of non-invariance with respect to reparameterizations also appears with Wald tests and is discussed at greater length in Sections 4.3 and 4.4 and in Chapter 6.

Davidson and MacKinnon (1983) argue that $B(\theta)$ does not provide a particularly well behaved LM test either and advocate an alternative estimate of $I\left(\theta_{0}\right)$ for constructing the LM test. This alternative estimate was proposed in Davidson and Mackinnon (1981a). In somewhat altered notation their model is:

$$
g_{t}\left(y_{t} ; \theta\right)=\varepsilon_{t} ; \varepsilon_{t} \sim \text { IN }(0,1) ; \quad \theta \text { is } k \times 1 \text {; }
$$

where $y_{t}$ is the $t$ 'th observation on the dependent variable, $\theta$ is a vector of unknown parameters, and $g_{t}(\cdot)$ is a suitably continuous function which may depend on exogenous variables and/or lagged values of $y$. The assumption that the $\left\{\varepsilon_{t}\right\}$ have unit variance is made without loss of generality.

The contribution to the log-likelihood from the $t$ 'th observation is:

$$
L_{t}(\theta)=-\frac{1}{2} \log 2 \pi-\frac{1}{2}\left[g_{t}\left(y_{t} ; \theta\right)\right]^{2}+\log \left|g_{t}^{\prime}\left(y_{t} ; \theta\right)\right|
$$

where $g_{t}^{\prime}\left(y_{t} ; \theta\right)=\frac{\partial}{\partial y_{t}} g_{t}\left(y_{t} ; \theta\right)$.

The score vector for the $t$ 'th observation is then:

$$
\begin{align*}
s_{t}(\theta) & =\frac{\partial L_{t}(\theta)}{\partial \theta}=-g_{t}\left(y_{t} ; \theta\right) \frac{\partial g_{t}}{\partial \theta}+\frac{\partial}{\partial \theta}\left\{\log \left|g_{t}^{\prime}(\theta)\right|\right\} \\
& =-g_{t}(y ; \theta) G_{t}(\theta)+J_{t}(\theta) . \tag{8}
\end{align*}
$$

Davidson and Mackinnon (1981a) show that $I\left(\theta_{0}\right)$ can be consistently estimated by:

$$
\left.c(\dot{\theta})=\sum_{T}^{i} \sum_{t=1}^{T}\left[G_{t}(\bar{\theta}) G_{t}(\dot{\theta})^{\prime}+J_{t}(\tilde{\theta}) J_{t}(\tilde{\theta})^{\prime}\right]\right\}
$$

which gives an LM test statistic:

$$
\begin{equation*}
\left.\left[\sum_{t=1}^{T}\left\{-\bar{g}_{t} \tilde{G}_{t}+\bar{j}_{t}\right)\right]{ }_{\sum}^{T}\left\{\tilde{G}_{t} \bar{G}_{t}^{\prime}+j_{t} j_{t}{ }^{\prime}\right\}\right]^{-1}\left[\sum_{t=1}^{T}\left\{-\bar{g}_{t} \bar{G}_{t}+\vec{j}_{t}\right\}\right] \tag{9}
\end{equation*}
$$

which can be computed as the explained sum of squares from an artificial regression of the form:

$$
\begin{aligned}
z & =W b+u \\
\text { where } z & =\left[\dot{g}_{1}, \ldots, \bar{g}_{\mathrm{T}}, 1, \ldots,\right]^{\prime} \text { a } 2 T \text {-vector } \\
W & =\left[\hat{G}_{1}, \ldots, \vec{G}_{\mathrm{T}}, \vec{J}_{1}, \ldots, \vec{J}_{\mathrm{T}}\right]^{\prime} \text { a }(2 T \times k) \text { matrix. }
\end{aligned}
$$

They refer to this variant of the LM test as the DLR (Double Length Regression) variant because this artificial regression has $2 T$ 'observations'. The LM test statistic constructed using $\boldsymbol{\theta}(\vec{\theta})$ they refer to as the OPG (Outer Product of the Gradient) variant. This can be constructed as the explained sum of squares from the artificial regression:

$$
\begin{aligned}
1 & =\mathrm{Pb}+\eta \\
\text { where } 1 & =[1, \ldots, 1]^{\prime} \text { a } T \text {-vector } \\
P & =\left[s_{1}, \ldots, s_{T}\right]^{\prime} \text { a (T×k) matrix. }
\end{aligned}
$$

Davidson and Mackinnon (1983) argue that ideally an estimate of the information matrix should only depend on the dependent data through $\bar{\theta}$, the restricted MLE. This is because the information matrix itself only depends on the exogenous variables and the parameters $\theta_{0}$. The less stochastic the estimate of $I\left(\theta_{0}\right)$ is then the more closely will
the true distribution of the LM statistic match its asymptotic chi-square distribution. Davidson and Mackinnon argue that $B(\bar{\theta})$ contains many more stochastic temms than does $C(\dot{\theta})$. Therefore in finite samples $C(\bar{\theta})$ should provide a more efficient estimate of $I\left(\theta_{0}\right)$ than does $B(\hat{\theta})$. Hence the DLR variant of the LM statistic ought to be more nearly chi-square In findte samples than the OPG variant.

They conduct a Monte Carlo experiment to compare the properties of these two variants of the LM test for testing a logarithmic agalnst a linear specification using the Box-Cox transformation. Since the test has only one degree of freedam, they transfonm the LM test statistics Into asymptotic $N(0,1)$ statistics by taking their square roots and multiplying by the sign of the 'estimated' coefficient $\dot{b}$ in the appropriate artificial regression. They find that the DLR variant has a distribution under the null hypothesis which is much closer to $N(0,1)$ than that of the OPG variant. Further results presented in another paper. Davidson and MacKinnon (1981b), suggest that the actusl power function of the OLR variant is much closer than that of the OPG varlant to their nominal power function.

### 4.3 Hald Statistics for Reformulations of a Set of Parameter Restrictions

In Section 4.2 we noted that typically no inequality relationship between $W$. LR and LM test statistics can be found when testing nonlinear parameter restrictions. This is because the Wald test statistic Is not invariant to reformiations of the parameter restrictions. This problem has been examined by Gregory and Veall (1984, 1985, 1906). Breusch and Schmidt (1985) and Lafontaine and White (1985).

Gregory and Veall (1984) consider a number of specific examples of non-invariant Hald tests. Their first example is also reported in Gregory and veall (1985) and concerns testing a non-linear restriction in a simple CLR model; this case is examined in further detail in Sections 4.4 and 4.5. Their second example is also reported in Gregory and Veall (1986) and concerns testing for common factor (COMFAC) restrictions in a simple autoregressive distributed lag model. This example is examined further in Chapter 6. They considered four different fomulations of the restriction and from a Monte Carlo study they concluded that none of the four Wald tests corresponding to the different formulations of the restriction performed uniformly the best across all the different parameter settings they used.

The third example in Gregory and Veall (1984) concerns tasting for rational expectations as discussed by Hoffman and Schmidt (1981). The latter showed that the rational expectations hypothesis could be expressed in their model as a set of non-linear parameter restrictions. They derived these restrictions in terms of ratios of products of the parametars of the model. They than perfomed a Monte Carlo study to examine the performance of the Wald and LR tests for these restrictions; however they reformulated the restrictions to be in purely multiplicative form before computing the test statistics. Gragory and Veall (1984) perfonmed a Monte Carlo study to compare the Wald tests from the original and multiplicative foms of the restrictions. Thay found that the test from the multiplicative fom perfomed much better in terms of the accuracy of the asymptotic cdf as an approximation to the actual cdf of the test statistic under the null hypothesis.

Gregory and Veall (1984) provide an empirical example of testing for rational expectations in a model of the Canadian demand for money. They find that the Wald statistics corresponding to the different forms of the restrictions had substantially different numerical values. This is not surprising since the power functions of the tests are different and so they do sometimes conflict. However, it does ralse a worrying point which is examined further by Breusch and Schmidt (1985). The latter demonstrate that for any given null hypothesis and any given data set it is possible to generate any given positive value for the Nald statistic by appropriately rewriting the null hypothesis in an algebraically equivalent form provided that the statistic does not equal zero. This phenomenon arises because both the restriction function and its derivatives need to be evaluated at the unrestricted parameter estimates. Thus suppose $y$ ~ $f(y ; 0)$ where $\theta$ is a K-vector and that the null hypothesis under consideration is $H_{o}:(0)=0$ 1.e. a set of $q$ parameter restrictions where $q \leqslant K$. Then the Wald test statistic corresponding to this particular algebraic formulation of the null hypothesis is:

$$
\begin{equation*}
W_{\phi}=T[\theta(\hat{\theta}))^{\prime}\left\{F_{\phi}(\hat{\theta}) \hat{V}(\hat{\theta}) F_{\phi}(\hat{\theta})^{\prime}\right)^{-1}\{\phi(\hat{\theta})\} \tag{10}
\end{equation*}
$$

## where $\theta$ is a consistent estimate of $\theta$ whout the parameter

restrictions $\langle(\theta)=0$ imposed;
$\bar{V}(\theta)$ Is a consistent estimate of the asymptotic covariance matrix of $\hat{\theta}$ : and
$F_{f}(\hat{\theta})=\left.\frac{\partial \phi}{\partial \theta}\right|_{\theta}=\hat{\theta} \cdot(q \times K)$ matrix of derivatives.

However, the null hypothesis can be algebraically reformulated as $H_{0}^{*}: \psi(\theta)=0$ with $\psi(\theta)=0$ if and only if $\phi(\theta)=0$. For example. If the restriction is $0-r=0$ (a single parameter case) then an equivalent restriction is exp (0)-exp(r) =0. The Wald statistic corresponding to the reformulation $H_{0}^{*}$ of the null hypothesis is:

$$
\begin{aligned}
& H_{\psi}=T\{\psi(\hat{\theta})\}^{\prime}\left\{F_{\psi}(\hat{\theta}) \hat{V}(\hat{\theta}) F_{\psi}(\hat{\theta})^{\prime}\right)^{-1}\{\phi(\hat{\theta})\} \\
& \text { where } \left.F_{\psi}(\hat{\theta})=\frac{a \psi}{\partial \theta^{*}} \right\rvert\, \hat{\theta}=\hat{\theta} \text { is a }(q \times K) \text { matrtx. }
\end{aligned}
$$

In general for an arbitrarily chosen reformalation of the restrictian. $W_{\psi}$ will not equal $W_{\phi}$. In the univariate case:

$$
\begin{equation*}
W=\frac{[\theta(\hat{\theta})]^{2}}{\left[F_{\phi}(\dot{\theta})\right]^{2} V(\hat{\theta})} \text { and } W=\frac{[\psi(\hat{\theta})]^{2}}{\left[F_{\psi}(\hat{\theta})\right]^{2} V(\hat{\theta})} \tag{11}
\end{equation*}
$$

and the null hypothesis does not $f i x \quad\left[\psi(\hat{\theta}) / F_{\psi}(\hat{\theta})\right]^{2}$. This can be seen from Figure 4.1 (from Figure 1 in Breuseh and Schmidt (1985)):


Figure 4.1: Alternative Formplations of the Restriction Function

In the diagram $\phi(\hat{\theta})=\psi(\vec{\theta})$ but $F_{\phi}(\vec{\theta})>F_{\psi}(\hat{\theta})$ so that $W_{\phi}<W_{\psi}$. Only if the reformulation is linear will $W_{4}=W_{4}$ but this will not generally be the case. Breusch and Schmidt (1985) make this argument and show that a $\forall(\cdot)$ can be found given $\hat{e}$ such that $W_{\psi}$ has any particular desired value provided $W_{N} \notin$. They then extend this to the multiparameter case with $q \leqslant K$. The proviso that $W_{\phi} \mathcal{O}$ is obvious since $W_{\psi}=0$ if and only if $\phi(\theta)=0$ so that $W_{\phi}=0$ if and only if $\psi(\theta)=0$ and hence if and only if $W_{\psi}=0$.

Lafontaine and White (1986) consider a particular case of reformilating a null hypothesis to examine the resultant Wald statistic. They take an example from Thell (1971. p.102) concerving textile data and give the regression equation:

$$
\begin{array}{r}
\hat{Y}=1.37+1.14 \times-0.832: \sigma^{2}=0.0001833, T-17 ; \\
(0.31)(0.16) \quad(0.04) \quad(\text { Itandard errors) }
\end{array}
$$

where $Y$ is the $\log$ of per-capita consumption of textiles; $X$ is the log of per-capita real income; and $Z$ is the $\log$ of the relative price of textiles.

This is particular case of $Y=a+\theta X+y^{2}+c$ with $E(c)=0$ and $E\left(E E^{\prime}\right)=\sigma^{2} I$. In this context it is interesting to test the ilnear parameter mastriction $H_{0}: \beta=1$ which corresponds to the null hypothesis that income elasticity is equal to unity. However, the hypothesis could be equivalently reformilated as $H_{0}^{K}: 8^{K}=1$ for $K \& 0$ provided $a>0$ ( $K$ an integer). Then the Hald statistic would becone:

$$
\left.H_{K}=\left(\beta^{-K}-1\right)^{2} /\left[\left(K_{\beta}^{K} K-1\right)\right)^{2} \hat{V}(\dot{\beta})\right]
$$

where $\dot{V}(\vec{B})$ is the estimated varlance of $\vec{B}$. All the $W_{K}$ should have the same limiting distribution which is that of a central chi-square varlate with one degree of freedom under the null hypothesis. Lafontaine and White show that $W_{K}$ varies from 0.03 (for $K=40$ ) to 1479.65 (for $k=-40$ ). They conduct a Monte Carlo experiment giving estimated critical values ranging from $3.5 \times 10^{8}$ (for $k=40$ ) to 4.60 (for $\mathrm{K}=1$ ) to $7.1 \times 10^{6}$ (for $\mathrm{K}=-40$ ). Their results indicate that quite markedly different inferences can be obtained depending on the value of $K$.

Lafontaine and White propose approximating the power function at $\mathrm{g}^{*}$ using a non-central $\mathrm{x}^{2}$ distribution with a non-centrality parameter:

$$
\delta_{\phi}^{2}=T\left(\phi\left(\theta^{*}\right)\right)^{*}\left[F_{\phi}\left(\theta^{*}\right) E\left(-\frac{1}{T} \frac{\partial^{2} L}{\partial \theta \partial \theta},\left.\right|_{\theta^{*}}\left(\theta^{*}\right)^{-1} F_{\phi}\left(\theta^{*}\right)^{\prime}\right]^{-1}\left(\phi\left(\theta^{*}\right)\right)\right.
$$

following Gallant and Holly (1980). Lafontaine and White use the observed Hessian at $\theta^{*}$ rather than its expectation at $\theta^{*}$, but in this model the two are identical. Although the Gallant and Holly approximation does not seem to be very successful in approximating the power function as estimated by Monte Carlo methods, it may still prove useful in explaining the behaviour observed. The general Wald statistic for $H_{\phi}: \phi(\theta)-0$ is:

$$
\left.W_{\phi}=T\{\dot{\theta})\right\}^{\prime}\left[F_{\phi}(\hat{\theta}) \vec{V}(\hat{\theta}) F_{\phi}(\hat{\theta})^{\prime}\right]^{-1}\{\theta(\hat{\theta})\}
$$

and can be interpreted as being numerically equivalent to the Wald statistic for:

$$
\begin{equation*}
H_{\phi}^{+}: F_{\phi}(\hat{\theta}) \theta-\left[F_{\phi}(\hat{\theta}) \hat{\theta}-\psi(\hat{\theta})\right]=0 \tag{12}
\end{equation*}
$$

given the data which produced $\vec{\theta}$. This is a linearization of the restriction around the unrestricted parameter estimates. Effectively the Gallant and Holly approximation substitutes $e^{*}$ (the hypothesised alternative) for ${ }^{*}$ in the above to obtain $H_{+}^{+}$and then computes the power at $\theta^{*}$ for the wald test for $H_{*}^{+}$where $\theta^{*}$ replaces $\theta$, assuming that the estimated variance of $\vec{\theta}$. namely $\vec{V}(\dot{\theta})$ is equal to its actual value when $\theta=6$.

Unlike the Evans and Savin (1982a) example, the Lafontaine and White statistics are not monotonic functions of each other. Therefore the power functions of the various tests are not identical when the correct critical values are used. Consequently these test statistics even when correct critical values are used are intrinsically able to produce conflicting inferences. The Wald statistic for $H_{a} ; \beta=1$ gives a unifomily most powerful unbiased test, see Silvey (1975), but not a uniformily most powerful test. When $K \geqslant 1$ the resultant correctisize test is relatively more powerful against alternatives where $B<1$ than is the test resulting from $K=1$ and it is relatively less powerful against alternatives where $\beta>1$. This behaviour is reversed when $K<0$. These results are obtained from Monte Carlo studies but are not too surprising because when $K \neq 1$ the paraneter restriction function does not treat the parameter space symmetrically around $\mathrm{B}=1$.

The Breusch and Schuidt (1985) and Lafontaine and White (1906) results raise the worrying point that an unscrupulous investigator can achieve a desired inference simply by appropriately formulating the null hypothesis. This is clearly an undesirable feature for a
testing principle and is not shared by the Likelihood Ratio testing principle. The Lagrange Multiplier testing principle can suffer from this problem to a lesser extent because of the problems which estimation of the information matrix may raise. This is much less likely to be a serious problem if several hypotheses are tested separately since then the investigator is unlikely to have much Justification for switching between different estimation methods for the information matrix or between different parameterizations of the mode 1 .

The Wald testing principle does have the advantage that the different possible Nald tests will typically have different power functions even when corrected critical values are used. Therefore a particular formulation of the restrictions could be obtained to have high power for various areas of the parameter space. This kind of flexibility is not avallable when the Likelihood Ratio testing principle is used and is only likely to be avallable to a small extent when the Lagrange Multiplier testing principle used.

### 4.4 Testing for a Non-Linear Restriction in a Simple Model using the Nald principle

Gregory and Veall (1984) present ancther example of testing using the Wald principle. They propose the model:

$$
\begin{equation*}
y_{t}=\beta_{0}+\beta_{1} x_{1 t}+\theta_{2} x_{2 t}+\varepsilon_{t} ; \varepsilon_{t} \approx \operatorname{IN}\left(0, \sigma^{2}\right) ; \tag{13}
\end{equation*}
$$

$x_{1}$ and $x_{2}$ are exogenous
and then consider testing the null hypothesis that the two slope coefficients are reciprocals 1.e. $A_{1} \beta_{2}=1$. This can be written
in various forms of which Gregory and Veall (1984) consider four:
(1) $H_{M}: h_{M}(\beta)=\beta_{1} \beta_{2}-1=0$;
(it) $H_{R 1}: h_{R 1}(s)=\beta_{1}-\left(1 / B_{2}\right)=0$;
(iif) $H_{R 2}: h_{R 2}(B)=B_{2}-\left(T / B_{1}\right)=0$; and
(iv) $H_{R 3}: h_{R 3}(\beta)=1-\left(1 / B_{1} B_{2}\right)=0$.

In Gregory and Veall (1985) they present some of the results for cases (1) and (11). Unlike the rational expectations restrictions and COMFAC restrictions of Gregory and Veall (1984) it is difficult to find any particular justification for this kind of non-linear restriction. However, this case does provide an extremely simple example of non-linearity in a well behaved model. There are no lagged variables or other sources of dynamics; similarly there are no other endogenous variables to provide simultaneity problems. The error structure is assumed to be normal and homoscedastic. In this model OLS provides a Best Linear Unblased estimator of the regression coefficients and an unblased variance estimate: therefore computing the Wald statistics for the various restriction formulations is very simple. The model seems slightly more complicated than is absolutely necessary since there is an intercept term in the equation. However, as is shown in the Appendix to this chapter, the intercept term plays no fundamental role in the fixed regressors case. Without the intercept term the model becomes the simplast one which allows us to consider non-linear restrictions involving more than one regression coefficient.

Retuming to the comparison of Wald tests for the null hypothesis it is now valuable to examine the actual statistics in some detall. Gregory and Veall (1984) used OLS estimates of 8 and $a^{2}$ to construct the Wald tests. In this example it is well known that OLS and ML estimates for a are identical and only differ for $\sigma^{2}$ in the degrees of freedom used as divisor :

$$
\begin{aligned}
& \hat{s}=\left(X^{\prime} X\right)^{-1} X^{\prime} Y: \\
& \dot{\sigma}^{2}=(y-x \hat{\beta})^{\prime}(y-x \dot{B}) /(T-K) ;(\text { here } K-3) \\
& V(B)=\sigma^{2}\left(X^{\prime} X\right)^{-1} \\
& \text { where } x-\left[\left.\begin{array}{ccc}
1 & x_{11} & x_{21} \\
* & * & * \\
* & * & * \\
* & * & * \\
1 & x_{1 T} & x_{2 T}
\end{array} \right\rvert\,\right. \text { is (Tx3) matrix: } \\
& y=\left(y_{1} \ldots . . y_{T}\right)^{\prime} \text { is a T-vector: } \\
& B=\left(B_{0} \cdot \theta_{1} \cdot \theta_{2}\right)^{\prime} \text { is a 3-vector. }
\end{aligned}
$$

The four Wald test statistics then are given as:

$$
\begin{aligned}
& W_{M}=\frac{T\left(\hat{\beta}_{1} \hat{\theta}_{2}-1\right)^{2}}{\hat{\sigma}^{2}\left\{\left[0, \hat{\beta}_{2}, \hat{\beta}_{1}\right]\left(\frac{x \cdot x}{T}\right)^{-1}\left[\begin{array}{c}
\alpha_{\beta_{2}} \\
\hat{\beta}_{1}
\end{array}\right]\right\}}
\end{aligned}
$$

$$
\begin{aligned}
& W_{R 1}=T\left(\hat{\theta}_{1} \hat{\theta}_{2}-1\right)^{2} /\left(\hat{\sigma}^{2}\left[\hat{\beta}_{2}^{2} c_{11}+2 c_{12}+\left(c_{22} \dot{B}_{2}^{2}\right)\right]\right\}
\end{aligned}
$$

where $C=\left[\begin{array}{ll}c_{11} & c_{12} \\ c_{12} & c_{22}\end{array}\right] \begin{aligned} & \text { is the lower right-hand corner }(2 \times 2) \\ & \text { block of }\left(\frac{X^{\prime} X}{T}\right)^{-1} .\end{aligned}$

Gregory and Veall (1984) examined, using Monte Carlo simulations, the properties of the test statistics at various parameter settings both under the null and for altemative hypotheses. However. It is possible to explain the qualitative behaviour which they observed by the use of various $11 m i t i n g$ arguments as $\beta_{1} \rightarrow \infty$ or $\theta_{2}+\infty$.

Assuming that the $X$ matrix is taken as fixed then OLS estimation In this particular example has number of features which reduce the problem somewhat. Firstly, $\boldsymbol{T}(\bar{\beta}-8)$ is distributed as a nomal vector with mean zero and covarlance matrix $\sigma^{2} C$. Secondly, $(T-K)\left(\frac{1}{\sigma^{2}}\right) \sigma^{2}$ is distributed as a central chi-square with (T-K) degrees of freedom. Thirdly, $\hat{B}$ and $\bar{\sigma}^{2}$ are independent; see Silvey (1975) for detalls. It is therefore possible to rewrite the estimatas as:

$$
\begin{aligned}
& \hat{B}_{1}=B_{1}+u_{1} \\
& \hat{B}_{2}=B_{2}+u_{2} \\
& \text { with } u \sim N\left[O_{1}\left(\frac{1}{T}\right) a^{2} C\right] \text { whare } u=\left(u_{1}, u_{2}\right)^{\prime} .
\end{aligned}
$$

so that the statistics can then be examined in terms of $u$ and $\boldsymbol{a}^{2}$ and the actual parameters.

The statistic $H_{M}$ corresponding to the purely multiplicative formulation of the hypothesis, $H_{M}$, can be rewritten as:

$$
\begin{equation*}
W_{M}=n_{M}^{2} \text { where } n_{M}=\frac{\int\left[\hat{\beta}_{2}-\left(1 / \hat{\beta}_{1}\right)\right]}{\left\{\hat{\sigma}^{2}\left[c_{11}\left(\frac{\hat{\beta}_{2}}{\hat{\beta}_{1}}\right)^{2}+2 c_{12}\left(\frac{\hat{\beta}_{2}}{\hat{\beta}_{1}}\right)+c_{22}\right]\right\}^{\frac{1}{2}}} \tag{16}
\end{equation*}
$$

which can be decomposed into three parts:
(a) $\left(\sigma^{2}\right)^{\frac{2}{2}}$ which is independent of the rest of the statistic;
(b) $\operatorname{TT}\left[\hat{B}_{2}-\left(1 / \hat{B}_{1}\right)\right]$; and
(c) $\left[c_{11}\left(\vec{B}_{2} / \vec{\beta}_{1}\right)^{2}+2 c_{12}\left(\vec{\beta}_{2} / \vec{\beta}_{1}\right)+c_{22}\right]^{\frac{1}{2}}$.

The behaviour of (a) does not depend on at all. In contrast, (b) can be rewritten:

$$
\begin{aligned}
\sqrt{T}\left[B_{2}\right. & \left.=\left(T / \beta_{1}\right)\right]=\sqrt{T}\left[\left(u_{2}+\beta_{2}\right)-\left(\frac{1}{u_{1}+\beta_{1}}\right)\right] \\
& =\sqrt{T}\left[\frac{\left(u_{1}+\beta_{1}\right)\left(u_{2}+\beta_{2}\right)-1}{\left(u_{1}+B_{1}\right)}\right] \\
& =\sqrt{T}\left[\frac{\left(u_{1} u_{2}+\beta_{1} u_{2}+\beta_{2} u_{1}+\beta_{1} \beta_{2}-1\right]}{u_{1}+\xi_{1}}\right] \\
& =\sqrt{T}\left[\frac{u_{2}+\left(1 / \beta_{1}\right) u_{1} u_{2}+\left(B_{2} / \beta_{1}\right) u_{1}+\beta_{2}-\left(1 / \beta_{1}\right)}{1+\left(1 / s_{1}\right) u_{1}}\right] .
\end{aligned}
$$

Lastly, (c) can be rewritten as:

$$
\begin{aligned}
& {\left[c_{11}\left(\hat{\beta}_{2} / \beta_{1}\right)^{2}+2 c_{12}\left(\hat{\beta}_{2} / \hat{\beta}_{1}\right)+c_{22}\right]^{\frac{1}{2}}} \\
& =\left\{c_{11}\left[\frac{u_{2}\left(1 / \beta_{1}\right)+\left(\beta_{2} / \beta_{1}\right)}{1+\left(1 / \beta_{1}\right) u_{1}}\right]^{2}+2 c_{12}\left[\frac{u_{2}\left(1 / \beta_{1}\right)+\left(\beta_{2} / \beta_{1}\right)}{1+\left(1 / \beta_{1}\right) u_{1}}\right]+c_{22}\right\} .
\end{aligned}
$$

If we define $\gamma^{*}=\left(1 / \beta_{1}\right)$ then we can rewrite $\eta_{M}$ as:

Consider firstly its behaviour as $\beta_{1} \rightarrow \infty$ while maintaining $\beta_{1} \beta_{2}=1$ so that $Y^{*}+0$ and $B_{2} \rightarrow 0$. The distribution of $\left(U_{1}, U_{2}\right)$ is clearly unaffected by changing $B_{1}$ or $B_{2}$. Applying Cramer's theorem in its generalised form (see Rao (1973, p.122)) gives: with $\mathrm{B}_{1} \mathrm{~A}_{2}=1$ maintained. Therefore:

$$
\begin{align*}
& 1 \text { im }_{B_{1}}^{+\infty} \operatorname{Pr}\left\{\eta_{M} \leqslant x\right\}=11 m \operatorname{Pr}\left(n_{M}^{E} \leqslant x\right\} \\
& \text { where } \eta_{M}^{*}=\frac{(\sqrt{ })\left(u_{2}\right)}{\left[\sigma^{2} c_{22}\right]^{\frac{1}{2}}} \tag{19}
\end{align*}
$$

But $\boldsymbol{T}^{( }\left(u_{2}\right) \sim N\left(0,0^{2} c_{22}\right)$ so that $n_{M}$ has a central t-distribution with $(T-K)=(T-3)$ degrees of freedom. Therefore so does $\eta_{M}$ in the 1 imit as $\beta_{1}+\infty$ with $B_{1} \beta_{2}=1$ and thus $W_{M}$ converges in distribution to an $F(1, T-3)$ as $\beta_{1}+=$ whth $\beta_{1} \beta_{2}=1$. This result holds true as $B_{1} \rightarrow \infty$ with $\theta_{1} B_{2}=a$ for any fixed 0 . Intuitively, the test becomes one of $B_{2}=0$, as $\beta_{1} \rightarrow=$ when $B_{1} \beta_{2}=$ (fixed $\neq 0$ ), and $n_{N}^{*}$ is the t-statistic for testing that $B_{2}=0$.

A similar argument can be made for the limit as $\mathrm{B}_{2} \rightarrow$ - with $B_{1} \theta_{2}=\left(f i x e d \quad(0)\right.$. Then $n_{N}^{*}=\left(\sqrt{T}\left(U_{1}\right) /\left[\sigma^{2} c_{11}\right]^{\frac{1}{2}}\right.$ which is the $t-s t a t i s t i c$ for testing that $B_{1}=0$. Now the liniting behaviour can also be investigated for $B_{1} \rightarrow$ with fixed $B_{2}$ in which case $n_{M}^{*}=\left[(\sqrt{T})\left(u_{2}+B_{2}\right)\right] /\left[\hat{a}^{2} c_{22}\right]^{\frac{1}{2}}$ so that $\eta_{M}$ has a $11 m i t i n g$ non-central t-distribution with (T-3) degrees of freedom and non-centrality parameter 6 - $\left\{\sqrt{T} B_{2} /\left[\sigma^{2} c_{22}\right]^{\frac{1}{2}}\right.$. Therefore $W_{M}$ converges in distribution to $F\left(1, T-3,\left[T A Z_{2} /\left(a^{2} c_{22}\right)\right]\right)$ as $s_{1} \rightarrow=$ with fixed $B_{2}$. Again $n_{M}$ is the
t-statistic for testing that $g_{2}-0$ so that this liniting result is
intuitively reasonable. Also as before a simflar result is obtained when $\mathrm{E}_{2}+-$ for fixed $\varepsilon_{1}$.

This agrees reasonably well with the Monte Carlo results obtained by Gregory and Veall (1984, 1985) who found that $W_{M}$ behaves more like an $F(1, T-K)$ than a $x^{2}(1)$ for all the parameter settings under the null hypothesis which they considered. Gregory and veall (1984) considered experiments both for fixed $X$ and for stochastic $X$ matrices. The limiting arguments given above for $B_{1} \rightarrow \infty$ with $\beta_{1}{ }^{B_{2}}=1$ can be extended to the stochastic $X$ case as follows. Since the limiting distribution of $H_{M}$ given $X$ as $\theta_{1}+\infty$, with $B_{1} \beta_{2}=$ a (fixed a $\neq 0$ ), does not depend on $X$ then when $X$ is stochastic $W_{M}$ retains the same limiting distribution.

The behaviour of $W_{R 1}$ as $\beta_{1}+w$ wh $B_{1} B_{2}=1$ is somewhat different. The statistic for this first ratio formulation of the hypothesis can be written:

$$
U_{R 1}=n_{R 1}^{2} \text { where }
$$

$$
\begin{equation*}
n_{R 1}=\frac{\sqrt{ }\left(\hat{\beta}_{1} \hat{\beta}_{2}-1\right) \hat{\beta}_{2}}{\left\{\sigma^{2}\left[\beta_{2}^{\prime \prime} c_{11}+2 \hat{\beta}_{2}^{2} c_{12}+c_{22}\right]\right\}^{2}} \tag{20}
\end{equation*}
$$

Again this can be split into three parts:
(a) $\left(\hat{\sigma}^{2}\right)^{\frac{1}{2}}$ which is independent of the rest of the statistic;
(b) $\boldsymbol{T}\left(\dot{B}_{1} \hat{B}_{2}-1\right) \hat{B}_{2}$

$$
=A\left[u_{2}+B_{2}^{2} u_{1}+2 \beta_{2} u_{1} u_{2}+\theta_{1} u_{2}^{2}+u_{1} u_{2}^{2}\right] ; \text { and }
$$

(c) $\left[\hat{\beta}_{2}^{4} c_{11}+2 \hat{\beta}_{2}^{2} c_{12}+c_{22}\right]^{\frac{1}{2}}$

$$
\begin{aligned}
= & {\left[\left(\beta_{2}+u_{2}\right)^{6} c_{11}+2\left(\beta_{2}+u_{2}\right)^{2} c_{12}+c_{22}\right]^{\frac{1}{2}} } \\
= & {\left[u_{2}^{4} c_{11}+4 u_{2}^{3} \beta_{2} c_{11}+u_{2}^{2}\left(6 B_{2}^{2} c_{11}+2 c_{12}\right)+u_{2}\left(4 \beta_{2}^{3} c_{11}+4 B_{2} c_{12}\right)\right.} \\
& \left.+\left(\beta_{2}^{4} c_{11}+2 \beta_{2}^{2} c_{12}+c_{22}\right)\right]^{\frac{1}{2}} .
\end{aligned}
$$

It is now helpful to consider $\left({ }_{n} l_{1} / \beta_{1}\right)$ rather than $n_{R 1}$ itself. As $\beta_{1} \rightarrow=$ then $\gamma^{*}=\left(1 / \beta_{1}\right)+0$ and $\beta_{2}+0$ for $\theta_{1} \beta_{2}=1$ so that applying Cramer's theorem gives:

which has a well-behaved distribution with no probability mass at zero. Since $\left(n_{R 1} / \beta_{1}\right)$ has a well behaved 11 miting distribution as $\beta_{1} \rightarrow \cdots$ With $\beta_{1} \beta_{2}=1$ then $\eta_{R 1}$ has an exploding distribution 1.e. $\operatorname{Pr}\left(n_{R 1} \& t\right\} \rightarrow 0$ as $\beta_{1} \rightarrow \infty$. As before this argument (with slight modifications) also holds when $B_{1}+=$ with $\theta_{1} B_{2}=a$ for fixed $a \neq 0$ and when $\theta_{1} \rightarrow$ with $B_{2} f 1$ xed. However, for fixed $\theta_{1}$ and $B_{2}$ with $\theta_{1} \beta_{2}=1$ then as $T \rightarrow$ o the statistic $W_{R 1}$ tends to a central chi-squared distribution with one degree of freedom. This agraes very well with the qualitative aspects of the Monte Carlo results for $\mathrm{K}_{\mathrm{R}}$ given in Gregory and Veall (1984, 1985).

The behaviour of $W_{R 1}$ as $A_{2}+$ owith $B_{1} B_{2}=1$ is like that of $W_{M}$ as $\mathrm{B}_{2}+=$ with $\mathrm{B}_{1} \mathrm{~B}_{2}=1$. Thus, rewriting $H_{R 1}$ gives:

$$
\begin{align*}
& H_{R 1}=\eta_{R 1}^{2} \text { where } \\
& { }^{n_{R 1}}=\frac{-斤\left[\left(\hat{\beta}_{1} \hat{\beta}_{2}-1\right) \beta_{2} /\left(\beta_{2}^{2}\right)\right]}{\left(\sigma^{2}\left[C_{11}\left(\beta_{2} / \beta_{2}\right)^{4}+2\left(B_{2}^{2} c_{12} / \beta_{2}^{h}\right)+\left(c_{22} / \beta_{2}\right)\right]\right)^{2}} . \tag{22}
\end{align*}
$$

Again the $\dot{\alpha}^{2}$ term can be temporarily set aside and the statistic split Into:
(a) $\int 斤\left[\left(\dot{\beta}_{1} \dot{\beta}_{2}-1\right) \vec{\beta}_{2} / \beta_{2}\right]$
$=\pi\left[\left(u_{2} / B_{2}^{2}\right)+u_{1}+2\left(u_{1} u_{2} / B_{2}\right)+\left(u_{2}^{2} B_{1} / B_{2}^{2}\right)+\left(u_{1} u_{2}^{2} / B_{2}^{2}\right)\right]$
(b) $\left[c_{11}\left(\beta_{2} / \beta_{2}\right)+2 c_{12}\left(\hat{\beta}_{2}^{2} / \beta_{2}^{4}\right)+\left(c_{22} / \beta_{2}^{4}\right)\right]$ l

$$
\begin{aligned}
& -\left[u_{2}^{4}\left(c_{11} / \beta_{2}^{4}\right)+4 u_{2}^{3}\left(c_{11} / \beta_{2}^{3}\right)+u_{2}^{2}\left(6 c_{11} / \beta_{2}^{2}\right)+2 u_{2}^{2}\left(c_{12} / \beta_{2}^{4}\right)\right. \\
& \left.+4 u_{2}\left(c_{11} / \beta_{2}\right)+4 u_{2}\left(c_{12} / B_{2}^{3}\right)+c_{11}+2\left(c_{12} / B_{2}^{2}\right)+\left(c_{22} / \beta_{2}^{4}\right)\right]^{1} .
\end{aligned}
$$

Defining $\gamma^{*}=\left(1 / \beta_{2}\right)$ so that $\gamma^{*} \rightarrow 0$ as $a_{2} \rightarrow=$ with $B_{1} B_{2}=1$ then:

$$
\begin{align*}
& n_{R 1}=\frac{\int\left\{\left[\gamma^{* 2} u_{2}+u_{1}+2 \gamma^{*} u_{1} u_{2}+u_{2}^{2} \beta_{1} \gamma^{* 2}+u_{1} u_{2}^{2} \gamma^{* 2}\right]\right.}{\left\{\sigma ^ { 2 } \left[c_{11} r^{* 4} u_{2}^{\hbar}+4 c_{11} r^{* 3} u_{2}^{3}+6 c_{1} \gamma^{\star 2} u_{2}^{2}+2 c_{12} r^{\star 4} u_{2}^{2}\right.\right.} \\
& \left.+4 c_{11} r^{*} u_{2}+4 c_{12} r^{* 3} u_{2}+c_{11}+2 c_{12} r^{* 2}+c_{\left.22^{r * 4}\right]}\right)^{1} \text {. } \tag{23}
\end{align*}
$$

Applying Cramer's theorem to $\mathrm{H}_{\mathrm{R}}$ then gives:

$$
\begin{equation*}
\underset{\rightarrow \rightarrow-}{11_{\mathrm{m}}} \operatorname{Pr}\left(n_{R 1} \leq x\right)=\operatorname{Pr}\left\{n_{R 1} \leqslant x\right\} \tag{24}
\end{equation*}
$$

where $\Pi_{R i}^{\left(D_{i}\right.}=\frac{\Pi_{1}^{u_{1}}}{\left(\sigma^{2} c_{11}\right)^{2}}$ which is the $t-s t a t i s t i c$ for testing $\varepsilon_{1}=0$.
Likewise for $B_{2}+$ with $\beta_{1} B_{2}=$ a for any fixed a 0 , and as when $B_{2}+\cdots$ with fixed $8_{1} \not 0$ then $W_{R 1}$ has a limiting power function which is the same as that of the t-tast statistic for testing $\theta_{1} \mathbb{O}$.

Symmetry arguments imply that $W_{R 2}$ as $B_{1} \rightarrow$ - behaves like $W_{R 1}$ as $B_{2} \rightarrow$. (1.e. 1ike $W_{M}$ as $\theta_{2} \rightarrow \infty$ ) and that $W_{R 2}$ as $\theta_{2} \rightarrow$ - behaves like $W_{R 1}$ as $e_{1} \rightarrow-$. Lastly, there is the statistic $W_{R 3}$ which tends to explode if either $\beta_{1}$ or $\beta_{2}+0_{\text {. This can be seen from re-writing the }}$ statistic so:

$$
\begin{align*}
& W_{R 3}=\Pi_{R 3}^{2} \text { where } \\
& \Pi_{R 3}=\frac{\sqrt{T}\left[\left(\vec{\beta}_{1} \dot{\beta}_{2}-1\right) \vec{B}_{2}\right]}{\left(\sigma^{2}\left[c_{11}\left(\hat{\beta}_{2} / \hat{\beta}_{1}\right)^{2}+2 c_{12}\left(\dot{\beta}_{2} / \hat{\beta}_{1}\right)+c_{22}\right] t^{2}\right.} \tag{25}
\end{align*}
$$

Then ( $n_{R 3} / \beta_{1}$ ) has a non-degenerate limiting distribution as $B_{1} \rightarrow$ with $A_{1} B_{2}=0$ or with fixed $B_{2}$ and so $\eta_{R 3}$ and $W_{R 3}$ have exploding distributions as $8_{1} \rightarrow$. By symmetry they also have exploding distributions as $\mathrm{B}_{2} \rightarrow$.

The only one of these four test statistics which is satisfactory is the first since the other three all have significance levels which tend to unity as the parameters move in certain directions within the parameter space. This property is clearly undesirable in any test statistic since it implies that for any critical value the probability of rejecting the null hypothesis when it is true can be made arbitrarily close to one by suitably choosing the parameter values.

A11 of the analysis above is for fixad sample sizes with varying parameter values. The usual asymptotic propertias as $T \rightarrow-$ for fixad parameter values under the null (or local alternative sequences) also hold true. Howavar. they provide no quantitative Information as to what happens with fixad parameter values and flxad sample size $T$. Thus they give no indication as to how large will be the deviations
of the actual distributions of $W_{M}, W_{R 1}, W_{R 2}$ and $W_{R 3}$ from their common asymptotic distribution for any given parameter values, exogenous data and sample size. This suggests the possibility of using asymptotic expansions to approximate the distributions of the statistics for vartous circumstances.

### 4.5 Asymptotic Expansion Approximations to the Distributions of the Alternative Wald Statistics

There are various ways in which asymptotic expansion approximations to the distributions of $W_{M}, W_{R 1} ; W_{R 2}$ and $W_{R 3}$ can be calculated. To implement the expansion the statistics each have to be defined in an appropriate fashion as functions of appropriate random variates and constants. The first decision to be taken is that of whether $X$ is to be stochastic or fixed. For this example we have chosen to use fixed exogenous variables since this reduces the number of random variates of which the statistics are functions and considerably simplifies the computations. If $X$ is stochastic then each statistic is a function of the nine random variates:

$$
\begin{aligned}
& s_{0}=\frac{\Sigma y_{t}}{T} ; \quad s_{1}=\frac{\Sigma x_{1} t}{T} ; \quad s_{2}=\frac{\Sigma x_{2 t}}{T} \\
& s_{00}=\frac{\Sigma y_{t}^{2}}{T} ; \quad s_{01}=\frac{\Sigma y_{t} x_{1 t}}{T} ; \quad s_{02}=\frac{\Sigma y_{t} x_{2 t}}{T} \\
& s_{11}=\frac{\Sigma x_{1}^{2} t}{T} ; s_{12}=\frac{\Sigma x_{1} t^{x_{2 t}}}{1} ; \quad s_{22}=\frac{\Sigma x_{2 t}^{2}}{T} \\
& \text { since } \hat{B}=\left(x^{\prime} X\right)^{-1} X^{\prime} y=\left[\begin{array}{lll}
1 & s_{1} & s_{2} \\
s_{1} & s_{11} & s_{12} \\
s_{2} & s_{12} & s_{22}
\end{array}\right] \quad\left[\begin{array}{l}
s_{0} \\
s_{01} \\
s_{02}
\end{array}\right]
\end{aligned}
$$

$$
\text { and } \tilde{\sigma}^{2}=(y-X \hat{\beta})^{t}(y-X \hat{\beta}) / T=\left[\left(y^{\prime} y\right)-\left(y^{\prime} X\right)\left(X^{\prime} X\right)^{-1}\left(X^{\prime} y\right)\right] / T
$$

$$
=\left\{s_{00}-\left(s_{0}, s_{01}, s_{02}\right)\left[\begin{array}{lll}
1 & s_{1} & s_{2}  \tag{26}\\
s_{1} & s_{11} & s_{12} \\
s_{2} & s_{12} & s_{22}
\end{array}\right]^{-1}\left(\begin{array}{l}
s_{0} \\
s_{01} \\
s_{02}
\end{array}\right)\right\}
$$

Each statistic must be differentlated 213 times (although many of the derivatives will be zero at the evaluation point) whereas in the fixed $X$ case only 34 differentiations of each statistic are needed (again many derivatives are zero). Computing the cumulants of the variates is therefore much more complex in the stochastic $X$ case. Firstly, there are considerably more cumulants to be computed; and secondly, under stochastic $X$ six of the nine random variates are data second order sample moments ( $s_{00}, s_{01}, s_{02}, s_{11}, s_{12}, s_{22}$ ) whereas under fixed $x$ there is only one ( $5_{00}$ ). The program used to compute asymptotic expansion approximations, discussed in the Appendix on Computation, requires that the number of observations plus lags all multiplied by the number of endogenous variables does not exceed eighty. This would impose an upper sample size of twenty-five assuming that the $[x]$ variables are generated by a first-order vector auto-regressive process as in Gregory and Veall (1984, 1985). Of their results only those for sample size 20 would be comparable; those for sample sizes $30,50,100$ and 500 would clearly not be comparable.

In view of the restricted comparability of the stochastic regressors case and computational cost that would be involved, we will only consider the fixed regressors case. For this case each statistic is a function of only four data sample moments of which three are data first-order sample moments and one is a data second-order sample moment. This considerably reduces the number of derivatives and cumulants which are required as noted above. It also permits sample sizes of 20,30 and 50 to be considered. However, some compatability is lost because the particular fixed regressor matrices used become lmportant in determining the distributions of the test statistics.

In order to compute asymptotic expansion approximations (AEA's) for the distributions of $W_{M}$, $W_{R 1}$, $W_{R 2}$ and $W_{R 3}$ we have used the program ESSACS which was developed to implement the theoretical approach of Chapter 3. The exogenous variables were generated using the same data generation process as that in Gregory and Veall (1984, 1985)) although the algorithm used was not the same :

$$
\left[\begin{array}{l}
x_{1 t} \\
x_{2 t}
\end{array}\right]=\left[\begin{array}{ll}
0.6 & 0.3 \\
0.3 & 0.6
\end{array}\right]\left[\begin{array}{l}
x_{1 t-1} \\
x_{2 t-1}
\end{array}\right]+\left[\begin{array}{l}
y_{1 t} \\
v_{2 t}
\end{array}\right]
$$

where $\left[\begin{array}{l}v_{1 t} \\ v_{2 t}\end{array}\right] \sim$ IN $\left(\left[\begin{array}{l}0 \\ 0\end{array}\right] \cdot\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]\right)$.

This does not provide exact comparability with Gregory and Veall's results since in the fixed regressors case the actual values of the exogenous variables are important. We considered sample sizes $T=20,30,50$, and parameter values $\left(\beta_{1}, \beta_{2}\right)=(1.0,1.0),(2.0,0.5)$, (5.0, 0.2) $,(10.0,0.1), \sigma^{2}=1$ and $\varepsilon_{0}=1.0$ to retain some comparability with Gregory and Veall's results. The results most comparable to those of Gregory and Veall are presented in Table 4.1. It is clear that the AEA's are reasonably well behaved for the multiplicative form. However. they are much less well behaved for the ratio form except for $\left(\beta_{1}, \beta_{2}\right)=$ $(1.0,1.0)$. It is clear when the ratio form has true rejection probabilities substantially different from the nominal 5\% level that the AEA rejection probabilities also differ substantially from the nominal level. However, the deviations are in the opposite direction to that indicated by Gregory and Veall's Mante Carlo results and by the arguments presented in Section 4.4 concerned with asymptotics in the parameters $\beta_{1}$ and $\beta_{2}$.

| Parameter Values | Form of Restriction | 1-20 | $T=30$ | $\underline{T}=50$ |
| :---: | :---: | :---: | :---: | :---: |
| $\beta_{1}=10.0, B_{2}=0.1$ | A | -6.77 | -4.17 | -1.25 |
|  |  | (29.3) | (25.3) | (20.6) |
|  | B | 6.38 | 5.92 | 5.55 |
|  |  | (6.5) | (6.2) | (6.3) |
| $\mathrm{B}_{1}=5.0, \mathrm{~B}_{2}=0.2$ | A | 0.38 | 3.82 | 4.18 |
|  |  | (20.1) | (15.2) | (11.9) |
|  | B | 6.36 | 5.91 | 5.54 |
|  |  | (6.4) | (5.8) | (5.7) |
| $\beta_{1}=2.0, \beta_{2}=0.5$ | A | 4.00 | 4.57 | 4.63 |
|  |  | (8.6) | (8.9) | (7.8) |
|  | B | 6.00 | 5.72 | 5.40 |
|  |  | (6.1) | (5.3) | (7.1) |
| $\beta_{1}=1.0, \beta_{2}=1.0$ | A | 5.60 | 5.00 | 4.96 |
|  |  | (5.3) | (4.5) | (5.3) |
|  | B | 6.84 | 6.33 | 5.82 |
|  |  | (6.9) | (4.7) | (6.5) |

## Table 4.1: Test Statistic Rejection Probabilities at the 5\% Critical Value for a $x^{2}$ (1) Distribution

Here A refers to the First Ratio form of the restriction: $h_{R 1}($.$) .$
B refers to the Multiplicative Form of the restriction: $h_{M}(\cdot)$.
The rejection probabilities are presented as $x$ 's and the figures given in brackets refer to the comparable \% rejections given by Gregory and veall (1985).

| Parameter Values | Form of Restriction | $T=20$ | $\underline{T}=30$ | $\underline{T}=50$ |
| :---: | :---: | :---: | :---: | :---: |
| $\beta_{1}=10.0, \theta_{2}=0.1$ | A | 44.41 | 19.52 | 7.67 |
|  |  | (28.3) | (24.4) | (20.1) |
|  | B | 4.73 | 4.88 | 4.96 |
|  |  | (4.8) | (5.3) | (5.9) |
| $\mathrm{B}_{1}=5.0, \mathrm{~B}_{2}=0.2$ | A | 15.60 | 9.03 | 6.00 |
|  |  | (18.9) | (14.6) | (11.6) |
|  | B | 4.70 | 4.87 | 4.95 |
|  |  | (4.3) | (4.8) | (5.1) |
| ${ }^{8} 102.0, B_{2}=0.5$ | A | 4.47 | 4.53 | 4.42 |
|  |  | (6.7) | (8.2) | (7.3) |
|  | B | 4.37 | 4.69 | 4.82 |
|  |  | (4.2) | (4.3) | (5.8) |
| $\mathrm{s}_{1}=1.0 \mathrm{\theta}_{2}=1.0$ | A | 4.03 | 4.03 | 4.40 |
|  |  | (4.0) | (3.2) | (4.8) |
|  | B | 5.20 | 5.30 | 5.23 |
|  |  | (5.1) | (3.9) | (5.5) |

## Table 4.2: Test Statistic Rejection Probabilities at the 5\% Critical Values for $\mathrm{F}(1, \mathrm{~T}-3)$ Distributions

The results in brackets refer to the comparable probabilities estimated by Monte Carlo methods in Gregory and Veall (1984).

```
For T =20 : c c 11 = 0.5903, c c12 =-0.1441, c c22 =0.3951.
For T = 30 : cc, co =0.5046, c c12 =-0.1598, c}\mp@subsup{c}{22}{}=0.4729
For T = 40: c c 11=0.5986, c 12 =-0.1992, c}\mp@subsup{c}{22}{}=0.4464
```



$x^{x}$

Table 4.2 presents results for the $F(1, T-3) 5 \%$ critical value. Again the results are qualtatively useful except for the case $\left(\beta_{1}, \beta_{2}\right)=(2.0,0.5)$, and for the cases $T=50,\left(\beta_{1}, \beta_{2}\right)=(10.0,0.1)$, (5.0, 0.2). One immediately apparent feature is that for the ratio form the AEA to the cdf of the statistic slopes the wrong way in the region of the $x^{2}(1)$ and $F(1, T-3)$ 5\% critical values. The $F(1, T-3)$ critical value is higher than the $x^{2}(1)$ critical value so the rejection probability associated with the former should be smaller than that associated with the latter. Table 4.3 presents the complete results comparable to those of Gregory and Veall (1984).

It is important not to rely too heavily on the results for any given ( $\beta_{1}, \beta_{2}, T$ ) combination in drawing conclusions. Gregory and Veall (1984) used the same replications for each of the different statistics given the ( $\beta_{1}, \beta_{2}, T$ ) values and for each ( $\beta_{1}, \beta_{2}, T$ ) combination they generated a particular set of exogenous variables.

### 4.6 Conclusions

Non-1inear parameter restrictions typically give rise to test statistics whose exact finite sample distributions can diffar quite substantially from their asymptotic distributions. Furthermore, the use of these non-linear restrictions can give rise to various differant wald test statistics which are numerically different and have differing finite sample proparties. Applying asymptotic expansion methods to obtain approximations to the cdf's of such altarnative Wald statistics seems to provide qualitatively useful
information in the particular example considered by Gregory and Veall (1985). However, it does not seem to provide very useful quantitative information in this example. In this particular case, the asymptotic expansion approximations support the conclusion from Gregory and Veall's Monte Carlo study that the Wald test from the multiplicative form of the hypothesis behaves better as regards its size properties, i.e. its rejection probabilities under the null hypothesis, than do the Wald tests for the three suggested ratio forms of the hypothesis. However, this conclusion can be obtained from the limiting behaviour of the various test statistics under certain parameter sequences with the samole size fixed. The only additional information given by the asymptotic expansion approximations is a very rough indication of the extent of the approximation error from using the asymptotic cdf as an approximation to the actual cdf.

## 4.A Appendix to Chapter 4

The results presented in Section 4.5 appear at first sight to be dependent on the parameters and exogenous data. However, it is possible to make various invariance arguments which reduce the dimensionality of the parameters determining the distributions of the various test statistics considered. It might also appear at first sight that the model is more complicated than is necessary to consider this problem In that the model contains an intercept. In fact, this is not a real problem since the families of test distributions are identical whether there is an intercept or not.

The first invariance argument is that multiplying $B_{0}, x_{1 t}, x_{2 t},{ }_{t}$ and $y_{t}$ by the same constant $k$ does not change the distributions of the test statistics:

$$
\begin{aligned}
y_{t}^{*}=k y_{t} & =k \beta_{0}+k \beta_{1} x_{1 t}+k \theta_{2} x_{2 t}+k c_{t} \\
& =\beta_{0}^{*}+\beta_{1} x_{1}^{*}+\beta_{2} x_{2 t}^{*}+\varepsilon_{t}^{*} \\
\text { where } \varepsilon_{t}^{*} \sim & I N\left(0, k^{2} a^{2}\right) .
\end{aligned}
$$

 $c_{12}^{*}=k^{-2} c_{12}, c_{22}^{*}=k^{-2} c_{22}$ so that $W_{M}^{1}=W_{M}$ (and 11kewise for the other Wald test statistics) so that the distributions of the test statistics are unaltered. The second invariance argument is that transforming the model to:

$$
y_{t}=\beta_{0}+k \beta_{1} k^{-1} x_{1 t}+k^{-1} \beta_{2} k x_{2 t}+c_{t}
$$

$$
\text { or } y_{t}=\beta_{0}+\beta_{1}^{+} x_{1 t}^{+}+\beta_{2}^{+} x_{2 t}^{+}+\varepsilon_{t}
$$

(where $s_{1}^{+}=k_{13}{ }_{1}, x_{1 t}^{+}=k^{-1} x_{1 t}, \theta_{2}^{+}=k^{-1} \beta_{2}$ and $x_{2 t}^{+}=k x_{2 t}$ ) does not change $y$ and inaintains the null hypothesis since $\beta_{1} \beta_{2}=\beta_{1} \theta_{2}$. Furthermore:

$$
\begin{aligned}
& c_{11}^{+}=k^{-2} c_{11}: \dot{c}_{12}^{+}=c_{12} ; c_{22}^{+}=k^{2} c_{22} ; \\
& \hat{\mathrm{B}}_{1}^{+}=\hat{k}_{1} \vec{B}_{1}: \overrightarrow{\mathrm{B}}_{2}^{+}=k^{-1} \hat{B}_{2} ; \hat{\sigma}^{2}=\dot{\sigma}^{2} ;
\end{aligned}
$$

so $\left(\hat{B}_{1}^{+}\right)^{2} c_{22}^{+}=\hat{B}_{1}^{2} c_{22}$; $\hat{B}_{1}^{+}{ }_{2}^{+} c_{12}^{+}=\dot{B}_{1}^{+} \dot{B}_{2} c_{12}$;

$$
\left(\hat{\theta}_{2}^{+}\right)^{2} c_{11}^{+}=\hat{B}_{2}^{2} c_{11}:\left(\hat{B}_{1}^{+}\right)^{-2} c_{11}^{+}=\left(\hat{\beta}_{1}\right)^{-2} c_{11} \text {; }
$$

$$
\left(\dot{B}_{1}^{+} \dot{\theta}_{2}^{+}\right)^{-1} c_{12}^{+}=\left(\dot{B}_{1}^{-} \dot{\beta}_{2}\right)^{-1} c_{12} ;\left(\dot{B}_{2}^{+}\right)^{-2} c_{22}^{+}=\left(\dot{\beta}_{2}\right)^{-2} c_{22}
$$

and therefore $W_{M}^{+}=W_{M}$ (and 11kewise for the other test statistics). These two invariance arguments mean that of the seven parameters $\left(\theta_{1}, B_{2}, \sigma^{2}, c_{11}, c_{12}, c_{22}, T\right)$ two are effectively redundant, e.g. we could work with ( $B_{1}^{2} C_{22}, B_{1} A_{2} C_{12}, Q_{2}^{2} C_{11}, \sigma^{2}, T$ ) instead. Also the AEA's are only being obtained for cases where the null hypothesis holds, i.e. $\beta_{1} \mathrm{~B}_{2}=1$. Therefore another possibility would be to pre-set $B_{1}-8_{2}=\sigma^{2}=1$ and work with $\left(C_{11}, c_{12}, c_{22}, T\right)$. Considering things in this form is useful because $c_{11} c_{22}-c_{2} \geqslant 0$ must hold for ( $c_{11}, c_{12}, c_{22}$ ) to come from a covariance matrix (and also $c_{11} \geqslant 0, c_{22} \geqslant 0$ ). In addition with $\beta_{1}=\theta_{2}=1 H_{M}$, is symmetric in $\left(c_{11}, c_{22}\right)$ since the ordering of the [ $x$ ) variables is unfmportant, $W_{R 1}$ with $\left(c_{11}=a, c_{22}=b\right)$ is the same as $W_{R 2}\left(c_{11}-b, c_{22}-a\right)$ and $W_{R 3}$ is $11 k$ e $W_{M}$ symetric in $\left(c_{11}, c_{22}\right)$. So attention can be restricted to having $c_{11} \geqslant c_{22}$ and $c_{11} c_{22}-c_{12}^{2}$ ) 0 .

As regards the intercept term this only really enters through the degrees of freedom of the variance estimator. So for example the first Wald statistic is:

$$
\begin{aligned}
& W_{M}=\frac{\left[\vec{B}_{1} \hat{\theta}_{2}-1\right]^{2}}{\sigma^{2}\left\{\beta^{2} d_{22}+2 \beta_{1} \beta_{2} d_{12}+B_{2} d_{11}\right\}} \\
& \text { with }\left[\begin{array}{l}
\vec{\beta}_{1} \\
\hat{\beta}_{2}
\end{array}\right\}-N\left[\binom{\beta_{1}}{\beta_{2}} \quad \sigma^{2}\left(\begin{array}{ll}
d_{11} & d_{12} \\
d_{21} & d_{22}
\end{array}\right)\right] .
\end{aligned}
$$

In both the model with the intercept and the model without the intercept $\left(\mathrm{d}_{11}, \mathrm{~d}_{12}, \mathrm{~d}_{22}\right)$ can be set to any desired values such that $\mathrm{d}_{11}, \mathrm{~d}_{22}>0$, $\left(d_{11} d_{22}-d_{12}^{2}\right)>0$. The only difference is that $\hat{\sigma}^{2}$ has ( $T-3$ ) degrees of freedom (i.e. ( $T-3$ ) $\boldsymbol{o}^{2} \sim x^{2}(T-3)$ ) in the intercept model and ( $T-2$ ) degrees of freedow in the model with no intercept. However, all that is necessary is to increase $T$ to $(T+1)$ in the intercept model whilst using a new set of exogenous data such that ( $\mathrm{d}_{11}, \mathrm{~d}_{12}, \mathrm{~d}_{22}$ ) remain unchanged. clearly then, since $\hat{\sigma}^{2}$ is independent of $\left(\hat{\beta}_{1}, \hat{\theta}_{2}\right)$ the distribution of $W_{M}$ in the intercept model, with sample size ( $\mathrm{T}+1$ ) and the new exogenous data. is the same as the distribution of $W_{M}$ in the non-intercept model, with sample size $T$ and the old exogenous data. Hence the fawlly of distributions for the intercept and the non-intercept model are identical (and this is also true for $W_{R 1}, W_{R 2}, W_{R 3}$ ).

### 5.1 Introduction

Predictive fallure and structural change tests are now frequently used in applied econometric studies. The properties of such tests have been extensively studied in static models by Anderson and Mizon (1983) and Rugaimukamu (1982) but to date little analysis has been made of their properties in dynamic models. In this chapter we investigate the size properties of two of these tests in the AR(1) model using the asymptotic expansion techniques developed in Chapter 3. We have chosen the $A R(1)$ model since it is the simplest dynamic model in which it is possible to investigate the properties of these tests.

In Section 5.2 we discuss the general background to predictive failure tests. In Section 5.3 we review the results which are avallable on forecast errors and predictive fallure tests within the $A R(1)$ model and more general dynanic models. We then consider what these results may imply about predictive failure tests in the AR(1) model. In Section 5.4 we examine the size properties of two particular types of predictive failure test using asymptotic expansion approximations and also the extent to which these results can be explained using the arguments put forward in Section 5,3. Finally, in Section 5.5 we consider what conclusions can be drawn from this study and also some possible directions for future research.

### 5.2 The Use of Predictive Fallure Tests

## 5,2,1 Parameter Constancy and Predictive Fallure Tests

One of the main objectives of econometric model bullding is to proyide accurate forecasts of economic variables of interest. It is not surprising, therefore, that the accuracy of forecasts from econometric models has been used to compare and assess these models. Thus, Cooper (1972) and Nelson (1972) compared the accuracy of forecasts from large macro-econometric models with that of forecasts from simple time series models and found that the forecasts from the time series models often cutperformed those from the large macraeconometric models which supoosedly incorporated much more information.

As well as comparing models, it is also desirable to be able to assess how well a model performs within its own frame of reference, and this is generally formalised by the use of predictive fallure tests, as discussed in Hendry (1980). These tests have been developed from tests of parameter constancy and structural change. Suppose that we consider the following linear regression model:

$$
\left|\begin{array}{l}
y_{1}  \tag{1}\\
y_{2}
\end{array}\right|=\left[\begin{array}{ll}
x_{1} & 0 \\
0 & x_{2}
\end{array} \left\lvert\,\left[\begin{array}{l}
0 \\
0_{2}
\end{array}\right]+\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]\right.\right.
$$

(or $y=X B+u$ ) where $y_{j}$ is a $T_{j}$-vector of observations on the endogenous variable for the $J$ 'th sub-period $(J=1,2)$. $X_{j}$ is a ( $T_{j}{ }^{n} K$ ) matrix of nonstochastic regressors for the $J^{\prime}$ th sub-period, $\beta_{j}$ is a K-vector of regression coefficients for the $j^{\prime}$ th sub-period and $E(u)=0, E\left(u u^{\prime}\right)=\sigma^{2} I_{T}$
where $I_{T}$ is $(T \times T)$ identity matrix with $T=T_{1}+T_{2}$, i.e. the total number of observations, and $u$ is nomally distributed.

Then for $T_{1}>K$ and $T_{2}>K_{1}$ the hypothesis that the regression coefficients are the same in both sub-periods, 1.e. $H_{0}: 8_{1}=\varepsilon_{2}$, can be tested by using a standard F-test:

$$
F=\frac{\left.\int\left(e^{\prime} \hat{e}\right)-\left(e^{\prime} \hat{e}\right)\right] / K}{\left(e^{\prime} \hat{e}\right) /(T-2 K)}
$$

where $e$ are the unrestricted $0 \leq S$ residuals and $e$ are the residuals from the regression subject to $H_{0}$. This test statistic is distributed as $F(K, T-2 K)$ because there are $K$ restrictions and $2 K$ regression coefficients. However, if $T_{2} \leqslant K$ then the residuals for the second sub-period from the unrestricted regression will all be equal to zero so that (e'e)/ $\sigma^{2} w i l l$ be distributed as a central chi-square variate with ( $T_{1}-K$ ) degrees of freedom rather than (T-2K) degrees of freedom. Furthermore, it can be shown that $\left[(\vec{e} ' \dot{e})-\left(\vec{e}^{\prime} \dot{e}\right)\right] / \sigma^{2}$ is distributed as a chi-square variate with $T_{2}$ degrees of freedon and is independent of (e'é)/ $\sigma^{2}$; see Johnston (1984, Chapter 10), Therefore, when $T_{2} \notin K_{0}$ the $F$ statistic:

$$
W^{c}=\frac{\left[\left(\dot{e}^{\prime} \dot{e}\right)-\left(\dot{e}^{\prime} \dot{e}\right)\right] / T_{2}}{\left(e^{\prime} e\right) /\left(T_{1}-K\right)}
$$

is distributed as an $F\left(T_{2}, T_{1}-E\right.$ ) variata. Chow (1960) showed that this statistic could be alternatively expressed as:

$$
W^{c}=\frac{\left(y_{2}-x_{2} \vec{\beta}_{1}\right)^{\prime}\left[I_{2}+x_{2}\left(x_{1} x_{1}\right)^{-1} x_{2}^{1}\right]^{-1}\left(y_{2}-x_{2} \dot{\beta}_{1}\right)}{T_{2} \dot{\sigma}_{1}^{2}}
$$

where $\left(\bar{\beta}_{1}, \bar{\sigma}_{1}^{2}\right)$ are the OLS estimates of $\left(\beta_{1}, \sigma^{2}\right)$ from the regression for the first sub-period. In simpler notation this can be written as:

$$
\begin{equation*}
w^{c}=\frac{\left(\hat{f}_{2}^{\prime} v^{-1} \hat{f}_{2}\right) / T_{2}}{\hat{\sigma}_{1}^{2}} \tag{2}
\end{equation*}
$$

where $\hat{f}_{2}=\left(y_{2}-x_{2} \hat{\beta}_{1}\right)$, the prediction errors for the second sub-period using the estimates for the first sub-period, and $V=\left[I_{2}+x_{2}\left(x_{1} x_{1}\right)^{-1} x_{2}^{1}\right]$ with $I_{2}$ being a ( $T_{2} \times T_{2}$ ) identity matrix. Thus $W^{C}$ which is the chow (1960) test for structural change can be expressed as a predictive fallure test when $T_{2} \leq K$ and this form of the test can easily be extended to $T_{2}>K$, The analysis above is for the case of non-stochastic regressors. If the regressors are stochastic but independent of the disturbances then under the null hypothesis of no structural change the test statistic has the same central $f$ distribution as in the non-stochastic regressors case. Under the alternative hypothesis the marginal distribution of the statistic is in general no longer an F-distribution. However, the distribution of the test statistic conditional upon the regressors is still an F-distribution. In models with lagged dependent regressors, such as the $A R(1)$ model considered later in this chapter, the test statistic does not even have an F-ilistribution under the null hypothesis; however, the test statistic when multiplied by $\boldsymbol{T}_{2}$ does have an asymptotically chi-square distribution with $T_{2}$ degrees of freedom for fixad $T_{2}$ as $T_{1} \rightarrow$. This provides the justification for a simplified predictive failure test:

$$
\begin{equation*}
w^{h}=\frac{\left(\hat{p}_{2}^{\prime} \psi_{2}\right)}{\sigma_{1}^{2}} \tag{3}
\end{equation*}
$$

wheh is asymptotically equivalent to $T_{2} \mathbf{w}^{c}$ if plim $\left(x_{1} X_{1}\right)^{-1}=0$ as $T_{1}=$ so that $p l \mathrm{~m}^{-1}=\mathrm{I}_{2}$. This simplified predictive fallure test
was suggested in Hendry (1974). As is noted in Kiviet (1986). the Hendry test statistic is almays greater than or equal to Ta $x$ ithe Chow test statistic. Since the critical values for an F-distributed variate are always greater than the corresponding critical values for the appropriately scaled chi-square variate (with the same number of numerator degrees of freedom), it is clear that the rejection probability of the Hendry test using chi-square critical values is necessarily greater than or equal to that of the Chow test using F distribution critical values. However. it is not clear on inspection for a dynamic model whether the actual significance level of the Hendry test is closer to or further from its nominal significance level than is that of the Chow test,

These tests for structural change have explicit null and alternative hypotheses but the predictive fallure test interpretation suggests that they may be useful for testing against a wider range of alternatives than that specified above. Using the latter interpretation we can see that the two tests will tend to reject more frequently the further the expectation of the forecast errors, $E\left(f_{2}\right)$, deviates from zero. They wlll also tend to reject more frequently the larger the variance of the disturbances in the second sub-period is compared to that of the disturbances in the first sub-period. Thus, the two tests will tend to pick up madel mis-specification provided that the misspecification causes elther or both of the above effects.

However, as Hendry (1980) points out, in a stationary environment model mis-specification will not typically be picked up by these predictive failure tests. This can be easily explained by noting
that even when the model is wis-specified we are still estimating a conditional distribution, and given the stationarity assumption this conditional distribution will not change when we move from the first to the second sub-period. Essentially, in a stationary environment the model mis-specification appears through an increased residual variance and thus the model will typically forecast within the accuracy limits provided by its estimated variance, and so the test will not be consistent.

Thus for a predictive failure test to have a reasonable probability of showing model mis-specification, the conditional distribution being estimated must not be time invariant (so that the true data generation process cannot be stationary). This can occur, as suggested by Hendry (1980), either because there has been a genuine structural change or because the model has been mis-specified and there has been a change in the behaviour of the variables which are relevant to the mis-specification.

It can be noted that if the true data generation process is dynamic then certaln kinds of mis-specification, such as omitted variables wich are serially correlated, may well give rise to residual autocorrelation in the estimated model; see Hendry and Mizon (1978), If this is also reflected in the forecasts, then it will affect the distributions of predictive fallure tests. In particular, multi-period predictive fallure tests will not typically have asymptotically chi-square distributions even when appropriately scaled. Thus, although they may not be consistent tests, they may still have some power against certain alternatives.

In summary then, predictive failure tests formalise an important criterion for assessing econometric models. namely their forecasting performance. However, predictive fallure tests can only test the performance of a model within its own accuracy linits and thus they are not very useful for comparing different models. The non-rejection of model on the basis of aredictive fallure test is quite compatible with substantial mis-specification of that model. Nevertheless. it seems worthwhile to inyestigate the size performance of predictive fallure tests since only their asymptotic sizes are usually avallable and it is desirable to know how the tests behave when the model is correctly specified.

### 5.2.2 Predictive Fallure Tests in the AR(1) Model

The main model with which we will be concerned is the pure AR(I) model which takes the form:

$$
\begin{equation*}
y_{1}=8 y_{1-1}+e_{1} \cdot|8| \times 1 ; 1=1,2, \ldots, n_{1} \tag{4}
\end{equation*}
$$

Where $\left\{\varepsilon_{1}\right\}$ are distributed as independent N[B. $\sigma^{2}$ j variates. The model is stationary provided that the distribution of $y_{0}$ is taken to be $N\left[0 . \sigma^{2}\left(1-\theta^{2}\right)^{-1}\right]$. In this chapter we use ols estimates, based on observations for $1=0, \ldots$, n together with the observed postestimation period data to construct the predictive fallure tests. In the $A R(1)$ model the $O L S$ estimates of $\left(B, \sigma^{2}\right)$ are:

$$
\begin{align*}
& \vec{B}_{n}=\frac{\sum_{i=1}^{n} y_{i} y_{i-1}}{\sum_{i=1}^{n} y_{i-1}^{2}}, \\
& \hat{\sigma}_{n}^{2}=\frac{\sum_{i=1}^{n}\left(y_{i}-\hat{\beta}_{n} y_{i-1}\right)^{2}}{(n-1)} . \tag{5}
\end{align*}
$$

The forecast errors used in the predictive fallure tests for the AR(1) model are defined as:

$$
\begin{align*}
\dot{e}_{j \mid n} & =y_{n+j}-y_{j \mid n}, \quad(j=1,2, \ldots) \\
& =y_{n+j}+\beta y_{n+j-1}-\hat{\beta}_{n} y_{n+j-1} \\
& =\varepsilon_{n+j}+\left(\beta-\bar{\beta}_{n}\right) y_{n+j-1} . \tag{6}
\end{align*}
$$

where $y_{j \mid n}{ }^{-1}{ }_{n} y_{n+j-1}, j=1,2, \ldots$, are often referred to as unchatned forecasts as opposed to chained forecasts where each foracast Is based on the previous forecast. In the $A R(1)$ model the chained forecasts are:

$$
\hat{y}_{j \mid n}= \begin{cases}\hat{\beta}_{n} y_{n}, & j=1 \\ \hat{\beta}_{n} y_{j-1 \mid n}=\left(\hat{s}_{n}\right)^{j} y_{n}, & j=2,3, \ldots .\end{cases}
$$

In the remaining part of this chapter we re-scale the Chow test by its numerator dagrees of freedom to give it the same asymptotic distribution as the corresponding Hendry tast. The Hendry and Chow pradictive fallure tests at time $n$ for the one-step ahead forecasts in the AR(1) model are then defined as:

$$
\begin{align*}
& F_{1 \mid n}^{h}=\left(\dot{e}_{1 \mid n}\right)^{2} / \dot{\sigma}_{n}^{2} \\
& F_{1 \mid n}^{c}=\left(\dot{e}_{1 \mid n}\right)^{2} /\left\{\left[1+\left(y_{n}^{2}\right)\left(\sum_{i=1}^{n} y_{i=1}^{2}\right)^{-1}\right] \dot{\sigma}_{n}^{2}\right\} . \tag{7}
\end{align*}
$$

In this notation the multi-period Hendry predictive fallure test is easy to express:

$$
\begin{equation*}
F_{k \mid n}^{h}=\left[\sum_{j=1}^{k} \hat{e}_{j \mid n}^{2}\right] / \bar{\sigma}_{n}^{2} . \tag{8}
\end{equation*}
$$

However, the multi-period chow predictive fallure test is not quite so easily expressed in this notation:

$$
\begin{equation*}
F_{k \mid n}^{c}=\frac{\left(\hat{f}_{2}\right) v^{-1}\left(\hat{f}_{2}\right)}{\sigma_{n}^{2}} \tag{9}
\end{equation*}
$$

where $\vec{f}_{2, i}=\vec{e}_{1 \mid n}$ and $V=\left[v_{1 j}\right]$ where
$v_{i j}=\delta_{i j}=\left(y_{n+i-1} y_{n+j-1}\right)\left(\sum_{s=1}^{n} y_{s-1}^{2}\right)^{-1}$,
$\delta_{1 j}=1$ if $1=j$ and 0 otherwise.

### 5.3 Proparties of Forecast Errors and Predictive Flium Tests

Although there is no general theory of the properties of predictive fallure tests in the $\operatorname{AR}(1)$ model, there is a considerable amount of work which has been done regarding the properties of forecast errors within this model. In addition, some Monte Carlo studies have been made which include examinations of the properties of predictive fallure
tests in certain more general dynamic models; see Kiviet (1985, 1986). These results are of value in forming conjectures about the properties of predictive failure tests in the $\operatorname{AR}(1)$ model which can then be examined using asymptotic expansion approximations.

### 5.3.1 Properties Relevant to One-Step Ahead Tests

A number of results have been obtatned which are particularly relevant to analysing the distributions of one-step ahead predictive fallure tests and therefore we will start by reviewing these.
(i) The most useful single result comes from Phillips (1979) and concerns the distribution of the one-step ahead chalned farecast error conditional upon $y_{n}$. The result also holds for the one-step ahead unchained forecast error since the two are identical in the one-step ahead case. Philitps (1979) in his Equation (12) gives (in our notation):

$$
\begin{align*}
\operatorname{Pr} & \left.\left\{\dot{y}_{1 \mid n}-y_{n+1} \times x \mid y_{n}\right)\right) \\
& =\left[(x / \sigma)+1(x / \sigma)\left[n^{-2}\left\{\beta /\left(1-\beta^{2}\right)^{1}\right\}\left(y_{n} / \sigma_{y}\right\}\left\{3-\left(y_{n} / \sigma_{y}\right)^{2}\right\}\right.\right. \\
& \left.-(2 n)^{-1}\left(y_{n} / \sigma_{y}\right)^{2}(x / \sigma)\right]+0\left(n^{-2}\right) . \tag{10}
\end{align*}
$$

where $\sigma_{y}=\sigma /\left(1-B^{2}\right)^{1}$ and where $\(\cdot)$ and $1(\cdot)$ are the cdf and pdf of a standard normal varlate. Following Chapter 3, Section 3.2 then we can obtain an approximation to the conditional distribution of the square of the one-step ahead forecast error:

$$
\begin{aligned}
\operatorname{Pr} & \left\{\left(\dot{y}_{1 \mid n}-y_{n+1}\right)^{2} \leqslant x^{2} \mid y_{n}\right\} \\
= & {\left[1-(2 n)^{-1}\left(y_{n}^{2} / \sigma_{y}^{2}\right)\right] r_{\}}^{2}\left(x^{2} / \sigma^{2}\right) } \\
& +(2 n)^{-2}\left(y_{n}^{2} / \sigma_{y}^{2}\right) r{ }_{3}^{2}\left(x^{2} / \sigma^{2}\right)+0\left(n^{-2}\right)
\end{aligned}
$$

where $r_{k}^{2}(\cdot)$ is the cdf of a central chi-square variate with $k$ degrees of freedom. From Section 5A. 3 we know this expression is the same to $O\left(n^{-2}\right)$ as the caf of a central chi-square variate which has been multiplied by $\left[1+n^{-1}\left(y_{n}^{2} / \sigma_{y}^{2}\right)\right]$ :

$$
\begin{align*}
\operatorname{Pr} & \left(\left(y_{1 \mid n}-y_{n+1}\right)^{2} \leqslant x^{2} \mid y_{n}\right\} \\
& =r\}\left(\left[1+n^{-}\left(y_{n}^{2} / \sigma_{y}^{2}\right)\right]^{2}\left[x^{2} / \sigma^{2}\right]\right)+o\left(n^{-2}\right) \tag{11}
\end{align*}
$$

In the denominator term of the Chow test an adjustment is made to take into account the sampling variation in $\bar{B}_{n}$. For the one-period test this adjustment is:

$$
\begin{align*}
V & =1+\left(y_{n}^{2}\right)\left(\sum_{i=1}^{n} y_{i-1}^{2}\right)^{-1} \\
& \left.=1+n^{-1}\left(y_{n}^{2}\right) \sum_{i=1}^{n} y_{i-1}^{2} / n\right)^{-1} . \tag{12}
\end{align*}
$$

Conditioning upon $y_{n}$, then plim $\left(\sum_{i=1}^{n} y_{i-1}^{2} / n\right)=\sigma_{y}^{2}$ so that:

$$
v=1+n^{-1}\left(y_{n}^{2} / \sigma_{y}^{2}\right)+o_{p}\left(n^{-1}\right)
$$

and thus $\mathrm{V}^{-1}$ appears to be an appropriate adjustment to standardise the square of the forecast error, given $y_{n}$.
(i1) The final tem in the predictive failure tests is the error variance estimate $\hat{\sigma}_{n}^{2}$. This has not been the subject of much investigation. Orcutt and Winokur (1969) from a Monte Carlo study of the $A R(1)$ model with an intercept term:

$$
\begin{equation*}
y_{i}=a+B y_{1-1}+u_{1}: 1=0, \pm 1, \pm 2, \ldots, \tag{13}
\end{equation*}
$$

where $u$ is distributed as $N\left(O, \sigma^{2} I\right)$, found that $E\left(\dot{\sigma}_{n}^{2}\right)=\sigma^{2}$ and that $\operatorname{var}\left(\sigma_{n}^{2}\right)=2 \sigma^{2} /(n-2)$. As these are the approprlate values for the classical linear regression model they concluded that the rescaled error variance estimate, $(n-2) \hat{\sigma}_{n}^{2} / \sigma^{2}$, had a distribution which was adequately approximated by that of a central chi-square variate with ( $n-2$ ) degrees of freedom.
(111) Lastly, Fuller and Hasza (1980) investigated the performance of a regression t-statistic for the one-step ahead forecast error in the Orcutt and Winokur (1969) model. They found that the two-talled test based upon this t-statistic (which is the signed square root of the one-step ahead Chow predictive failure test for that model) had a tendency to under-reject when $|B|$ was close to zero and to overreject when $|\beta|$ was close to unity, in their Monte Carlo study.

This last Monte Carlo result does not seem entirely compatible with the previous results which tend to suggest that the marginal distributions of the one-step ahead predictive fallure tests should not depend, to an error of $O\left(n^{-1}\right)$. on the value of $B$. However, it can be argued that the Fuller and Hasza (1980) and Orcutt and Winokur (1969) results are not really applicable to the pure AR(1)
model since they were obtained in an $\operatorname{AR}(1)$ mode 1 with an intercept and it is well-known that the OLS estimators of a have different properties in these two models, e.g. see Sawa (1978) for the exact moments of OLS estimators in these models. Also, there is nothing in the theoretical results to suggest that the true distributions of the predictive fallure tests do not actually depend on $B$; they only seem to suggest that to an error of $o\left(n^{-1}\right)$ the distributions do not depend on s .

### 5.3.2. Properties Relevant to : Pulti-Period Tests

There are no generalizations of the Phillips (1979) result on the one-step ahead forecast error avallable for the joint distribution of multiple unchained forecast errors or even for the individual r-step ahead unchained forecast error. Nonetheless, there are a number of results, some of which are related to the Phillips (1979) result, which are relevant to multi-period predictive fallure tests.
(i) Phillips (1979) takes the expectation of Equation (10) with respect to $y_{n}$ which gives:

$$
\operatorname{Pr}\left(\hat{y}_{1 \mid n}-y_{n+1} \leqslant x\right\}=1(x / \sigma)-(2 n)^{-1}(x / \sigma) 1(x / \sigma)
$$

so that the unconditional distribution of $\hat{e}_{1 / n}$ is approximately symmetric about zero, i.e.:

$$
\operatorname{Pr}\left\{e_{1 \mid n} \leqslant x\right\}=\operatorname{Pr}\left\{-e_{1 \mid n} \leqslant x\right\} .
$$

In fact the unconditional distribution is exactly symmetric about zero, as shown by Fuller and Hasza (1980), and we can extend their argument to shom that the unconditional joint distribution of the forecast errors is symmetric about zero:

$$
\begin{align*}
\operatorname{Pr} & \left\{\dot{e}_{1 \mid n} \leqslant x_{1}, \ldots, \hat{e}_{k \mid n} \leqslant x_{k}\right\} \\
& =\operatorname{Pr}\left\{-\hat{e}_{1 \mid n} \leqslant x_{1}, \ldots,-\dot{e}_{k \mid n} \leqslant x_{k}\right\} \text { for } k \geqslant 1 . \tag{14}
\end{align*}
$$

This is easily shown in the pure $\operatorname{AR}(1)$ model, If we define $z_{i}=-y_{i}$ and $\omega_{1}=-\varepsilon_{1}$ then:

$$
z_{1}=\beta z_{1-1}+w_{1}: 1=1,2, \ldots ; z_{0}-N\left[0, \sigma^{2} /\left(1-\beta^{2}\right)\right],
$$

where $w_{i}$ is distributed $I N\left(0,0^{2}\right)$ and $\left(z_{n+j}-\dot{z}_{j \mid n}\right)=-\left(y_{n+j}-\dot{y}_{j \mid n}\right)$ where $d=1, \ldots, k$. Both sets of forecast errors, $\left\{\left(z_{n+j^{-}} \hat{z}_{j \mid n}\right)\right\}$ and $\left\{\left(y_{n+j}-\hat{y}_{j \mid n}\right)\right\}$ for $j=1, \ldots, k$, have the same distribution since the processes generating the $\left\{y_{i}\right\}$ and $\left\{z_{i}\right\}$ are identical. Therefore the forecast errors, $\left\{\left(y_{n+j}-\dot{y}_{j \mid n}\right) ; j=1, \ldots, k\right\}$, must have a symnetric distribution. This symmetry result also holds for the standardised forecast errors since transforming from $\left\{y_{i}\right\}$ to $\left\{\mathbf{z}_{\mathbf{1}}\right\}$ will not change the observed value of $\hat{\sigma}_{\mathbf{n}}^{2}$.

This symmetry in the distribution of the standardised forecast errors in the $A R(1)$ rodel matches the symetry of the standardised forecast errors in the static model. The main implication of this result for asymptotic expansion approximations to the distributions of predictive failure tests is that in the expansion of the joint cdf of the singleperiod Hendry predictive failure tests (following Chapter 3, Equation (48)), all the (brst; lar,s,tak) are necessarily equal to zero so that:

```
\(\operatorname{Pr}\left\{\tau_{i}^{2} \leqslant x_{i}^{2} ; i=1, \ldots, k\right\}\)
\(\left.=\left(1+b_{0}\right) \sum_{i=1}^{k} r_{1}^{2}\left(x_{i}^{2}\right)\right\}\)
\(\left.+\underset{r=1}{k} b_{r} r_{3}^{2}\left(x_{r}^{2}\right)\left[\underset{i \neq r}{k} r_{1}^{2}\left(x_{i}^{2}\right)\right]\right\}\)
```



```
\(+\left\{\sum_{r=1}^{k} b_{r r} r_{5}^{2}\left(x_{r}^{2}\right)\left[{\underset{i}{i \neq r}}_{k} r_{1}^{2}\left(x_{i}^{2}\right)\right]\right\}+O\left(n^{-3 / 2}\right)\),
```

where $\left\{\tau_{i}^{2}\right\}$ are the squares of the standardised forecast errors, i.e. the single-period Hendry tests; see Section 5.A.1 for further details.

Furthermore, if we express the model in vector form as $y=X_{B}+u$ then the sampling variation adjustment term for the Chow test, $v^{-1}=\left[I+X_{2}\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{2}^{\prime}\right]^{-1}$, is invariant to changes in the sign of the $\left\{y_{i}\right\}$. We can decompose the Chow Statistics as $\left(\hat{f}_{2}^{0}\right)^{\prime}\left(\hat{f}_{2}^{0}\right)$ where $\hat{f}_{2}^{0}=\left(\hat{\sigma}_{n}\right)^{-1} v^{-\frac{1}{2}} \hat{f}_{2}$. Since $\hat{f}_{2}^{o}$ has a symmetric distribution the asymptotic expansion approximation for the joint distribution of the squares of the elements of $\hat{f}_{2}^{o}$ can also be written in the form of Equation (15).
(ii) A rather different symmetry occurs with the joint distribution of the squares of the forecast errors, namely that their distribution is symmetric in $\beta$ so that the sign of $\beta$ does not matter. This can be seen from the following invariance argument. If we define a new series by $y_{i}^{*}=\lambda(-1)^{i} y_{i}$ where $\lambda \neq 0$ then:

$$
\begin{align*}
& \begin{aligned}
y_{i}^{*} & =\lambda(-1)^{i}\left[B y_{i-1}+\varepsilon_{i}\right] \\
& =\beta^{*} y_{i-1}+\varepsilon_{i}^{*}, \\
\text { where } & y_{0}^{*} \sim N\left[0, \lambda^{2} \sigma 2 /\left(1-\beta^{2}\right)\right]
\end{aligned}
\end{align*}
$$

where $\beta^{*}=-\beta$ and the $\left\{\epsilon_{1}^{*}\right]$ are in $\left[0, \lambda^{2} \sigma^{2}\right]$. The OLS estimate of $\beta^{*}$ is:

$$
s_{n}^{*}=\frac{\sum_{i=1}^{n} y_{i}^{*} y_{i-1}^{*}}{\sum_{i=1}^{n}\left(y_{i-1}^{*}\right)^{2}}=-\dot{B}_{n},
$$

and so the forecast error for $y_{n * s}$ is:

$$
e_{s \mid n}^{\star}=y_{n+5}^{\star}-\hat{e}_{n}^{\star} y_{n+s-1}=x(-1)^{n+s} e_{s / n}
$$

giving a squared forecast error of:

$$
\begin{equation*}
\left(e_{s \mid n}^{\star}\right)^{2}=\lambda^{2}\left(e_{s \mid n}\right)^{2} . \tag{17}
\end{equation*}
$$

Thus transforming from $\left\{y_{1}\right\}$ to $\left\{y_{1}^{*}\right\}$ simply multiplies the values of the squared forecast errors by $\lambda^{2}$. If we put $\lambda=1$ then the density of the $\left\{\varepsilon_{\gamma}^{*}\right\}$ is the same as that of the $\left\{\varepsilon_{\mathcal{q}}\right\}$ and so the distribution of the forecast errors in Equation (16) with $\lambda=1$ is the same as the distribution of the forecast errors in Equation (4). However, provided that $\lambda=1$ so that $\lambda^{2} \sigma^{2}=\sigma^{2}$, the only difference between these two models is that in one model a has a plus sign and in the other it has a minus sign. Therefore the distribution of the squared forecast errors is the same for both $\beta$ and $-\beta$ given $a^{2}$.

The transformation from $\left\{y_{i}\right\}$ to $\left\{y_{i}^{*}\right\}$ simply multiplies the value of the OLS estimate of $\sigma^{2}$ by $\lambda^{2}$ :

$$
\begin{aligned}
\left(\sigma_{n}^{*}\right)^{2} & =\frac{1}{(n-1)} \sum_{i=1}^{n}\left(y_{i}^{*}-\hat{\beta}_{n}^{*} y_{i-1}^{*}\right)^{2} \\
& =\lambda^{2} \sigma_{n}^{2} .
\end{aligned}
$$

Consequently the values of the Hendry tests are unaltered since the terms involving $\lambda^{2}$ cancel out. Therefore the transformation from \{ $y_{i}$ \} to $\left\{y_{i}^{*}\right.$ ) will not affect the values of the Hendry tests either and so their joint distribution is the same for both $a$ and $-\theta$ and does not depend on $\sigma^{2}$. The r-period Chow test for Equation (16) is:

$$
\begin{equation*}
F_{r \mid n}^{c^{\star}}=\frac{\left(f_{2}^{*}\right)^{\prime}\left(V^{*}\right)^{-1}\left(f_{\underline{2}}^{*}\right)}{\left(\hat{\sigma}_{n}^{*}\right)^{2}} \tag{18}
\end{equation*}
$$

Where fin and $V$ are defined $11 k e f_{2}$ and $V$ in Equation (9) but using \{y* in place of $\left\{y_{i}\right\}$. However, this is equal to $F_{r}^{c} \mid n$ but where $f_{2}$ has been pre-multiplied by a diagonal matrix with the 1 'th diagonal element equal to $\lambda(-1)^{n+1}$, and where $V$ has been pre- and post-multiplied by the same matrix. Therefore $F_{r \mid n}^{C^{*}}=F_{r \mid n}^{C}$ since the diagonal matrices cancel out and consequently the distribution of the Chow tests is the same for both $\beta$ aid $-\beta$ and does not depend on $\sigma^{2}$.
(iif) A second implication of the Philifs (1979) result is that:

$$
E\left(e_{1}^{2} \mid n\right)=a^{2}\left(1+n^{-1}\right)
$$

for $|s|<1$; see Phillips (1979). This is not strictly justifiable from the Phillips (1979) distribution result but Fuller and Hasza (1981) prove that it is correct to an error of $0\left(n^{-3 / 2}\right)$. We can extend this result to the general single-period s-step ahead unchained forecast error for $s \geqslant 2$ :

$$
\begin{equation*}
E\left(\dot{e}_{s \mid n}^{2}\right)=a^{2}\left(1+n^{-1}\right)+0\left(n^{-3 / 2}\right) \tag{19}
\end{equation*}
$$

using the wethod and results of Fuller and Hasza (1981): see Suction 5.N. 2 for further detalls.
(iv) As well as considering the variances of the forecast errors in the multi-period case we also need to consider the covariances between the forecast errors. In the general case of $\vec{e}_{r \mid n}$ and $\vec{e}_{\mathbf{s} \mid n}$ where $r>s$ then:

$$
\begin{align*}
{ }^{*} \mid n{ }_{s \mid n}= & \left(\varepsilon_{n+r} \varepsilon_{n+s}\right)-\left(\dot{\beta}_{n}-\beta\right) \varepsilon_{n+r} y_{n+s-1} \\
& -\left(\dot{\beta}_{n}-\beta\right) y_{n+r-1} \varepsilon_{n+s}+\left(\dot{\beta}_{n}-\beta\right)^{2} y_{n+r-1} y_{n+s-1} \tag{20}
\end{align*}
$$

Taking expectations in Equation (20) then $E\left(\varepsilon_{n+r} E_{n+5}\right)=0$ and $E\left[\left(\hat{\beta}_{n}-\beta\right) c_{n+r} y_{n+5-1}\right]=0$ since $\varepsilon_{n+r}$ has mean zero and is independent of the rest of the second term. The expectation of the last term is the normal covariance ten arising from the sampling variation in $\hat{\beta}_{n}$ which we would expect by analogy with the non-stochastic CLR model. However, unlike the CLR case, the expectation of the third term is not equal to zero because $\vec{\beta}_{n}$ is typically a biased estimate of $B$ (due to the dynamics). and $y_{n+r-1}$ and $\varepsilon_{n+s}$ are now dependent (again due to the dynamics). He can expand the expectation of the third term:

$$
\begin{aligned}
& E\left[\left(\bar{B}_{n}-B\right) y_{n+r-1} E_{n+5}\right] \\
& =E\left[\left(\bar{B}_{n}-\beta\right)\left(\beta^{r-s} y_{n+s-1}+\sum_{j=0}^{r-s-1} \beta^{j} \varepsilon_{n+r-1-j}\right\} \varepsilon_{n+s}\right] \\
& =E\left[\left(B_{n}-8\right) 8^{r-s-1} e_{n+s}^{2}\right] \\
& =\beta^{r-s-1} \sigma^{2} E\left(\beta_{n}-\beta\right) \text {. }
\end{aligned}
$$

From White (1961) we know that $E\left(\hat{a}_{n}-8\right)=-2 \varepsilon n^{-1}+O\left(n^{-2}\right)$ so that:

$$
\begin{equation*}
E\left[\left(\theta_{n}-\theta\right) y_{n+r-1} c_{n+5}\right]=-2 \sigma^{2} \theta^{r-5} n^{-1}+0\left(n^{-2}\right) \tag{21}
\end{equation*}
$$

We can also expand the expectation of the final term:

$$
\begin{aligned}
& E\left[\left(\beta_{n}-s\right)^{2} y_{n+r-1} y_{n+s-1}\right] \\
& \left.=E\left[\left(\hat{\beta}_{n}-\beta\right)^{2}{ }_{(\beta}{ }^{r-s} y_{n+s-1}+\sum_{j=0}^{r-s_{-1}} \beta_{\beta_{\varepsilon}}{ }_{n+r-1-j}\right\}_{y_{n+s-1}}\right] \\
& \text { - } E\left[\left(\dot{\theta}_{n}-\beta\right)^{2}{ }^{r}{ }^{r-s} y_{n+s-1}^{2}\right] \\
& =\beta^{r-s_{B}}{ }^{2}(s-1) E\left[\left(\hat{B}_{n}-\beta\right)^{2} y_{n}^{2}\right] \\
& +\beta^{r-s} \frac{\left[1-\beta^{2}(s-1)\right.}{\left(1-\beta^{2}\right)} E\left[\left(\beta_{n}-\beta\right)^{2}\right] \sigma^{2} .
\end{aligned}
$$

From white (1961) we also know that:

$$
\begin{equation*}
E\left[\left(\beta_{n}-\theta\right)^{2}\right]=\left(1-\beta^{2}\right) n^{-1}+0\left(n^{-2}\right) \tag{22}
\end{equation*}
$$

and from Fuller and Hasza (1980) that:

$$
\begin{equation*}
E\left[\left(\beta_{n}^{-\beta}\right)^{2} y_{n}^{2}\right]=\sigma^{2} n^{-1}+0\left(n^{-3 / 2}\right) \tag{23}
\end{equation*}
$$

Combining these results we obtain:

$$
\begin{align*}
& E\left[\left(B_{n}-\beta\right)^{2} y_{n+r-1} y_{n+s-1}\right]  \tag{24}\\
& =\beta^{r-s}\left[\beta^{2}(s-1)+1-\beta^{2(s-1)}\right] \sigma^{2} n^{-1}+0\left(n^{-3 / 2}\right) \\
& =\beta^{r-s} \sigma^{2} n^{-1}+0\left(n^{-3 / 2}\right) .
\end{align*}
$$

Therefore the expectation of the third term is approximately twice as large as the expectation of the final term. The Chow sampling variation adjus tment does not take this third term into consideration since in the CLR model its expectation is necessarily zero. The relevant element of the chow adjustment matrix is:

$$
\left(y_{n+r-1} y_{n+s-1}\right)\left(\sum_{i=1}^{n} y_{i-1}^{2}\right)^{-1}
$$

and since $\dot{\sigma}_{n}^{2}\left(\sum_{1}^{n} y_{i-1}^{2} y_{i}^{2}\right)^{-1}$ is a consistent estimate of the variance of $n^{\frac{1}{2}}\left(\hat{\beta}_{n}-\beta\right)$ it is clear that the adjustment only attempts to take the final term finto account. This fallure of the Chow sampling variation adjustment to properly account for the covariance between forecast errors in dynamic models does not appear to have been noted before. In the $A R(1)$ model with OLS estimates, making an appropriate modification should not be difficult since the expectation of $\bar{B}_{n}$ is known in terms of a to an error of $O\left(n^{-2}\right)$; see White (1961). One approach would be to estimate the bias and then to make an appropriate adjustment which takes the bias into consideration. A more indirect approach would be to use - bias adjusted estimator in place of the OLS estimator of $B$. The bias could be estimated or a blas-adjusted estimator constructed elther using the formula from White (1961) or by using a variant of the jacknife technique adopted by quenouille (1949)in the AR(1) model with an Intercept. In more complicated dynamic models with more lags and with exogenous variables tt may be considerably more difficult to make an appropriate adjus tment.

The additional term in the covariance matrix of the $r^{\prime}$ th and $s^{\prime}$ th forecast errors is of order of magnitude $0\left(n^{-1}\right)$ so that it is clearly relevant in considering the joint behaviour of the forecast errors. However as noted in Section 3.2 in Chapter 3, the off-diagonal terms of $O\left(n^{-1}\right)$ in the covariance matrix of asymptotically normal variates will not affect the asyraptotic expansion to $o\left(n^{-1}\right)$ of the joint distribution of the squares of these variates. Thus these terms will
not affect the joint distribution to $o\left(n^{-1}\right)$ of the squares of the forecast errors. To examine the relationship between the squares of the forecast errors we should look at the covariance of the squares:

$$
e_{r \mid n}^{2}=\varepsilon_{n+r}^{2}-2 \varepsilon_{n+r}\left(\beta_{n}-\beta\right) y_{n+r-1}+\left(\beta_{n}-\beta\right)^{2} y_{n+r-1}^{2} ; r \geqslant 1 .
$$

Therefore the covariance between the squared forecast errors is:

$$
\begin{align*}
& \operatorname{cov}\left[\bar{e}_{r \mid n}, e_{s \mid n}\right]=\operatorname{cov}\left[\varepsilon_{n+r}^{2}, \varepsilon_{n+s}^{2}\right] \\
& -2 \operatorname{cov}\left[\varepsilon_{n+r}^{2}, \varepsilon_{n+s}\left(\hat{\beta}_{n}-\beta\right) y_{n+s-1}\right] \\
& \quad+\operatorname{cov}\left[\varepsilon_{n+r}^{2},\left(\hat{\beta}_{n}-\beta\right)^{2} y_{n+s-1}^{2}\right] \\
& -2 \operatorname{cov}\left[\varepsilon_{n+r}\left(\hat{\beta}_{n}-\beta\right) y_{n+r-1}, \varepsilon_{n+s}^{2}\right] \\
& +4 \operatorname{cov}\left[\varepsilon_{n+r}\left(\hat{\beta}_{n}-\beta\right) y_{n+r-1}, \varepsilon_{n+s}\left(\hat{\beta}_{n}-\beta\right) y_{n+s-1}\right] \\
& -2 \operatorname{cov}\left[\varepsilon_{n+r}\left(\hat{\beta}_{n}-\beta\right) y_{n+r-1},\left(\hat{\beta}_{n}-\beta\right)^{2} y_{n+s-1}^{2}\right] \\
& \quad+\operatorname{cov}\left[\left(\hat{\beta}_{n}-\beta\right)^{2} y_{n+r-1}^{2}, \varepsilon_{n+s}^{2}\right] \\
& \quad-2 \operatorname{cov}\left[\left(\hat{\beta}_{n}-\beta\right)^{2} y_{n+r-1}^{2}, \varepsilon_{n+s}\left(\hat{\beta}_{n}-\beta\right) y_{n+s-1}\right] \\
& +\operatorname{cov}\left[\left(\hat{\beta}_{n}-\beta\right)^{2} y_{n+r-1}^{2},\left(\hat{\beta}_{n}-\beta\right)^{2} y_{n+s-1}^{2}\right] . \tag{25}
\end{align*}
$$

Since $\varepsilon_{n+r}$ is indepeadant of $c_{n+5} \cdot y_{n+r-1}$ and $y_{n+s-1}$ then all the covariance terms which involve cov[ $\left.c_{n+r}^{2}, \ldots\right]$ are equal to zero. The $e_{n+r}$ can be extracted from the other covariances using the multiplication property of expectations under independence. Thus for example:

$$
\begin{aligned}
\operatorname{cov} & {\left[\varepsilon_{n+r}\left(\vec{\beta}_{n}-\beta\right) y_{n+r-1}, \varepsilon_{n+s}^{2}\right] } \\
& =E\left(\varepsilon_{n+r}\right) \operatorname{cov}\left[\left(\dot{B}_{n}-\beta\right) y_{n+r-1}, \varepsilon_{n+s}^{2}\right]=0 .
\end{aligned}
$$

Therefore, eliminating these tems from Equation (25) gives:

$$
\begin{align*}
& \operatorname{cov}\left[\hat{e}_{r \mid n}^{2}=\dot{e}_{s \mid n}^{2}\right]=\operatorname{cov}\left[\left(\hat{\beta}_{n}-\beta\right)^{2} y_{n+r-1}^{2}, \varepsilon_{n+s}^{2}\right] \\
& \quad-2 \operatorname{cov}\left[\left(\dot{\beta}_{n}-\beta\right)^{2} y_{n+r-1}^{2}, \varepsilon_{n+s}\left(\dot{\beta}_{n}-\beta\right) y_{n+s-1}\right] \\
& \quad+\operatorname{cov}\left[\left(\hat{\beta}_{n}-\beta\right)^{2} y_{n+r-1}^{2},\left(\hat{\beta}_{n}-\beta\right)^{2} y_{n+s-1}^{2}\right] \tag{26}
\end{align*}
$$

The first two terms here arise from the correlation of current y with lagged $c$. Thus, it is only the final term in this expression which is taken into account by the sampling variation adjustment in the Chow test. He would expect the first two terms to depend on $s$ which suggests that both the multi-period Chow and Hendry tests have distributions which depend on a even when terms of $O\left(n^{-1}\right)$ are dropped.
(v) Lastly, there have been some Monte Carlo studies of the properties of multi-period predictive fallure tests for certain rather more general dynamic models with exogenous variables; see Kiviet (1985, 1986). Kiviet (1986) considered an autoregressive distributed lag model with one lag on both the endogenous variable and the exagenous variable:

$$
y_{1}=\gamma y_{1-1}+B_{0} x_{1}+B_{1} x_{1-1}+\omega_{1},|\gamma|<1
$$

where $\omega_{1}$ is distributed $\operatorname{IN}\left(0, \sigma_{\omega}^{2}\right)$. Two different processes were used to generate the exogenous variable. The first was a pure $A R(1)$ process,
and the second was a random walk with drift; various different parameter values were used for both types of processes. A nurioer of different predictive failure tests are considered in Kiviet (1986). These include the Chow test, two versions of the Hendry test using slightly different error variance estimates, the Likelihood Ratio (LR) test statistic, and the LR test statistic with the Anderson (1958) small sample correction. Kiviet (1986) presented averaged results for m-period tests for $m=4,8$ and 20 for a number of differently specified models where the averaging is over 18 different coefficient and exogenous varlable process parameter combinations.

The main conclusions were that for the stationary exogenous variable processes the Chow test performed very well under the null hypothesis whereas the Hendry test had a tendency to over-reject, particularly when the sample size was small or when a large number of future periods were used to construct the tests. Kiviet (1986) also found that the Chow test has very low power even when the exogenous variables are non-stationary and are omitted in the particular type of mis-specification considered. Kiviet (1985) considers a generalised Chow test based on instrumental variables estimation for a single equation taken from a simultaneous equation system but here the results are much less clear.

### 5.4 Asymptotic Expansion Results

The data generation processes and estimetion models were both the pure AR(1) model as discussed earlier. Five different sample sizes were considered, $n=(10,20,30,40,50)$, the variance of the disturbances was set to unity, and fivedifferent values of the atoregressive parameter
were used, $B=(0.0,0.2,0.5,0.8,0.9)$. Since the sign of $B$ is unimportant these results are equally valid for $B=(0.0,-0.2,-0.5$, $-0.8,-0.9)$. Similarly, since the value of $\sigma^{2}$ does not matter, these results are valid for all $\sigma^{2}$; see Section 5.3.2.

Asymptotic expansion approximations for the one-period and twoperiod predictive failure tests were computed using the ESSACS program descrited in the Appendix on Computing. In order to do this it was necessary to decompose the test statistics as the sums of squares of asymptotically independent standard nomal variates. For the Hendry test this was very simple since we could use the standardised forecast errors as discussed in Section 5.3 so that the two-period Hendry test statistic was just the sum of the Hendry test statistics for the individual periods, $F_{2 \mid n}^{h}=F_{1 \mid n}^{h}+F_{2 \mid n}^{h+}$. However, for the chow tests this was more difficult. Following Section 5.3 we defined $\hat{f}_{2}^{0}=\left(\sigma_{n}\right)^{-1} V^{-\frac{3}{f}} \hat{f}_{2}$ where $V^{-\frac{1}{2}}$ was the lower trlangular Cholesky decomposition of $v^{-1}$ so that $F_{k \mid n}^{c}=\left(\hat{f}_{2}^{0}\right) \cdot\left(\hat{f}_{2}^{0}\right)$, and thus $\left(\hat{f}_{2}^{o}\right)$ were the asymptotically independent standard nomal variates. This decomposition has the advantage that the sub-vector $g_{2}$ formed by taking the first $r$ elements of $\overrightarrow{\mathbf{f}}_{\mathbf{2}}^{0}$ gives the decomposition vector for the r-period chow test statistic so $F_{r \mid n}^{c}=\left(g_{2}\right)\left(g_{2}\right)$. Thus we can form an incremental statistic by $F_{2 \mid n}^{c+}=F_{2 \mid n}^{c}-F_{1 \mid n}^{C}$.

Two sorts of results are reported. Firstly we give the numerically computed asymptotic expansion approximation coefficients, and secondly we give numerically evaluated approximate rejection probabilities at various chi-square and f-distribution critical values. The first type of result enables us to consider some of the conjectures based on the
theoretical arguments from Section 5.3 . The second type of result enables us to assess the relative perfomance of the tests and some of the conjectures based on Monte Carlo evidence.

### 5.4.1 Results for One-Step Ahead Tests

The asymptotic expansion approximations for the marginal cdf's of $F_{1 \mid n}^{h}, F_{2 \mid n}^{h+}$ and $F_{1 \mid n}^{c}$ were computed to be:

$$
\begin{align*}
& \operatorname{Pr}\left\{F_{1 \mid n}^{h} \leq r_{1}^{2}\right\}=\operatorname{Pr}\left\{F_{2 \mid n}^{h+} \leqslant r_{1}^{2}\right\}+o\left(n^{-1}\right) \\
& \quad=\left[\eta-(3 / 4) n^{-1}\right] r_{1}^{2}\left(r_{1}^{2}\right)+(3 / 4) n^{-1} \Gamma_{5}^{2}\left(r_{1}^{2}\right)+o\left(n^{-1}\right) \\
& \operatorname{Pr}\left(F_{1 \mid n}^{c} \leq r_{2}^{2}\right)=\left[1-(1 / 4) n^{-1}\right] r_{1}^{2}\left(r_{2}^{2}\right) \\
& \quad-(1 / 2) n^{-1} \Gamma_{3}^{2}\left(r_{2}^{2}\right)+(3 / 4) n^{-1} \Gamma_{5}^{2}\left(r_{2}^{2}\right)+o\left(n^{-1}\right) \tag{27}
\end{align*}
$$

Various points arise immediately from examining these approximate cdf's.
(i) There are no $\Gamma_{7}^{2}\left(r^{2}\right)$ terms in the approximations. This is not surprising since we would expect this from the symmetry of the distributions of the vector decompositions of the Hendry and Chow predictive failure tests as demonstrated in Section 5.3.
(1i) The approximations do not depend on $B$, this confirms the conjecture made in Section 5.3 for $F_{1 \mid n}^{h}$ and $F_{1 / n}^{c}$. (iit) The approximate cdf of $F_{1 \mid n}^{C}$ is the same, to an error of $o\left(n^{-1}\right)$, as the cdf of an F-variate with $(1, n)$ degrees of freedom; see Section 5.A3 for further detalls. Furthemore, the cdf of $F_{1 \mid n}^{h}$ is the same, to an error of $o\left(n^{-1}\right)$, is the cdf of

```
an F-variate with (1,n) degrees of freedom multiplied by \(\left(1+n^{-1}\right)\); again see Section 5.A.3.
```

From these theoretical results we can see that the one-period predictive failure tests behave the same in the $\operatorname{AR}(1)$ model as they would, to an error of $o\left(n^{-1}\right)$, in the CLR model were $x_{2}\left(x_{1} x_{1}\right)^{-1} x_{2}$ equal to $n^{-1}$. This is supporiad by the nu:ierical evaluations given in Table 5.1.

In Table 5.1 we report the evaluated approximate rejection probabilities for $\boldsymbol{F}_{1 \mid n}^{h}$ and $F_{1 \mid n}^{c}$, when $n=10$, using chi-square and F-distribution critical values for 10\%, 5\% and $1 \%$ significance levels. Two sets of F-distribution critical values were used; firstly, those for an $F$-variate with 1 and 9 degrees of freedom since these incorporate the degrees of freedom adjustment used in practice; and secondly, those for an $F$-variate with 1 and 10 degrees of freedom because $F_{1 \mid n}^{c}$ should be closely approximated in distribution by such a variate. The shift from 1 and ( $n-1$ ) degrees of freedom to 1 and $n$ degrees of freedom is only an order $o\left(n^{-1}\right)$ alteration and thus is of smaller order of magnitude than the terms retained in the asymptotic expansion approximation. Thus the chaice of degrees of freedom is somewhat arbitrary although it is clearly important for small $n$.

The numerical evaluations given in Table 5.1 show that the oneperiod Chow test for $n=10$ appears to behave like an $F$-variate with 1 and 10 degrees of freedom at the $5 \%$ and $10 \%$ significance level critical values but rather less so at the $1 \%$ significance level critical value. It appears to have a tendency to under-reject when used with the critical values for an F-variate with 1 and 9 degrees of freedom. This is noticeably weaker than its apparent tendency to

| $\frac{\frac{\text { Nominal }}{\text { Sinificance }}}{\text { Level }}$ |  | Critical values | $\frac{\text { Hendry Test }}{\left(F_{1 \mid n}^{n}\right)}$ | $\frac{\text { Chow Test }}{\left(F_{1 \mid n}^{c}\right)}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | F(1,10) | 3.2850 | 11.39 | 9.99 |
| 10\% | F(1, 9) | 3.3603 | 11.01 | 9.65 |
|  | $x^{2}$ | 2.7055 | 14.84 | 13.14 |
|  | F(1,10) | 4.9646 | 5.54 | 4.80 |
| $5 \%$ | F(1, 9) | 5.1174 | 5.20 | 4.51 |
|  | $\chi^{2}$ | 3.8415 | 8.92 | 7.77 |
|  | $F(1,10)$ | 10.0440 | 0.69 | 0.61 |
| 1\% | $F(1,9)$ | 10.5610 | 0.56 | 0.50 |
|  | $x^{2}$ | 6.6350 | 2.79 | 2.42 |

Table 5.1: Approximate Rejection Probabilities Expressed as \%'s

$$
\text { for } F_{1 / n}^{h} \text { and } F_{1 \mid n}^{c} \text { when } n=10
$$

over-reject when used with chi-square critical values which suggests that the choice of degrees of freedom for the F-distribution is less important than the cholce between a chi-square and an F-distribution.

The Hendry test appears, when using the F-distribution critical values, to over-reject moderately at the $10 \%$ significance level, to over-reject slightly at the $5 \%$ significance level and to under-reject at the $1 \%$ significance level; also. it appears to over-reject more strongly than the Chow test when using the chi-square critical values. This accords with the result of Section 5.2 that $\operatorname{Pr}\left\{F_{1 \mid n}^{C}>c_{a}\right\} \in \operatorname{Pr}\left\{F_{1 \mid n}^{h}>c_{a}\right\}$ for all $c_{a}$. The overall conclusion of the theoretical and evaluation results is that the Chow test appears ta behave well when used with the F-distribution critical values and that the Hendry test appears to strongly over-reject when used with chi-square critical values.

Table 5.1 only reports evaluated approximate rejection probabilities for $n=10$. There are two reasons for this. Firstly, the differences between the nominal significance levels and the evaluated approximate rejection probabilities for the tests at any given point appear from Equation $(27)$ to be constants multiplied by $n^{-1}$. Thus there is no value In reporting the evaluated approximate rejection probabilities for $n=20, \ldots, 50$ at the chi-square critical values since these can be Inferred from Table 5.1; doubling $n$ simply halves the deviation of the evaluated approximate rejection probability from the nominal significance level. Secondly, the F-distribution critical values are essentially only presented to examine the behaviour of the Chow test. Since the results seem to indicate that for $n=10$ the Chow test behaves very well when used with 1 and 10 degrees of freedom, there is little value in reporting results for $n=20, \ldots, 50$.

### 5.4.2 Results for Multi-Periad ïests

The coefficients of the asymptotic expansion approximations to the joint cdf's of $\left(F_{1 \mid n}^{c}, F_{2 \mid n}^{c+}\right)$ and of $\left(F_{1 \mid n}^{h}, F_{2 \mid n}^{h+}\right)$ are given in Table 5.2 where the approximations take the forn:

$$
\begin{align*}
& \operatorname{Pr}\left\{z_{1} \leqslant r_{1}^{2} \& z_{2} \& r_{2}^{2}\right\}=\left(1+b_{0}^{*} n^{-1}\right) r_{1}^{2}\left(r_{1}^{2}\right) r_{1}^{2}\left(r_{2}^{2}\right) \\
& +b_{1}^{*} n^{-1} r_{3}^{2}\left(r_{1}^{2}\right) r_{1}^{2}\left(r_{2}^{2}\right)+b_{2}^{*} n^{-1} r_{1}^{2}\left(r_{1}^{2}\right) r_{3}^{2}\left(r_{2}^{2}\right) \\
& +b_{1}^{*} 1^{n^{-1}} r_{5}^{2}\left(r_{1}\right) r_{1}^{2}\left(r_{2}^{2}\right)+b_{1}^{*} 2^{n^{-1}} r_{3}^{2}\left(r_{1}^{2}\right) r_{3}^{2}\left(r_{2}^{2}\right) \\
&  \tag{28}\\
& +b_{22}^{*} n^{-1} r_{1}^{2}\left(r_{1}^{2}\right) r_{5}^{2}\left(r_{2}^{2}\right)+o\left(n^{-1}\right) .
\end{align*}
$$

following Equation (15) which again confirms the symmetry argument presented in Section 5.3. The coefficients of the asymptotic expansion approximations to the cdf's of $F_{2 \mid n}^{C}$ and $F_{2 \mid n}^{h}$ are given in Table 5.3 where the approximations take the fom:

$$
\begin{align*}
& \operatorname{Pr}\left[z=r_{3}^{2}\right)=\left(1+o_{0}^{\infty} n^{-1}\right) r_{2}^{2}\left(r_{3}^{2}\right)+o_{1} n^{-1} r_{4}^{2}\left(r_{3}^{2}\right) \\
& \quad+c_{2}^{*} n^{-1} r_{6}^{2}\left(r_{3}^{2}\right)+o\left(n^{-1}\right) . \tag{29}
\end{align*}
$$

The coefficients in Table 5.3 are obtained from those in Table 5.2 by:

$$
c_{0}^{*}=b_{0}^{*}, \quad c \boldsymbol{c}=b_{1}+b_{2}^{2}, \quad c_{2}^{2}=b_{11}+b_{12}+b_{2}^{2},
$$

following Chapter 3, Sections 3.2.3 and 3.2.4. As with the results for the individual single-period predictive failure cests various points are immediately apparent from examining the coefficients.

$$
\text { Chow Tests }\left(F_{1 \mid n}^{c} \text { and } F_{2 \mid n}^{c+}\right)
$$

$$
\left.F_{2 \mid n}^{h+}\right) \text { and of }\left(F_{1 \mid n}^{c}, F_{2 \mid n}^{c+}\right)
$$

Coefficients

Hendry Test ( $F_{2 \mid n}^{h}$ )

$$
c_{0}^{*}
$$

Parameter Value
$B=0.0$
$B=0.2$

- 26/ 50
- 2

21
$B=0.5$

- $5 / 8$
- 98/50

124/50
$\theta=0.8$

- 41/50
- $7 / 4$

19/8
$B=0.9$
$-181 / 200$

- 238/200

109/50
-

Chow Test $\left(F_{2 \mid n}^{c}\right)$

- 2

2

Table 5.3: Asymptotic Expansion Coefficients for the CDF's of

$$
F_{2 \ln }^{h} \text { and } F_{2 \ln }^{c}
$$

(1) The coefficients of the expansion for the joint cdf of $F_{1 \mid n}^{h}$ and $F_{2 \mid n}^{h+}$ do depend on $B$ as suggested in Section 5.3 and an exact fit can be found for these coefficients by putting:

$$
\begin{align*}
& b_{o}^{*}=1\left(1-s^{2}\right)-1, \quad b_{1}=b_{2}^{2}=3 / 4 \text {, } \tag{30}
\end{align*}
$$

Consequently, the coefficients of the expansion for the cdf of the two-period Hendry test are given by:

$$
\begin{aligned}
& c_{o}^{*}=1\left(1-\beta^{2}\right)-1, c_{1}^{*}=-\left(1-B^{2}\right)-1, \\
& c_{2}^{\#}=1\left(1-B^{2}\right)+2 .
\end{aligned}
$$

The dependence on $B$ through $\beta^{2}$ reflects the lack of dependence of the joint cdf on the sign of B as argued in Section 5.3.
(11) The coefficients of the expansions for the Joint cdf of $F_{1}^{C} \mid n$ and $F_{2 \mid n}^{c+}$ and for the cdf of $F_{2 \mid n}^{C}$ do not depend on $B$. Thus the critical values of the tests could be set to achieve rejection probabilities of a to $o\left(n^{-2}\right)$ under the null hypothesis irrespective of $B$. This is somewhat surprising because the arguments presented in Section $\mathbf{5 . 3}$ suggested that the Chow tests falled to make a full adjustment for the sampling variation in $A_{n}$ so that their codf's should depend on $B$. (1it) The expansion coefficients for the joint cdf of the singleperiod Hendry tests $F_{1 \mid n}^{h}$ and $F_{2 \mid n}^{h+}$ are symmetric so that, to $o\left(n^{-1}\right)$, in the joint distribution of the Hendry tests they are interchangeable. Thus the asymptotic expansion approximation for the cdf of the second-period
test is the same as that of the first-period test as would be suggested by the results of Sections $\mathbf{3 . 3}$ and $\mathbf{3 . 4 . 1}$. This is also true for $F_{1 \mid n}^{c}$ and $F_{2 \mid n}^{c+}$.

From the approximate rejection probabilities presented in Table 5.4 we can see that the two-period Chow test the 10\% significance level using F-distribution critical values with 1 and 10 degrees of freedom, less well at the $5 \%$ level and moderately under-rejects at the $1 \%$ level. We can also see that the use of chisquare critical values appears to lead to much greater deviations of actual rejection probabilities to $0\left(n^{-1}\right)$ from nominal significance levels than does the use of F-distribution critical values. This effect is more marked for the two-period test than for the one-period test which accords with the results of Kiviet (1986), reported in Section 5.3 that lengthening the post-estimation period used causes the size performance of the test to deteriorate. As with the oneperiod tests the results presented in Table 5.4 meet the restriction that the rejection probability of the Chow test must be less than that of the Hendry test.

As we would expect from the expansion results, the rejection probabilities of the two-period Hendry test depend on $A$ and we can see that raising a lowers the rejection probabilities. However, the variation in the rejection probabilities for elther chi-square or F-distribution critical values arising from varying is much smaller than the difference in rejection probabilities for any $s$ arising from switching from F-distribution to chi-square distribution critical values. Also the difference between the rejection probabilities for
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Table 5.4: Approximate Rejection Probabilities Expressed as \%'s for $F_{2}^{h} \mid n$ and $F_{2 \mid n}^{c}$ when $n=10$.
Note: The critical values used for the $F(1,10)$ and $F(1,9)$ nominal significance levels are equal to two times redom, in this case equal to two, so as to maintain comparability with the critical values used for e chi-square nominal significance levels.
the two-period Hendry and Chow tests is much less than the difference in rejection probabilities for either the Hendry or the Chow twoperiod tests arising fron switching critical values.

As with the one-period tests we only present results in Table 5.4 for $n=10$; the reasons for doing this for the two-period tests are the same as for the one-period tests.

### 5.3 Conclusions

The clearest conclusion which we can draw from the theoretical results of Section 5.3 and the numerical results of Section 3.4 is that the one-period tests seem to behave substantially the same in the $\operatorname{AR}(1)$ model as they would in the CLR model. If we turn to the two-period tests then the results of Section $\mathbf{5 . 3}$ seem to indicate that neither the Hendry nor the Chow test properly take into account the interdependence between the forecast errors arising from the sampling variation. The results of Section 5.4 indicate that this is a more serious problem with the Hendry test; its distribution does depend on the unknown autoregressive parameter $B$. and the test seems to substantially over-reject When used wh chi-square critical values. However, the results of Section 5.4 seem to indicate that the two-period Chow test performs well when used with F-distribution critical values in spite of the results in Section 5.3. Whether the good perfomance is due to the particular madel being considered or whether it sarries over to more general dynamic models is unclear. The major implication of this study for actual practice is that researchers should be somewhat cautious when interpreting the results of Chow predictive failure tests.

The numerical results of Section 5.4 Indicate that uhe coefficiunts of the asymptotic expansion approximations to the cdf's of the Hendry and Chow tests are relatively simple functions of $f^{2}$ which suggests that it may be possible to obtain tha coefficients analytically. If this is so, then tt may be possible to examine in more detail why the two-period Chow test appears to perforin well in the AR(1) model in spite of the reservations raised in Section 5.3.

Another direction for future research is to consider sequential predictive fallure tests. There are two ways In which this might be approached. Firstly, we could examine the properties of a k-period predictive fallure test condltional upon the result of an r-period predictive fallure test where k>r. This would require the use of asymptotic expansion approximations for the distributions of asymptotically jointly dependent chi-square variates which were briefly discussed in Chapter 3, Section 3.4. Secondly, we could examine the properties of individual period predictive fallure tests conditional upon the results of previous individual period predictive fallure tests. This would be a less satisfactory approach for the Chow tests than for the Hendry tests since in constructing the Chow tests we wish explicitly to take decount of sampling variation in the parameter estimates and its effect on the forecast errors, and by only considering individual period tests we would fall to take account of the effects of sampling variation on the covariances of the forecast errors.

We have not considered the power properties of these tests in this study although, in principle, this should be possible using the techniques of Chapter 3. However, as argued in section $\mathrm{B}_{\mathrm{i}} 2$, predictive fallure tests
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are unlikely to have particularly good power properties against stationary alternatives since they will not in general be consistent against such alternatives. Thus the alternatives of interest would primarily be non-stationary; this though would create difficulties in the application of asymptotic expansion methods.

## 5.A Appendix to Chapter 5

## 5.A.1 Implications of Distributional Symetry for Unconditional Forecast Errors

Consider the univariate case and let w be the standardised forecast error. Then the pdf of w can be approximated to $0\left(n^{-3 / 2}\right)$ by:

$$
\begin{align*}
\operatorname{pdf}(\omega) & =\left[(2 \pi)^{-\frac{1}{2}} \exp \left\{-\frac{1}{2} \omega^{2}\right]\right]\left[1+d_{0}+d_{1} \omega\right. \\
& \left.+d_{2^{\omega^{2}}}+d_{3^{2}} \omega^{3}+d_{4} \omega^{4}+d_{6} \omega^{6}\right]+0\left(n^{-3 / 2}\right) . \tag{31}
\end{align*}
$$

(where $d_{6}=d_{3}^{2} / 2$ ) using the methods of Chapter 3, Section 3.2. Since w has a symmetric distribution about 0 , the pdf of a is the same as that of (-ш):

$$
\begin{aligned}
\operatorname{pdf}(-\omega) & =\left[(2 \pi)^{-\frac{1}{2}} \exp \left\{-\frac{1}{2} \omega^{2}\right\}\right]\left[1+d_{0}-d_{1} \omega\right. \\
& \left.+d_{2} \omega^{2}-d_{3} \omega^{3}+d_{4} \omega^{4}+d_{6} \omega^{6}\right]+O\left(n^{-3 / 2}\right) .
\end{aligned}
$$

Equating pdf( $\omega$ ) with pdf( $-\omega$ ) implies that $d_{1}=d_{3}=0$ and thus $d_{6}=0$. Therefore Equation (31) can be simplified to:

$$
\operatorname{pdf}(\omega)=\left[(2 \pi)^{-1} \exp \left[-\frac{1}{2} \omega^{2}\right]\right]\left[1+d_{0}+d_{2 \omega^{2}}+d_{4} \omega^{4}\right]+0\left(n^{-3 / 2}\right)
$$

and so the pof and $c d f$ of $w^{2}$ can be approximated to $a\left(n^{-1}\right)$ by:

$$
\begin{align*}
& \left.p d f\left(\omega^{2}\right)=\left[1+d_{0}\right] x\right\}\left(\omega^{2}\right)+d_{2} x \frac{2}{3}\left(\omega^{2}\right)+3 d_{4} \times{ }_{5}^{2}\left(\omega^{2}\right)+o\left(n^{-1}\right) \\
& c d f\left(\omega^{2}\right)=\left[1+d_{0}\right] r_{f}^{2}\left(\omega^{2}\right)+d_{2} \Gamma 3\left(\omega^{2}\right)+3 d_{4} r_{5}\left(\omega^{2}\right)+o\left(n^{-1}\right) . \tag{32}
\end{align*}
$$

A similar argumant can be used for the multivariate case using Equations (15). (22), (26), (46), (47) and (48) of Chapter 3 to give Equation (15).

## 5.A. 2 Variances of Unconditional Forecast Errors

To show that Equation (19) holds we expand $\dot{e}_{s \mid n}$ for $s \geqslant 2$ as:

$$
\begin{align*}
\dot{e}_{s \mid n} & =y_{n+s}-\dot{y}_{s \mid n}-\varepsilon_{n+s}-\left(\dot{B}_{n}-\beta\right) y_{n+s-1}  \tag{33}\\
& =\varepsilon_{n+s}-\left(\dot{B}_{n}-\beta\right)\left(s^{s-1} y_{n}+{ }_{j=0}^{s-2} \theta^{j} \varepsilon_{n+s-1-j}\right) .
\end{align*}
$$

Squaring this gives:

$$
\begin{aligned}
\dot{e}_{s \mid n}^{2} & =\varepsilon_{n+s}^{2}-2\left(\dot{B}_{n}-\beta\right) \beta^{s-1} y_{n} \varepsilon_{n+s} \\
& \left.-2\left(\dot{B}_{n}-\beta\right) \sum_{j=0}^{s-2} \beta^{j} \varepsilon_{n+s-1-j}\right] \varepsilon_{n+s} \\
& +\left(\dot{B}_{n}-\beta\right)^{2} \beta^{2}(s-1)_{y_{n}^{2}} \\
& +2\left(\dot{B}_{n}-\beta\right)^{2} s_{B}(s-1)_{n} y_{n}\left[\sum_{j=0}^{s-2} \beta_{j+5-1-j}^{j} \varepsilon_{n}\right] \\
& +\left(\dot{B}_{n}-\beta\right)^{2}\left[\sum_{j=0}^{s-2} \beta^{j} \varepsilon_{n+5-1-j}\right]^{2},
\end{aligned}
$$

and then taking expectations gives:

$$
\begin{align*}
E\left[\hat{e}_{s \mid n}^{2}\right] & =\sigma^{2}+\beta^{2(s-1)} E\left[\left(\hat{\beta}_{n}-\theta\right)^{2} y_{n}^{2}\right] \\
& +\sigma^{2} E\left[\left(\hat{\beta}_{n}-\beta\right)^{2}\right]\left[\sum_{j=0}^{s-2} \beta^{2} j\right] . \tag{34}
\end{align*}
$$

From White (1961) and Fuller and Hasza (1980) we have Equations (22)
and (23):

$$
\begin{aligned}
& E\left[\left(\hat{B}_{n}-\beta\right)^{2}\right]=\left(1-\beta^{2}\right) n^{-1}+O\left(n^{-2}\right), \\
& E\left[\left(\dot{B}_{n}-\beta\right)^{2} y_{n}^{2}\right]=o^{2} n^{-1}+O\left(n^{-3 / 2}\right) .
\end{aligned}
$$

Substituting these into Equation (34) gives Equation (19):

$$
\begin{aligned}
E\left(e_{s \mid n}\right) & =\sigma^{2}+\sigma^{2} \beta^{2}(s-1)_{n}^{-1}+\sigma^{2}\left(1-\beta^{2}\right)\left(\sum_{j=0}^{s-2} \beta^{2}\right) n^{-1}+0\left(n^{-3 / 2}\right) \\
& =\sigma^{2}\left[1+a^{2}(s-1)_{n^{-1}}+n^{-1}-\theta^{\left.(s-1) n^{-1}\right]+0\left(n^{-3 / 2}\right)}\right. \\
& =\sigma^{2}\left[1+n^{-1}\right]+0\left(n^{-3 / 2}\right) .
\end{aligned}
$$

## 5.A. 3 Asymptotic Expansion of the CDF of a $F(1, n)$ Variate in Terms of the CDF ${ }^{1} s$ of $x_{r}^{2}$ Variates

Fisher (1925) gave an Edgeworth expansion for the pdf of a $t$-variate with $n$ degrees of freedom where $1(t)=\left[(2 \pi)^{-\frac{1}{2}} \exp \left\{-3 t^{2}\right\}\right]$ as:

$$
\begin{equation*}
P_{n}(t)=1(t)\left[1-n^{-1}(i)\left(1+2 t^{2}-t^{4}\right)\right]+o\left(n^{-1}\right) \tag{35}
\end{equation*}
$$

Integrating this gives:

$$
\operatorname{Pr}\{|t| \leqslant r\}=2 \int_{0}^{r} 1(t)\left[1-n^{-1}(1)\left(1+2 t^{2}-t^{4}\right)\right] d t+o\left(n^{-1}\right)
$$

and transforming from $t$ to $z=t^{2}$ gives:

$$
\begin{align*}
& \operatorname{Pr}\left\{z \in r^{2}\right\}=\operatorname{Pr}\{|t| \leq r\} \\
&=\int_{0}^{2} \frac{e^{-2 / 2}}{(2 \pi)^{-2} z^{\frac{1}{2}}}\left[1-n^{-1}(t)-n^{-1}\left(\frac{1}{2}\right) z+n^{-1}(1) z^{2}\right] d z+o\left(n^{-1}\right) \\
&=\left[1-n^{-1}\left(\frac{1}{2}\right)\right]_{\Gamma}\left(r^{2}\right)-n^{-1}\left(\frac{1}{2}\right) r_{3}^{-2}\left(r^{2}\right)+n^{-1}\left(\frac{1}{2}\right) r_{5}^{2}\left(r^{2}\right)+o\left(n^{-1}\right) \tag{36}
\end{align*}
$$

Since $t$ is distributed as a t-variate with $n$ degrees of freedom then $z$ is distributed as an F-variate with ( $1, n$ ) degrees of freedom so that Equation (36) gives an expansion for the cdf of an $F(1, n)$ variate in terms of the cdf's of ${\underset{x}{r}}_{2}$ variates. Also since:

$$
(n-1)^{-1}=\left(\frac{1}{n}\right)\left[1-\left(\frac{1}{n}\right)\right]^{-1}=n^{-1}+0\left(n^{-1}\right)
$$

then the cdf of an $F(1, n-1)$ variate is the same to $O\left(n^{-1}\right)$ as that of an $F(1, n)$ variate.

Now suppose that $x$ is distributed as chi-square varlate with $q$ degrees of freedom so that the pdf of $x$ is:

$$
f_{q}(x)=\frac{x^{(q / 2)-1} e^{-(x / 2)}}{\Gamma(q / 2)_{2}(q / 2)}=x_{q}^{2}(x)
$$

where $\Gamma(-)$ here is the gamma function, not the cdf of a $x^{3}$ variate.

If we define $y=[1+(a / n)] x$ then the pdf of $y$ is:

$$
\begin{aligned}
g_{q}(y) & =\frac{\{y /[1+(a / n)]\}^{(q / 2)-1} e^{-(y /[1+(a / n)]) / 2}}{r(q / 2) 2^{(q / 2)}[1+(a / n)]} \\
& =x_{q}^{2}(y)[1+(q / n)]^{-(q / 2)} e^{(a y) /(2 n)}+o\left(n^{-1}\right) \\
& =[1-\{(a q) /(2 n)\}] x_{q}^{2}(y)+\{(a q) /(2 n)\} x_{q+2}^{2}(y)+o\left(n^{-1}\right)
\end{aligned}
$$

Therefore, if $z$ is distributed as an $F(1, n)$ variate then the cof of $\left(1+n^{-1}\right) z$ can be approximated by:

$$
\begin{align*}
\operatorname{Pr}\left\{\left(1+n^{-1}\right) z \leqslant r^{2}\right\} & =\left[1-n^{-1}(1)\right] r_{i}\left(r^{2}\right)  \tag{37}\\
& +n^{-1}\left(\frac{1}{1}\right) r_{5}^{2}\left(r^{2}\right)
\end{align*}+o\left(n^{-1}\right) .
$$

where $r_{k}^{2}(\cdot)$ here is the edf of a chi-square variate with $k$ degrees of freedom. Equation (37) also holds $1 f 2$ is an $F(1, n-1)$ variate.

### 6.1 Introduction

This chapter is concerned with analysing a simple testing sequence in the Autoregressive Distributed lag model with one lag on the endogenous variable and one lag on a single exogenous variable (the $A D(1,1)$ model). The first test in the sequence is a Wald test of the hypothesis that the lag polynomials have a common factor so that the model can be re-written as a simple regression model with autocorrelated disturbances; see Hendry and Mizon (1978) and Sargan (1980a). The second test in the sequence is an incremental Wald test of the additional hypothesis that there are no endogenous dynamics. The two hypotheses together imply that the model can be re-written as a simple regression model with white noise disturbances.

In Section 6.2 we consider the background to sequential testing procedures. Then in Section 6.3 we examine in more detail the case mentioned above. In Section 6.4 we perform a numerical evaluation study using asymptotic expansion approxtmations to the Joint cdf's of the test statistics for the case mentioned above. Lastly. in Section 6.5 we attempt to draw conclusions from this study.

### 6.2 Sequential Test Procedures

Sequentlal testing procedures are frequently adopted in applied econometric studies, both when deciding whether to accept or reject particular models and when testing various restrictions on the parameters of a model. Often there are situations where one set of
restrictions would not be considered unless some other set of restrictions had been accepted. so leading to a series of monotonically nested hypotheses. Such nested hypotheses can be tested sequentlally using wald tests. These have been shown in Sargan (1980a) and Kiviet and Phillips (1986) to have some useful asymptatic properties for testing such hypotheses sequences.

Following Chapter i, suppose that $Y$ is a random variable distributed with density function $f(y ; \theta)$ where is a k-vector of parameters, $\quad \in \mathbb{B}$, and where the density function meets the standard regularity conditions for Maximum Likelihood estimation to have the usual asymptotic properties; see W1ks (1962). If $\hat{\theta}$ is a consistentestimator of $\theta$ and $\hat{\Omega}$ is a consistent estimator of the asymptotic covariance matrix of $\vec{\theta}_{j}$, 1.e. plim $\hat{\Omega}=\Omega$ where $T^{i}(\theta-\theta)$ is asymptotically $N[0, \Omega]$, then we can attempt to construct Wald tests for the sequence of nested hypotheses:

$$
\begin{align*}
& H_{1}: \phi_{i}(\theta)=0 ; \\
& H_{2}: \phi_{1}(\theta)=0, \phi_{2}(\theta)=0_{i} \\
& \vdots  \tag{1}\\
& H_{r}: \phi_{1}(\theta)=0, \ldots . \phi_{r}(\theta)=0 ; \text { where } r \leq k .
\end{align*}
$$

If we define $\left[\phi^{j}(\theta)\right]=\left[\phi_{1}(\theta 1)^{\prime}, \ldots . \phi_{j}\left(\theta_{1}\right)^{\prime}\right]^{\prime}$ then the Wald statistic for $H_{j}$ is:

$$
\begin{align*}
& W_{j}=T\left[\phi^{j}\left(\hat{\left.\theta^{\prime}\right)}\right]^{\prime}\left[\hat{F}^{j} \hat{a} \hat{F}^{j} t\right]^{-1}\left[\phi^{j}(\hat{\theta})\right]\right. \\
& \text { where } \hat{F}^{j}=\left.\frac{\partial \phi}{\partial \theta}\right|_{\hat{\theta}^{\prime}} . \tag{2}
\end{align*}
$$
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From the sequence of test statistics [ $W_{j}$ ] we can construct a sequence of incremental Wald tests:

$$
W_{(j)}= \begin{cases}W_{j} & ; j=1  \tag{3}\\ w_{j}-W_{j-1} & ; \\ j>1,\end{cases}
$$

so that $W_{(j)}$ is a test of $H_{j}$ given that $H_{j-1}$ is assumed to hold.

Provided that the matrices $\left\{\vec{F}^{j}\right\}$ are of full rank in some neighbourhood of the true parameter value, such incremental Wald tests have the useful property that if the most restrictive hypothesis is true then the incremental test statistics are asymptotically distributed as independent, central Chi-square variates with degrees of freedom given by the dimensions of the $\left\{\phi_{j}(\theta)\right\}$ vectors. Thus the overall asymptotic size of a sequence of $m$ incremental Wald tests can be controlled given the value of m . Furthermore, under a local alternative hypothesis sequence converging to the most restrictive hypothesis the incremental test statistics are asymptotically distributed as independent, non-central chi-square varlates with the same degrees of freedom as before and with non-centrality parameters depending on the particular local alternative hypothesis sequence chosen; see Hogg (1961), Sargan (1980a) and Kiviet and Phillips (1986). The power propertias of a sequence of incremental Wald tests can then be approximated using this resulc.

Wald tests are particularly appropriate for testing sequances of nested hypotheses within a maintained model because they require estimation only of the general model. The Likelihood Ratio and Lagrange Multiplier tests, although asymptotically equivalent to the Wald tests under local alternative hypothesis sequences,
require estimation of the model subject to the restrictions and therefore they generally require more computation than the Wald tests. However the Wald tests suffer from the problem of a lack of invariance to algebraic reformulations of the restrictions. This is discussed in Section 6.3 and also in Chapter 4.

Nested hypothesis sequences can arise either from purely economic considerations or from mathematical and statistical considerations. An example of the former would be where a researcher wishing to test for rational expectations fight first test that expectations were constructed using a garticular information set and then that the expectations were rational with respect to that information set. An example of the latter is provided by the COMFAC (COMmon FACtor) restrictions in the AD model:

$$
\begin{equation*}
y_{t}=\sum_{j=1}^{r} \alpha_{j} y_{t-j}+\sum_{i=0}^{r} \beta_{i}{ }^{\prime} x_{t-1}+u_{t} \tag{4}
\end{equation*}
$$

or $a(L) y_{t}=\beta(L) x_{t}+u_{t}$.
where the $\left(u_{t}\right)$ are distributed as IN[O, $\left.0^{2}\right]$ and are independent of the $\left\{x_{t}\right\}$. The common factor restriction of order m. where $m \leq r$, can be expressed as:

$$
a(L)=g(L)_{a^{*}}(L) ; B(L)=\rho(L) g^{*}(L)
$$

where $o(L)$ is an $\boldsymbol{m}^{\prime}$ th order lag polynomial. $\alpha$ *(L) is an ( $\left.\mathrm{r}-\mathrm{m}\right)^{\prime}$ th order lag polynomial and $\mathrm{a}^{*}(\mathrm{~L})$ Is a vector of (r-m)'th order lag polynomials. The modal can be generalised to have different numbers of lags on the endogenous and exogenous variables simply by requiring some of the elements of $\left\{\alpha_{j}\right\}$ and $\left\{\beta_{1}\right\}$ to be 1dentically equal to 2ero. Sargan (1980a) shows that thase restrictions
(and their extenstons to models with unequal lag lengths) can be expressed in terms of the determinants of certain matrices and provides an algorithm for their practical lmplementation. Hendry and Mizon (1978) 1llustrate how tests for these restrictions, based on the Sargan approach, can be used in dynamic specification searches with an example looking at the demand for money.

It is natural to require that we accept the existence of (m+1) common factors only if we have already accepted the existence of $m$ common factors. Therefore common factor restrictions would appear to provide a very natural example of a nested hypothesis sequence. However there are two sources of difficulttes with common factor restrictions. Firstly, ft is possible for there to be complex common factors, which necessarily occur in complex conjugate pairs; therefore it has been suggested that it would be more sensible to test for the existence of a pair of additional common factors and If this is rejected then test for an additional single common factor. Secondly, there may be problems associated with testing for $m_{1}$ common factors when there are $m_{2}$ comon factors present with $m_{1} \leqslant m_{2}$. Sargan (1984) provides some theoretical justification for this. The difficulty with the Wald tests here is that the matrix of first derivatives of the restrictions will not be of full rank asymptotically so that the test statistics will not typically have the usual chisquare distributions asymptotically.

### 6.3 The Testing Sequence

The model which we are considering in more detail has only one lag on one endogenous and one exozemous variaiole:

$$
\begin{equation*}
y_{t}=\alpha y_{t-1}+\beta_{0} x_{t}+B_{1} x_{t-1}+\varepsilon_{t} \tag{5}
\end{equation*}
$$

where the $\left\{x_{t}\right\}$ are non-stochastic and the $\left[\varepsilon_{t}\right\}$ are distributed IN[0. $\sigma^{2}$ ]. The hypotheses which we are considering are:

$$
\begin{equation*}
H_{i}: \quad a \beta_{0}+B_{1}=0 ; \tag{6}
\end{equation*}
$$

$$
H_{2}: \quad a \beta_{0}+\beta_{1}=0, a=0 .
$$

Under $H_{1}$ the model can be written as:

$$
\begin{equation*}
y_{t}=\beta_{0} x_{t}+\omega_{t} ; \omega_{t}=\alpha w_{t-1}+\varepsilon_{t} \tag{7}
\end{equation*}
$$

and under $\mathrm{H}_{2}$ the model can be written as:

$$
\begin{equation*}
y_{t}=\beta_{0} x_{t}+\varepsilon_{t} \tag{8}
\end{equation*}
$$

The Wald tests $W_{1}$ and $\mathrm{H}_{2}$ for $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ respectively do not suffar from elther of the problems discussed at the end of Section 6.2. Firstly, there is only one lag in the model so that there is no possibility of complex common factors. Secondly, the matrix of first darivatives of the restriction functions is:

$$
F\left(\alpha_{0} \beta_{0}, \beta_{1}\right)=\left[\begin{array}{lll}
\beta_{0} & \alpha & 1  \tag{9}\\
1 & 0 & 0
\end{array}\right]
$$

which is clearly of full raik for all $\left\{\alpha, \beta_{0}, \beta_{1}\right)$.

Using the invariance theorem proved in Appendix 6.A, we can prove that the joint distribution of $W_{1}$ and $W_{2}$ depends only on $\alpha$. $\left(a \beta_{0}+\beta_{1}\right)^{2} / \sigma^{2}$, $T$ and the exogenous data $\left\{x_{t}\right\}$. Therefore under the null hypothesis $H_{2}$ we can set $a-B_{0}=\theta_{q}=0$ and $\sigma^{2}=1$ without any loss of generality so that in the evaluation study in Section 6.4 the only factors affecting the joint distribution of $W_{1}$ and $W_{2}$ are $T$ and the exogenous data $\left\{x_{t}\right\}$.

We can invoke the invariance theorem of Appendix 6.A by defining $y_{t}$ as:

$$
\begin{equation*}
y_{t}^{*}=\lambda\left(y_{t}+\gamma x_{t}\right), \lambda \neq 0 \tag{10}
\end{equation*}
$$

Then $\left[y_{t}^{*}\right]$ is generated by the $A D(1,1)$ model:

$$
\begin{align*}
& y_{t}^{*}=\alpha^{*} y_{t-1}^{*}+\beta_{0}^{\star} x_{t}+\beta_{1}^{*} x_{t-1}+\varepsilon_{t}^{*} \\
& \text { where } a^{*}=a, \beta_{0}^{*}=\lambda\left(\beta_{0}+y\right), \beta_{1}^{*}=\lambda\left(\beta_{1}-a y\right), \\
& \varepsilon_{t}^{*}=\lambda \varepsilon_{t}, \text { and var }\left(\varepsilon_{t}^{*}\right)=\left(0^{*}\right)^{2}=\lambda^{2} 0^{2} . \tag{11}
\end{align*}
$$

Therefore we can define two groups of transfomation, $G$ and $G *$, operating on ( $y_{t}$ ) and ( $\alpha, \beta_{0}, \beta_{1}, 0^{2}$ ) respectively, by the families of transfomations given in Equations (10) and (11).

Clearly, the transformation on ( $y_{i}$ \} given in Equation (10) for different values of ( $\lambda, y$ ) form a group where the operation is to follow one transformation belonging to $G, y_{t} \rightarrow y_{t}$, by another transfomation belonging to $G, y_{t}^{*} \rightarrow y_{t}^{* *}$. Firstly, the result of any transformation belonging to $G$ followed by another transformation belonging to $G$ is also a transformation belonging to $G$ : so that this operation of following one transformation by another is closed. Secondly, this operation Is assoctative. Thirdiy. there is a unique Identity transformation given by putting $\lambda=1$ and $\gamma=0$. Fourthly, each transfomation belonging to $G$ has a unique inverse given by $y_{t}=\lambda^{-1}\left(y_{t}^{*}-\lambda \gamma x_{t}\right)$. Similarly, the induced transformations on ( $\alpha, B_{0}, B_{1}, o^{2}$ ) given in Equation (11) also form a group $G^{*}$.

The null hypotheses $H_{1}: \alpha \beta_{0}+\beta_{1}=0$ and $H_{2}: \alpha \beta_{0}+\beta_{1}=0, a=0$ are invariant under the induced group of transformations $G^{*}$ on ( $\alpha, \beta_{o}, \beta_{1}, \sigma^{2}$ ) given by Equation (11) since:

$$
\begin{equation*}
\alpha^{ \pm} \beta_{0}^{*}+\beta_{i}^{\#}=\lambda\left(\alpha \beta_{0}+\beta_{1}\right), \quad \alpha^{*}=a . \tag{12}
\end{equation*}
$$

Thus $H_{1}$ holds for $\left(a, \beta_{0}, \beta_{1}, o^{2}\right)$ if and only if it holds for ( $a^{*}, \beta_{o}^{*}, B_{1}^{*}, a^{2}$ ), and similarly for $H_{2}$. It is then reasonable to ask whether we can construct Wald test statistics for $H_{1}$ and $\mathrm{H}_{2}$ which are numerically invariant under the group of transformations $G$ acting on $\left\{y_{t}\right\}$ and therefore have jaint distributions which are invariant under the Induced group of transformations $G^{*}$ acting on $\left(a_{0} \beta_{0}, \beta_{1}, \sigma^{2}\right)$. The theorem in Section 6.A enables us to construct such test statistics providing that four conditions are met.

Firstly, we need to be able to partition $\theta=\left(\theta_{1}^{j}, \theta_{2}^{\prime}\right)$ ' so
 where $g^{*} \in G^{*}$. Here $\theta_{1}=\left(\alpha, \beta_{0}, \beta_{1}\right)$ and $\theta_{2}=\sigma^{2}$ and this condition is then clearly met by the hypotheses and the group of transformations $\mathrm{G}^{*}$. Secondly, we need to find an estimator $\vec{\theta}_{1}(y)$ of $\theta_{1}$ such that for any $g \in G$ then $\hat{\theta}_{1}(g y)=g \hat{q}_{1}(y)$ for the corresponding $\mathrm{g}^{*} \in \mathrm{G}^{*}$. The estimator which we choose is the OLS estimator given by:

$$
\begin{equation*}
\min S\left(\theta_{1}^{*} ; y\right)=\sum_{t=1}^{T} e_{t}^{2} \tag{13}
\end{equation*}
$$

where $e_{t}=y_{t}-a y_{t-1}-b_{0} x_{t}-b_{1} x_{t-1}$.
with respect to $\theta_{1}^{*}=\left(a, b_{0}, b_{1}\right)^{\prime}$ giving $\hat{\theta}_{1}=\left(\hat{a}_{0}, \hat{\theta}_{0}, \bar{\beta}_{1}\right)$ ' and then putting $\hat{\sigma}^{2}=(\mathrm{T}-3)^{-1} \mathrm{~S}\left(\hat{\theta}_{1} ; y\right)$. But then:

$$
\begin{equation*}
S\left(g_{1}^{*} \theta \theta_{1}^{*} ; g y\right)=\lambda^{2} S\left(\theta_{1} ; y\right), \tag{14}
\end{equation*}
$$

so that if $S(. ; y)$ is minimised at $\vec{\theta}_{q}$ then $S(. ; g y)$ is minimised at $g_{i}^{\theta_{i}}{ }_{1}$. Therefore $\hat{\theta}_{1}(g y)=g_{i}^{p} \hat{\theta}_{1}(y)$ as required. We can also note that $\sigma^{2}(g y)=\lambda^{2} \sigma^{2}(y)$ so that $\hat{\theta}(g y)=g^{*} \theta(y)$.

Thirdly, we need to find an estimator $\bar{\Omega}_{11}(y)$ of $\Omega_{11}$, the asymptotic covariance matrix of $\mathrm{T}^{1}\left[\hat{\theta}_{1}(y)-\theta_{1}\right]$ so that:

$$
\begin{equation*}
\vec{n}_{11}(g y)=\left[\left.\frac{\partial g_{1}^{*}}{\partial \theta_{1}^{\prime}}\right|_{\vec{\theta}_{1}(y)}\right] \quad \hat{n}_{11}(y)\left[\left.\frac{\partial g_{1}^{\prime}}{\partial \theta_{i}^{\prime}}\right|_{\vec{\theta}_{1}(y)}\right] . \tag{15}
\end{equation*}
$$

The covariance matrix estimate which we choose is the standard OLS estimate:

$$
\begin{align*}
& \left.\hat{\Omega}_{11}(y)=\hat{\sigma}^{2}(y) \sum_{t=1}^{T} z_{t} z_{t}^{\prime}\right)^{-1}  \tag{16}\\
& \text { where } z_{t}=\left(y_{t}, x_{t}, x_{t-1}\right)
\end{align*}
$$

The covariance matrix estimate using the transformed data is:

$$
\begin{aligned}
& \hat{\Omega}_{11}(g y)=\hat{\sigma}^{2}(g y)\left(\sum_{t=1}^{T} z_{t}^{*} z_{t}^{*}\right)^{-1} \\
& \text { where } z_{t}^{*}=\left(y_{t-1}^{*}, x_{t}, x_{t-1}\right)
\end{aligned}
$$

$$
=\left[\begin{array}{llr}
\lambda & 0 & \lambda y \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \quad z_{t}=C z_{t}
$$

Then $\hat{\Omega}_{11}(g y)=\left[\lambda^{-1} C^{\prime}\right]^{-1} \hat{\Omega}_{11}(y)\left[\lambda^{-1} C\right]^{-1}$ since $\hat{\sigma}^{2}(g y)=\lambda^{2} \sigma^{2}(y)$ and:

$$
\left(\lambda^{-1} C^{\prime}\right)^{-1}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & \lambda & 0 \\
-\lambda y & 0 & \lambda
\end{array}\right]=\left[\left.\begin{array}{l}
\frac{\partial g \theta_{1}^{\prime}}{\partial \theta_{1}^{\prime}}
\end{array}\right|_{\hat{\theta}_{1}(y)}\right]
$$

Fourthly, we need to find a representation $\phi\left(\theta_{1}\right)=0$ of the restrictions being tastad and a group of matrices $G^{+}$such that for any $g^{*} \subset G$ there exists $J^{*} \in G^{*}$ so that:

$$
\begin{equation*}
\phi\left(g_{1}^{*} \theta_{1}\right)=J^{\star} \phi\left(\theta_{1}\right) \text { for all } \theta_{1} \tag{17}
\end{equation*}
$$

This is met by putting $a \beta_{0}+\beta_{1}=0$ for $H_{1}$ and $a \beta_{0}+\beta_{1}=0, \alpha=0$ for $\mathrm{H}_{2}$ since;

$$
\left[\begin{array}{c}
\alpha^{*} \beta_{0}^{*}+\beta_{1}^{*} \\
\alpha^{*}
\end{array}\right]=\left[\begin{array}{ll}
\alpha & 0 \\
0 & 1
\end{array}\right] \quad\left[\begin{array}{c}
\alpha \beta_{0}+\beta_{1} \\
a
\end{array}\right]
$$

Thus all the conditions of the theorem are met and so the Wald test statistics $W_{1}$ and $W_{2}$ for $H_{1}: \alpha \beta_{0}+\beta_{1}=0$ and $H_{2}: \alpha \beta_{0}+\beta_{1}=0$, a = 0 are numerically invariant under the group of transformations G given by Equation (10); therefore their joint distribution is invariant under the group of transformations $G *$ given by Equation (11).

If we now put $\gamma=-\beta_{0}$ and $\lambda=\left(\sigma^{2}\right)^{-\frac{1}{2}}$ then $\alpha^{*}=\alpha_{0} \beta_{0}^{*}=0$, $\beta_{1}=\left(\alpha \beta_{0}+\beta_{1}\right) /\left(\sigma^{2}\right)^{i}$ and $\left(\sigma^{*}\right)^{2}=1$. Furthermore, we can choose $A$ to be elther the positive or the negative square root of $\sigma^{2}$ and therefore the sign of 循 does not matter. Since none of the transformations affect $T$ or $\left[x_{t}\right\}$ we can therefore paramaterize the joint distribution of $W_{1}$ and $W_{2}$ by $a,\left(a \beta_{0} * \beta_{1}\right)^{2} / o^{2}$, $T$ and $\left[x_{t}\right]$.

Under $H_{2}, a \beta_{0}+B_{1}=0$ and $a=0$ so that the joint distribution of $W_{1}$ and $W_{2}$ only depends on $T$ and $\left\{x_{t}\right\}$. The axact functional form of this distribution in terms of $T$ and $\left[x_{t}\right]$ is not known.

However $W_{1}$ and $W_{2}$ are functions of $\left\{x_{t}\right\}$ through various terms: $\Sigma x_{t}^{2}, \Sigma x_{t} x_{t-1}, \Sigma x_{t-1}{ }^{2}, \Sigma y_{t}^{2}, \Sigma y_{t} y_{t-1}, \Sigma y_{t-1}{ }^{2}, \Sigma y_{t} x_{t}, \Sigma y_{t} x_{t-1}$,
$\Sigma y_{t-1} x_{t}$, and $\Sigma y_{t-1} x_{t-1}$. Since both $H_{1}$ and $H_{2}$ are concerned with the dynamic properties of the $\left\{y_{t}\right\}$ it seems plausible that the distribution of $W_{1}$ and $W_{2} w 1 l l$ depend on the dynamic properties of the $\left\{x_{t}\right\}$. Rescaling the $\left\{x_{t}\right\}$ by a constant is equivalent to rescaling $\left(\alpha \beta_{0} \beta_{1}\right) /\left(\sigma^{2}\right)^{2}$ by the reciprocal of the constant. The cruciest summary statistics for the dynamic structure of the $\left\{x_{t}\right\}$ which areinvariant to rescaling the $\left\{x_{t}\right\}$ are the first and second order autocorrelation coefficients and therefore in the numerical evaluation study in Section 6.4 we characterise the dynamic structure of the exogenous data sets in temms of these coefficients.

Anothar useful property of $W_{1}$ and $W_{(2)}$ is that if we put $\lambda=-1$ and $y=0$ in Equation (10) then the signed square-root of $W_{1}$ changes sign whilst that of $W_{(2)}$ does not. The decomposition vector of $W_{2}$ which consists of these signed square-roots is given by:

$$
\begin{equation*}
\hat{n}(y)=\left[\hat{F}_{1}(y) \hat{\Omega}_{11}(y) \hat{F}_{1}(y)^{\prime}\right]^{-\frac{1}{\phi}} \phi\left[\hat{\theta}_{1}(y)\right] \tag{19}
\end{equation*}
$$

where $\vec{F}_{1}(y)$ denotes the derivative of $\left(\theta_{1}\right)$ with respect to ${ }_{1}$ evaluated at $\hat{\theta}_{1}(y)$, where $\left[\vec{F}_{1}(y) \hat{\Omega}_{11}(y) \vec{F}_{1}(y)^{\prime}\right]^{-\frac{1}{2}}$ is the lower triangular Cholesky decomposition of $\left[\bar{F}_{1}(y)_{\tilde{R}_{11}}(y) \hat{F}_{1}(y)^{\prime}\right]^{-1}$ and where $\phi\left(\theta_{1}\right)=\left[\alpha \beta_{0}+\beta_{1}, a\right]^{\prime}$. If we put $\lambda=-1$ and $\gamma=0$ then:

$$
\begin{align*}
\dot{n}(g y) & =\left(J^{+}\right)^{-1}\left[\bar{F}_{1}(y) \hat{\Omega}_{11} \vec{F}_{1}(y)\right]^{-\frac{1}{1}}\left(J^{+}\right)^{-1}\left(J^{+}\right) \phi\left[\dot{\theta}_{1}(y)\right] \\
& =\left(J^{+}\right)^{-1} \bar{n}(y)=J^{+}{ }_{n}(y) . \\
\text { where } J^{+} & =\left[\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right] . \tag{20}
\end{align*}
$$

Firstly, since $\mathrm{J}^{+}$is a diagonal orthogonal matrix, so that $\left(\mathrm{J}^{+}\right)^{-1}=\left(\mathrm{J}^{+}\right)^{\prime}$ - $\mathrm{J}^{*}$. the lower triangular Cholesky decomposition of:

$$
\left[\vec{F}_{1}(g y) \hat{\Omega}_{11}(g y) \hat{F}_{1}(g y)^{\prime}\right]^{-1}=\left(J^{+}\right)^{-1}\left[\hat{F}(y) \hat{\Omega}_{11}(y) \hat{F}_{1}(y)^{\prime}\right]^{-1}\left(J^{+}\right)^{-1}
$$

is given by :

$$
\begin{equation*}
\left(J^{+}\right)\left[\hat{F}_{1}(y) \hat{n}_{11}(y) F_{1}(y)^{\prime}\right]^{-\frac{1}{2}}\left(J^{+}\right)^{-1} \tag{21}
\end{equation*}
$$

Secondly, we know from earlier that $\phi\left[\hat{\theta}_{1}(g y)\right]=J^{+}\left[\hat{\theta}_{1}(y)\right]$.
Thus we have:

and $\mathrm{Tn}_{1}(y)^{2}=W_{1}, \mathrm{Tn}_{2}(y)^{2}-W_{(2)}$.
This symmetry result has several consequences following Appendix 5.A.1 of Chapter 5. Firstly, the distribution of $\vec{n}_{1}(y)$ is symmetric under the null hypothesis $H_{2}$ and therefore the first, third and sixth order terms in the Edgeworth expansion of its distribution must all be equal to zero. Thus $d_{111}=0$ in Equation (14) of Chapter 3 and therefore $b_{111}=0$ in Equation (48)
of Chapter 3 (which is also Equation (27) in this Chapter). Secondly, the symmetry result implies that $d_{122}=0$ and therefore:

$$
\begin{align*}
b_{122} & =\left(d_{122^{d}}{ }_{\left.122^{[9]}+d_{112} d_{222}[6]\right) 3}\right. \\
& =\left(d_{112} d_{222}[6]\right) 3 ; \\
b_{112} & =\left(d_{112} d_{112}[9]+d_{111} d_{122}[6]\right) 3 \\
& =\left(d_{112} d_{112}[9]\right) 3 ; \\
b_{222} & =\left(d_{222}{ }^{2}\right) 15 ; \tag{22}
\end{align*}
$$

where the square brackets indicate sumation across different permuations of the subscripts. Thus we would anticipate that $b_{112}$ would be positive and that $b_{112} b_{222}=5 / 4 \quad b_{122}{ }^{2}$; in particular if $\mathrm{d}_{222}=0$ (or equivalently $\mathrm{b}_{222}=0$ ) then $\mathrm{B}_{122}=0$ also.

Wald tests for $H_{1}$ have already been investigated by Gregory and Veall (1986) using Monte Carlo methods. As discussed in Chapter 4, they ware cancerned with the differing behaviour of Wald tests constructed fram four alternative formulations of the hypothesis $H_{1}$ :

$$
\begin{align*}
& H_{(i)}: \quad \alpha \beta_{0}+\beta_{1}=0 ; \\
& H_{(i 1)}: \beta_{0}+\left(\beta_{1} / a\right)=0 ; \\
& H_{(i i 1)}: \alpha+\left(\beta_{1} / \beta_{0}\right)=0 ; \\
& H_{(i v)}: \quad\left(\alpha \beta_{0} / \beta_{1}\right)+1=0 . \tag{23}
\end{align*}
$$
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üregory and Veall found that none of the tests performed undformly best over all the different parameter combinations which they considered because the power functions for all the tests varied consideraoly over the parameter space. However, the statistics $W^{3}$ g $W^{4}$ corresponding to $H_{i f i)}$ and $H_{\text {iiv) }}$ respectively seemed to perform warse in general than the statistics $W^{1}$ and $W^{2}$ corresponding to $H_{(1)}$ and $H_{(i i)}$ in that their rejection probabilities varied more over the parameter space even under the null hypothesis.

This can partly be explained using the invariance result developed in Appendix 6.A. The hypothesis formulation $\mathrm{H}_{(1)}$ is the same as that which we have used to construct $W_{1}$ which gives us an invariant wald test. If we now transform the parameters ds in Equation (11) and substitute the results into the restriction functions for $H_{(i 1)} H_{(i i i)}$ and $H_{(1 v)}$ we obtain:

$$
\begin{align*}
& \beta_{0}^{*}+\left(\beta_{1}^{*} / a^{*}\right)=\lambda\left[\beta_{0}+\left(\beta_{1} / a\right)\right] ; \\
& a^{*}+\left(\beta_{1}^{*} / \beta_{0}^{*}\right)=\left[a \beta_{0} /\left(\beta_{0}+\gamma\right)\right]+\left[\beta_{1} /\left[\beta_{0}+\gamma\right)\right] ; \\
& \left(a^{*} \beta_{0}^{\dagger} / \beta_{1}^{\dagger}\right)+1=\left[\alpha \beta_{0} /\left(\beta_{1}-\alpha \gamma\right)\right]+\left[\beta_{1} /\left(\beta_{1}-a \gamma\right)\right] . \tag{24}
\end{align*}
$$

The restriction function for $H_{(1 i)}$ undergoes a linear transfomation and tharefore meets the fourth condition of the theorem given in mppandix 6.A: however, this is not so for the restriction functions for $H_{(i 1 i)}$ and $H_{(i v)}$. Thus the wald test from $H_{(i 1)}$ is invariant under the group of transformations $G *$ whereas the Wald tests from $H_{(i 11)}$ and $H_{(i v)}$ ara not.

Gregory and Veall generated the exogenous variable data in their model separately for each replication using an AR(1) process with an autoregressive coefficient of 0.75 together with a standard normal pseudo-random number generator. They set $\sigma^{2}=1$ and then considered ten different parameter combinations for ( $\alpha, \beta_{0}, \beta_{1}$ ):

| (1) : | (0.5,0.1,-0.05) | (VI): | (0.9,0.1,-0.09); |
| :---: | :---: | :---: | :---: |
| (II): | (0.5,0.5,-0.25) | (VII) : | $(0.9,0.5,-0.45) ;$ |
| (III): | (0.5,1 .0, -0.5) | : (viti) | (0.9,1.0.-0.9) |
| (IV): | (0.5,0.5,-0.1) | (IX) : | (0.9,0.5,-0.2) |
| (v): | (0.5,0.5,-0.4) | ( X ) : | (0.9,0.5,-0.7) . |

Combinations (I). (II) and (III) set $a-0.5,\left(a \theta_{0}+a_{1}\right)^{2}=0$. Therafore we would expect that $W^{1}$, which is equal to $W_{1}$ from earlier, would have the same distribution for combinations (1), (11) and (I11). This is indeed supported by visual examination of Table 1 in Gregory and Veall (1986) which gives numbers of rejections out of 1000 replications. Similarly we would expect $W^{2}$ to have tha same distribution for combinations (I), (II) and (III), and this is also supported by visual examination of Table 1 in Gregory and Veall (1986). However, the invariance argument does not hold for $\mathrm{w}^{3}$ and $\mathrm{w}^{4}$ and visual examination of Table 1 in Gregory and Veall (1986) does indeed indicate that their distributions do vary considerbbly across combinations (1). (II) and (III). Combinations (IV) and $(v)$ set $a=0.5,\left(a \beta_{0}+\beta_{1}\right)^{2}=0.0225$; combinations (VI), (VII) and (VIII) set $a=0.9,\left(a B_{0}+B_{1}\right)^{2}=0$; and combinations $(I X)$ and $(X)$ set $a=0.9 .\left(a \beta_{0}+s_{1}\right)^{2}=0.0625$. visual examination of Tables 1 and 2 in

Gregory and Veall (1986) confirms the presence of the invariance properties of the distributions of $W^{1}$ and $W^{2}$ for all these parameter combinations and the absence of such invariance properties for the distributions of $W^{3}$ and $w^{4}$.

When $a=0.5$ and $\left(a \beta_{0}+\beta_{1}\right)=0$ the result.s in Table 1 in Gregory and Veall (1986) suggest that $W_{1}$ tends to over-reject slightly using the chi-square distribution crictical values. When a=0.9 and $\left(\alpha q_{0}+\theta_{1}\right)=0$ then $W_{1}$ tends to over-reject more strangly using chi-square critical values. However, Gregory and Veall did not consider $a=0$ and they generated the $\left\{x_{t}\right\}$ separately for each replication rather than conditioning on fixed $\left\{x_{t}\right\}$ : therefore, their results are not directly comparable with thase of the avaluation study in Section 6.4 of this chapter.

Mizon and Hendry (1980) conducted a Monte Carla study in the $A D(1,1)$ mode1 with an intercept (using our notation):

$$
\begin{equation*}
y_{t}=\theta+\alpha y_{t-1}+\beta_{0} x_{t}+\beta_{1} x_{t-1}+\varepsilon_{t} \tag{26}
\end{equation*}
$$

where the $\varepsilon_{t}$ are distributed $I N\left(0,0^{2}\right)$, and used the Sargan algorithm to test for the COMFAC restriction. In this model the Sargan algorithm is equivalant to constructing a Wald test using the formulation $H_{(1)}: a_{0}+\beta_{1}=0$ but with numerical rather than analytical derivatives. Mizon and Hendry generated their exogenous variables separately for each replication using an AR(1) procass with parameter o and with a standard nonmal pseudo-random number generator. Defining $y=\left(\alpha \theta_{0}+B_{1}\right) T^{\mathbf{1}}$, they generated nine separate experiments for each value of
$r=(0.0,0.5,1.0,1.5,2.0)$ with $a_{1}=1, \theta=0$ using a GraecoLatin $3 \times 3$ design generated from $T=(25.55,75), a=(0.0,0.4$, $0.8), \rho=(0.3,0.6,0.9)$ and $\sigma^{2}=(0.1,1.0,10.0)$. They found that the Wald test had rejection levels close to its nominal rejection levels using chi-square critical values. However, for $T=75, a=0.0, a^{2}=10.0, p=0.9$ and $\gamma=0$, the test under-rejected. Mizon and Hendry used only 100 replications for each experiment so that the results for any individual experiment are not very precise. Also their model does contain an intercept term and had exogenous data generated separately for each replication. Therefore this result is not very informative on its own and is not directly comparable with the results of the evaluation study in Section 6.4 .

### 6.4 Expansion Results

In order to examine further the properties of the Wald tests for $H_{1}: \alpha \beta_{0}+\beta_{1}=0$ and $H_{2}: \alpha \beta_{0}+\theta_{1}=0, a=0$ from Saction 6.3 we carried out a numerical study using the ESSACS program. We considered three different sets of data generated from the $\operatorname{AR}(1)$ process $x_{t}=\rho x_{t-1^{+}} v_{t}$ where $v_{t}=\left(1-o^{1}\right)^{1} n_{t}$ and $n_{t} \approx \operatorname{IN}(0,1)$ with $p=0.2,0.5$ and 0.8 . The first and second sample autocarrelations for this series are presented in Table 6.1. We used five different sample sizes, $T=10,20,30,40$ and 50, by taking the first 11, the first 21 etc. data points from each series. As can be seen from Table 6.1 the serles generated with - $=0.2$ has very weak inherent dynamics, that for $p=0.5$ has moderately strong inherent dynamics, and that for $p=0.8$ has very strong inherent dynamics. These measures of dynamic structure are quite crude as discussed in Section 6.3 but do Indicate that the dynamic properties of the three sets of exogenous data vary quite markedly.

In Table 6,2 we report the expansion approximation coefficients multiplied by the sample size for the cdf approximation:

$$
\begin{align*}
\operatorname{Pr}_{r}\left(y_{1}\right. & \left.\leq s_{1}^{2} \& W_{(2)} \leq s_{2}^{2}\right\}=\left(1+b_{0}\right) r_{1}^{2}\left(s_{1}^{2}\right) r_{1}^{2}\left(s_{2}^{2}\right) \\
& +b_{1} r_{3}^{2}\left(s_{1}^{2}\right) r_{1}^{2}\left(s_{2}^{2}\right)+b_{2} r_{1}^{2}\left(s_{1}^{2}\right) r_{3}^{2}\left(s_{2}^{2}\right) \\
& +b_{11} r_{5}^{2}\left(s_{1}^{2}\right) r_{1}^{2}\left(s_{2}^{2}\right)+b_{12} r_{3}^{2}\left(s_{1}^{2}\right) r_{3}^{2}\left(s_{2}^{2}\right) \\
& +b_{22} r_{1}^{2}\left(s_{1}^{2}\right) r_{5}^{2}\left(s_{2}^{2}\right)+b_{111} r_{7}^{2}\left(s_{1}^{2}\right) r_{1}^{2}\left(s_{2}^{2}\right) \\
& +b_{112} r_{5}^{2}\left(s_{1}^{2}\right) r_{3}^{2}\left(s_{s}^{2}\right)+b_{122^{2}}^{2}\left(s_{1}^{2}\right) r_{5}^{2}\left(s_{2}^{2}\right) \\
& +b_{222} r_{1}^{2}\left(s_{1}^{2}\right) r_{7}^{2}\left(s_{2}^{2}\right)+o\left(r^{-1}\right) \tag{27}
\end{align*}
$$

|  |  | ${ }_{1}$ | $r_{2}$ |
| :---: | :---: | :---: | :---: |
|  | $T=10$ | 0.0995 | -0.0476 |
|  | 20 | 0.0454 | 0.0501 |
| $p=0.2$ | 30 | 0.0305 | 0.0188 |
|  | 40 | 0.0732 | 0.1330 |
|  | 50 | 0.0293 | 0.0821 |
|  | $T=10$ | 0.3172 | -0.0018 |
|  | 20 | 0.3612 | 0.1364 |
| $\rho=0.5$ | 30 | 0.3411 | 0.0970 |
|  | 40 | 0.4675 | 0.3028 |
|  | 50 | 0.3822 | 0.2568 |
|  | T $=10$ | 0.8065 | 0.0386 |
|  | 20 | 0.9470 | 0.4584 |
| $p=0.8$ | 30 | 0.9975 | 0.6606 |
|  | 40 | 1.0280 | 0.7980 |
|  | 50 | 0.9421 | 0.7461 |

Table 6.1: First and Second Order Order Sample Autocorrelation coefficlents for the 3 Exogenous Data Sots
n.b. $\quad r_{1}=\left[\sum_{t=1}^{\mp}\left(x_{t}-\bar{x}\right)\left(x_{t-1}-\bar{x}\right)\right] /\left[\sum_{t-0}^{T}\left(x_{t}-\bar{x}\right)^{2}\right]$
$\vec{x}=(T+1)^{-1} \sum_{t=0}^{T} x_{t}$

where $W_{1}$ is the test for $\alpha \beta_{0}+\beta_{1}=0_{1} W_{(2)}$ is the incremental test for $a=0$, and $\Gamma_{k}^{2}\left(s^{2}\right)$ is the cdf of a chi-square variate with $k$ degrees of freedom evaluated as $s^{2}$. From Table 6.2 we can note a number of points. Firstly, $b_{1 i 1}=0, b_{122}=0$, $b_{222}=0$ and $b_{22}=(3 ; 4) T^{-1}$ in all cases. As noted in Section 6.3. $b_{111}-0$ follows from the symmetry of the distribution of signed square-root of $H_{1}$. Also since numerically $b_{222}$ - 0 then $b_{122}=0$ also follows from the symmetry arguments of section $\dot{3} .3$; however it is not clear why $b_{222}=0$ or why $b_{22}=(3 / 4) T^{-1}$. Secondly, $b_{0}$ 1s approximately equal to $T^{-1}, b_{1}$ is approximately equal to $-T^{-1}$, and $b_{2}$ is approximately equal to $-(3 / 2) T^{-1}$. This is in contrast to $b_{11}, b_{12}$ and $b_{112}$ which all vary markedly across the different data sets and across the different sample sizes for any given data set. In Table 6.3 we report the main quantitative features of the expansion coefficients.

The evaluated approximate rejection probabilities are given in Tables 6.4, 6.5. 6.6 and 6.7, and from these we can also make a number of qualitative observations. In Table 6.4 we report the approximate rejection probabilities, expressed as percentages for $W_{1}$, the test statistic for $H_{1}: \alpha \beta_{0}+\theta_{1}=0$. These are evaluated at the $10 \%, 5 \%$ and $1 \%$ nominal signficance levels using two sets of crittcal values: firstly, those for the chi-square distribution with one degree of freedom; and, secondly, those for the F-distribution with ( $1, T-3$ ) degrees of freedom. For $T=30,40$ and 50 , the F-distribution critical

|  | $\rho=0.2$ | $\rho=0.5$ | $p=0.8$ |
| :---: | :---: | :---: | :---: |
| $b_{0}$ | - $\mathrm{T}^{-1}$ | $\mathrm{mT}^{\mathbf{- 1}}$ | $=\mathrm{T}^{-1}$ |
| ${ }^{\text {b }}$ | - $-\mathrm{T}^{-1}$ | $=-\mathrm{T}^{-1}$ | $\approx-T^{-1}$ |
| $b_{2}$ | $-(3 / 2) \mathrm{T}^{-1}$ | $=-(3 / 2) \mathrm{T}^{-1}$ | - $-(3 / 2) \mathrm{T}^{-1}$ |
| $\mathrm{b}_{11}$ | $0.7 \mathrm{~T}^{-1}$ | $=0.3 \mathrm{~T}^{-1}$ | negative and varies |
| ${ }^{\text {b }} 12$ | 0 | $\cdots 0.2 \mathrm{~T}^{-1}$ | $=(1 / 2) \mathrm{T}^{-1}$ |
| $\mathrm{b}_{22}$ | $(3 / 4) \mathrm{T}^{-1}$ | $(3 / 4) \mathrm{T}^{-1}$ | $(3 / 4) \mathrm{T}^{-1}$ |
| $b_{111}$ | 0 | 0 | 0 |
| ${ }^{\text {b }} 112$ | $\infty$ | $0.2 \mathrm{~T}^{-1}$ | $\begin{aligned} & =0.7 \mathrm{~T}^{-1} \\ & \text { but varies } \end{aligned}$ |
| $\mathrm{b}_{122}$ | 0 | 0 | 0 |
| ${ }^{622}$ | 0 | 0 | 0 |

Table 6.3: Qualitative Behaviour of Expansion Coefficients for


Case I: Data Set with $\rho=0.2 \quad$ Case II: Data Set with $\rho=0.5$
Table 6.4: Evaluated Approximate Rejection Probabilities expressed as \%'s for $W_{1}$


Case III: Data Set with $\rho=0.8$
Table 6.4 (contd.)
values were interpolated from the $F(1, T-2)$ and $F(1, T-4)$ critical values. However, following the argument of Appendix 5.A.3 of Chapter 5, the differences between the approximate rejection probabilities using $F(1, T-2)$ and $F(1, T-4)$ critical values should only be an $o\left(T^{-1}\right)$ term and therefore the effects of the Interpolation should not be too serious. It is clear that in all cases the approximate rejection probabilities are closer to the nominal significance levels for the chi-square distribution critical values than for the F-distribution critical values. The test based on $W_{1}$ appears to over-reject when used with chi-square critical values and to under-reject when used with the F-distribution eritical values. The deviations of approximate rejection probabllities from nominal significance levels decrease as $T$ is increased, except when $T$ increases from 40 to 50 using the chi-square distribution critical values. The probability of rejection appears to decrease as the inherent dynamics of the exogenous data are strengthened. 1.e. by shifting from the data set with $p=0.2$ to that with $p=0.5$ and then to that with $\rho=0.8$.

In Table 6.5 we report the evaluated approximate rejection probabilities for $W_{(2)}$, the incremental test of a 0 after testing $a \theta_{0}+B_{1}=0$. As with $W_{1}$, the test using chi-square distribution critical values appears to over-reject whereas that with F-distribution critical values appears to under-reject; also the approximate rejection probabilities are closer to the nominal significance levels for the chi-square distribution critical values than for the F-distribution critical valuas. The deviations of approximata rejection probabilities from nominal significance levels decrease as $T$ is increased, except


Moainal Significance Level

| $\underline{\sim}$ | No | －9 | ＊ | ¢̊\％ |
| :---: | :---: | :---: | :---: | :---: |
| \％ | R9\％ | ज़¢ | べべ | ヘิที่ |
| 易 | ¢0． | \％\％ | ¢ ${ }_{\text {¢ }}$ |  |



when $T$ increases from 10 to 20 and from 30 to 40 using the nominal to\% chi-square critical value and the $o=0.2$ data set and except when $T$ increases from 20 to 30 using the $10 \%$ and $5 \%$ chi-square critical values and the $0=0.8$ data set. However with the $p=0.2$ data set the $10 \%$ chi-square critical values work extremely well. Unlike the results for $W_{1}$, the approximate rejection probabllities for $W_{(2)}$ increase as the inherent dynamics of the exogenous data are strengthened and the effect of warying the inherent dynamics appears more marked for $W_{(2)}$ than for $W_{1}$.

In Taole 6.6 we report the evaluated approximata rejection probabilities for $W_{2}$, the test statistic for $H_{2}: a \beta_{c}+g_{1}=0, a=0$. These are evaluated at the $10 \%, 5 \%$ and $1 \%$ nominal significance levels using two sets of critical values: firstly, those for the chi-square distribution with two degrees of freedom; and, secondly. two times thase for the F-distribution with (2, T-3) degrees of freadom (again interpolated for $T=30,40,30$ ). As with $H_{1}$ and $W_{(2)}$, the test appears to over-reject with the chi-square distribution critical values and to under-reject with the F-distribution based eritical values; also the chi-square distribution critical values appear to work better in general. The deviations of approximate rejection probabilities from nominal significance levels decrease as $T$ increases, and strengthening the inherent dynamics of the exogenous data appears to Increase the probabllity of rejection. Howaver this increase is much waker than the decrease observed for $W_{1}$ or the increasa observed for $W_{(2)}$ *
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[^0]- 브얘ํ
붕 북 훙 북 Nos

| Nominal <br> Significance Levels |  | Sample Size |  |  |  |  |  | Sample Size |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 10 | 20 | 30 | 40 | 50 | 10 | 20 | 30 | 40 | 50 |
| a | $\delta$ |  |  |  |  |  |  |  |  |  |  |
|  | 102 | 10.21 | 10.12 | 10.11 | 10.10 | 10.06 | 6.60 | 8.45 | 9.02 | 9.29 | 9.43 |
| 102 | 58 | 10.34 | 10.23 | 10.19 | 10.17 | 10.11 | 6.74 | 8.56 | 9.10 | 9.36 | 9.48 |
|  | 12 | 10.58 | 10.39 | 10.32 | 10.28 | 10.19 | 6.92 | 8.72 | 9.23 | 9.47 | 9.56 |
| 57 | 102 | 5.79 | 5.41 | 5.29 | 5.23 | 5.17 | 2.74 | 3.97 | 4.35 | 4.52 | 4.61 |
|  | 58 | 5.88 . | 5.48 | 5.35 | 5.28 | 5.20 | 2.81 | 4.03 | 4.39 | 4.57 | 4.64 |
|  | 18 | 6.04 | 5.59 | 5.43 . | 5.35 | 5.26 | 2.89 | 4.12 | 4.47 | 4.63 | 4.69 |
| 18 | 102 | 1.78 | 1.39 | 1.27 | 1.20 | 1.16 | 0.20 | 0.64 | 0.77 | 0.84 | 0.87 |
|  | 58 | 1.81 | 1.42 | 1.29 | 1.22 | 1.17 | 0.20 | 0.65 | 0.79 | 0.85 | 0.88 |
|  | 12 | 1.86 | 1.45 | 1.31 | 1.24 | 1.19 | 0.21 | 0.67 | 0.81 | 0.87 | 0.89 |
|  | Using $x^{\text {g - - disstribution Critical Values }}$ |  |  |  |  |  | Using F-Distribution Critical Values |  |  |  |  |
|  |  | Table | (cont | , Case | I: Dat | Set with | $=0.5$ |  |  |  |  |



## Note on Table 6.7

This table reports evaluated approximate rejection probabilities for a test based on W(2) with nominal significance level a conditional upon $W_{1}$ lying in the acceptance region for a test with nominal significance level $\delta$. Nine different combinations for $\alpha$ and $\delta$ are given with $\alpha, \delta=10 \%, 5 \%$ and 1\%. Two sets of results are given for each data set: firstly, where chi-square distribution critical values are used throughout the sequence; and, secondly, where F-distribution critical values are used throughout the sequence.

In Table 6.7 we report the evaluated approximate rejection probabilities for the sequential test based on $W_{(2)}$ conditional upon $W_{1}$ lying in the acceptance region for an earlier test in the sequence. These exhlbit the same qualltative results as do the evaluated approximate rejection probabilities for $W_{(2)}$. However an additional feature appears when we vary the nominal significance level of the intitial test in the sequence. For the p 0.2 data set, changing the nominal significance lavel of the Initial test has very little effect on the approximate rejection probabllity of the subsequent test. However for the $\rho=0.5$ data set, lowering the nominal significance level of the intial test tends to decrease the approximate rejection probability of the subsequent test and for the $\rho=0.8$ data sat this effect becomes more marked. This effect can be explained by noting that for the $p=0.2$ data set both $T b_{12}$ and $T b_{112}$ are close to zero Whereas for the $\rho=0.5$ and the $p=0.8$ data sets thay are noticeably greater than zero. If $T b_{12}=0$ and $T b_{112}=0$ then $W_{1}$ and $W_{(2)}$ would be independent to o( $\mathrm{T}^{-1}$ ) and so changing the nominal significance level of the initial tast would have no effect on the approximate rejection probability of the subsequent test. Increasing $T b_{12}$ and $T b_{112}$ incresses the dependence to $o\left(T^{-1}\right)$ of the two tests so that we would expect the effect noted above to be more pronounced.

We also observe that strengthaning the inherent dynamics of the exogenous data has a weaker effect on the approximate rejaction probability the higher is the nominal significance lavel of the initial test. This seams to be a consequence of the effect noted above:
strengthening the inherent dynamics of the exogenous data increases the approximate rejection probabllity of the unconditional test based on $W_{(2)}$ but this is offset for the conditional test based on $W_{(2)}$ by the increased joint dependence of $W_{1}$ and $W_{(2)}$ and the decreased approximate rejection probability of the test based on $W_{1}$. The higher the nominal significance level of the initial test, the stronger is this offsetting effect. This also helps to explain why strengthening the Inherent dynamics of the exogenous data appears to have a weaker effect on the approximate rejection probabilities of tests based on $W_{2}$ than on those of tests based on $W_{1}$ and $W_{(2)}$.

### 6.5 Conclustons

In this chapter we have studied the properties of testing for $H_{1}: a B_{0} * B_{1}=O_{\text {, }}$ the COMFAC restriction, and $H_{2}: a B_{0}+B_{1}=0$, a - 0 , the purely static model restriction, in the $A D(1,1)$ model. We have shown in Section 6.3 that the joint distribution of the Wald statistics $W_{1}$ and $W_{2}$ for $H_{1}$ and $H_{2}$ using OLS estimates is determined by $T,\left(x_{t}\right\}_{0} a$ and $\left(a \beta_{0}+\beta_{1}\right)^{2} / \sigma^{2}$; thus under the null hypothesis $H_{2}$ the joint distribution is detenmined solely by $T$ and $\left\{x_{t}\right\}$. In Saction 6.4 we have performed a numerical study based on asymptotic expansion approximations to the joint cdf of $W_{1}$ and $W_{(2)}=W_{2}-W_{1}$. This study seems to indicate that the inherent dynamic structure of the exogenous data is very important as a deteminant of the joint distribution of $\mathrm{W}_{1}$ and $W_{(2)}$ and has systematic effects on the rejection probabilities
of the tests based on $W_{1}$ and $W_{(2)}$. In particular, strengthening the inherent dynamics of the exogenous data series appears to strengthen the dependence between $W_{1}$ and $W_{(2)}$ which makes using sequential testing procedures more difficult.

There are a number of possible directions for future research in this area. Firstly, it would be very useful to known to which functions of the exogenous data are important In determining the prosertias of the tests and how these affect the zrojerties of the tests. This would help to elucidate the difficulties which are likely to occur when applying such tests with various data sets. Secondly, it would be helpful to examine the power properties of such tests; these could be analysed using the techniques developed in Chapter 3. Thirdly, It would be helpful to examine the consequences of using alternative Wald statistics, e.g. those based on $H_{1}^{*}: \theta_{0}+\left(\beta_{1} / a\right)=0$ and $H_{2}^{*}: \beta_{0}+\left(\beta_{1} / a\right)=0, a=0$, as is briefly discussed in Section 6.3

Lastly, It would be helpful to examine the properties of such tests in more general $A D$ models. However, as noted in Section 6.3. Increasing the number of lags would create serious problems since it may alter the asymptotic distributions of the test statistics involvedi thus it would require the development of asymptotic expansions for test statistics with asymptotic distributions which are not chi-square distributions.

It is important to note that the tables given in this chapter are only tables of approximate probabilities. At best they have approximation errors of $o\left(T^{-1}\right)$ although we have not demonstrated the validity of the asymptotic expansions in this case. It is therefore possible that the changes in behaviour we observe in the approximate probabilities arising from varying the exogenous variables do not adequately reflect the changes in the true probabilities from varying the exogenous varlables. Subject to this caveat, tha main conclusion of this study is that the dynamic properties of the exogenous variables seem very important in detenining the properties of sequential testing procedures in dymanic models.

## 6.A Appendix: An Invariance Theoren for Wald Tests

Suppose that, as in Chapter 1, Y is a (vector) random variable $w 1$ th distribution function $F(y ; \theta)$ where $\in \mathbb{E}$ ( $\boldsymbol{f}$ certain cases it may be possible to find a group of transformations G. operating on $Y$, and an induced group of transformation $G^{*}$, operating on $\theta$, such that far any $g \in G$ there exists a unique $g^{*} \in G^{*}$ with the following property: that if $Y \sim F(y ; \theta)$ then $Z=g Y \sim F\left(z ; g^{*} \theta\right)$ where $g^{*} \theta \in$ (1) for any $\theta \in(H)$.

If we wish to test $H_{0}: \quad \in \mathbb{C}\left(\mathbb{C}\right.$ against $H_{A}: ~ \in \subset\left(H_{A}\right.$ where (H) and ( $B$ are disjoint subsets of (i) then providing $e \in \mathcal{H}_{0}$
 hypothesis testing problem is Invariant under the groups of transformations $G$ and $G^{*}$; see Cox and Hinckley (1974), Lehmann (1959).

In econometrics we are frequantly interested in testing functic restrictions upon a subsat of the parametars and therafore we will assume that wan partition $\theta=\left(1,0 \frac{1}{2}\right)$ ' and that we can rapresent
 a differentiable function we can consider formulating a wald tast of $H_{0}$ against $H_{A}$. It is wall known that the likelihood ratio test Invariant under the groups of transformations $G$ and $G^{*}$; see Cox anc Hinkley (1974). It is interasting to ask whather it is also possibl to construct an invariant Wald tast. The following theoren givas sufficient conditions for this to be passible.

## Theoren 1

test of $H_{0}$ under the groups of transfomations $G$ and $G^{*}$ :

A1) For any $g^{*} \mathrm{G}^{*}$ there exist $\mathrm{g}_{1}^{*}$ and $\mathrm{g}_{2}$ such that $g^{*} \theta=\left[\left(g_{1}^{*} \theta_{1}\right) \cdot\left(g_{2}^{*}\right)^{\prime}\right]^{\prime}$ wich is partitioned


A2) There exists an estimator $\hat{\theta}_{1}(y)$ of $\theta_{1}$ such that:

$$
\hat{e}_{1}(g y)=g \hat{e}_{1}(y) .
$$

A3) There exists an astimator $\dot{n}_{11}(y)$ of $n_{11}$ the asymptotic covariance matrix of $\mathrm{T}^{\frac{1}{2}}\left[\hat{\mathrm{o}}_{1}(\mathrm{y}) .-\theta_{1}\right]$ such that:

A4) There exists a representation $\left(\theta_{1}\right)=0$ of $\theta \in \Theta_{0}$ such that $\phi\left(\phi_{1}\right)=0$ if and only if ex $\mathrm{H}_{\mathrm{o}}$ : and there axists a
group of matrix transformations $G^{+}$such that for all $g^{*} c G^{*}$ thera exists amatrix $\mathrm{J}^{+} \mathrm{cG}^{+}$so that - $\left(g_{i}^{*} \theta_{1}\right)=J^{+}\left(\theta_{1}\right)$ for all $\left(\theta_{1}^{\prime}, \theta_{2}^{\prime}\right)^{\prime}$ c .

The invariant wald test takes the form:
$\hat{W}(y)=T \&\left[\theta_{1}^{-}(y)\right] \cdot\left[\hat{F}_{1}(y) \dot{a}_{11}(y) \hat{F}_{1}(y)\right]^{-1} \phi\left[\hat{\theta}_{1}(y)\right]$
where $\hat{F}_{1}(y)=\left[\begin{array}{l|l}\frac{\partial \phi}{\partial \theta_{1}^{\prime}} & \hat{\theta}_{1}(y)\end{array}\right]$.

Proof:

Consider firstly $\left.\phi\left[\dot{\theta}_{1}(g y)\right]-\phi\left[g_{1}^{\phi} \hat{\theta}_{1}(y)\right]=J^{+} \dot{\phi}_{[ } \hat{\theta}_{1}(y)\right]$.
Next consider $\vec{F}_{\mathcal{1}}(\mathrm{gy})$ :

$$
\begin{aligned}
& \vec{F}_{q}(g y)=\left[\begin{array}{l|l}
\left.\frac{\partial \phi}{\partial \theta} \right\rvert\, & \vec{\theta}_{1}(g y)
\end{array}\right]=\left[\left.\frac{\partial \phi}{\partial \theta_{i}} \right\rvert\, \theta_{1}=9 \dot{\theta}_{1} \vec{\theta}_{1}(y)\right] \\
& =\left[\left.\frac{\partial \varphi\left(g_{1}^{*} \theta_{1}\right)}{\partial\left(g_{1}^{*} \theta_{1}\right)^{\prime}} \right\rvert\, g_{1}^{\theta_{i}^{*}}=_{1}^{*} \theta_{1}^{\theta_{1}}(y)\right]
\end{aligned}
$$

$$
\begin{align*}
& =\left[\begin{array}{l|l}
\frac{\partial\left(J^{+} \phi\left[\theta_{1}\right]\right)}{\partial \theta_{i}} & \theta_{1} \vec{\theta}_{1}(y)
\end{array}\right]\left[\begin{array}{l}
\left.\frac{\partial g_{1}^{*}}{\partial \theta_{1}} \right\rvert\, \theta_{1}=\theta_{1}(y)
\end{array}\right]^{-1} \\
& =J^{+}\left[\left.\frac{a}{\partial \theta_{i}} \right\rvert\, \theta_{1}=\hat{\theta}_{1}(y)\right]\left[\left.\frac{\partial g_{i}^{t}}{\partial \theta_{i}} \right\rvert\, \theta_{1}=\theta_{1}(y)\right]^{-1} \\
& =J^{+} \vec{F}_{1}(y)\left[\left.\frac{\partial 9_{1}^{*}}{\partial \theta_{i}}\right|_{\theta_{1}-\theta_{1}(y)}\right]^{-1} . \tag{28}
\end{align*}
$$

Substituting this into $\left[\vec{F}_{1}(g y) \vec{\Omega}_{11}(g y) \vec{F}_{1}(g y) \cdot\right]^{-1}$ gives:

$$
\begin{aligned}
& {\left[\vec{F}_{1}(g y) \hat{\Omega}_{11}(g y) \vec{F}_{1}(g y)^{\prime}\right]^{-1}=\left[J^{+} \vec{F}_{1}(y) \vec{n}_{11}(y) \hat{F}_{1}(y) \cdot J^{+} \cdot\right]^{-1}} \\
& =\left(J^{+} \cdot\right)^{-1}\left[\vec{F}_{1}(y) \vec{\Omega}_{11}(y) \vec{F}_{1}(y) \cdot\right]^{-1}\left(J^{+}\right)^{-1}
\end{aligned}
$$

Substituting this and Equation (28) Into ì (gy) gives:
$\left.W(g y)=T \phi_{\phi} \hat{n}_{1}(y)\right]^{\prime} J^{+}\left(J^{+} \cdot\right)^{-1}\left[\hat{F}_{1}(y) \hat{a}_{11}(y) \hat{F}_{1}(y)^{\prime}\right]^{-1}\left(J^{+}\right)^{-1} J^{+} \phi\left[\hat{\theta}_{1}(y)\right]$

- $\left.T_{\phi}\left[\hat{\theta}_{1}(y)\right]^{\prime}\left[\hat{F}_{1}(y) \hat{e}_{11}(y) \hat{F}_{1}(y)^{\prime}\right]^{-1} \hat{\theta}_{1}(y)\right]$
- $\hat{H}(y)$.

Thus $\mathbf{W}$ is invariant under all transformations ge $G$ operating on $Y$ and its distribution is invariant under all transformations $g^{*}$ c $G^{*}$ operating on 6. Q.E.D.

[^1]Asymptotic expansion approximations to the distributions of test statistics have not been very widely used in econometrics for studying the properties of testing procedures in spite of the known inadequacies of first-order asymptotic theory in many cases. This appears to be the result mainly of the perceived difficulty in deriving and computing such approximations. In this thesis we have attempted to demonstrate that these approximations can be used to help solve actual problems of interest in econometrics.

In order to do this we have developed a method for deriving and computing asymptotic expansion approximations to the joint distributions of asymptotically independent chi-square statistics which can be exactly or approximately decomposed as the inner products of asymptotically standard normal vectors under the null hypothesis. We have also extended this method to approximate the joint distributions of such statistics under local alternative hypothesis sequences. In principle this enables us to analyze the size and power properties of tests used in testing nested hypothesis sequences to a smaller order of magnitude error than is possible with the asymptotic distributions. However. this method is still very costly to use in practice except for very simple cases with moderate sample sizes and we have Implemented it only for distributions under the null hypothesis. Furthermore, this method does not enable us to analyze the
properties of tests used in testing non-nested hypothesis sequences.

The main conclusion of the numerical evaluation studies involving asymptotic expansion approximations to the distributions of test statistics in actual situations is that such approximations are best used in conjunction with other approaches to small sample theory,e.g. exact invarlance theory, parameter sequence asymptotics with a fixed sample size and Monte Carlo technqiues.

Asymptotic expansion approximations often seem to provide more useful qualitative than quantitative information. Sometimes they are useful in conflming and explaining previously observed phenomena for existing test statistics. For example, In Chapter 4 we find that they confim the observed differences In behaviour, across the parameter space, of alternative Wald tests of given non-linear hypothesis. However these results are qualitatively explainable using parameter sequence asymptotics with a fixed sample size; the only additional information which asymptotic expansion approximations provide is a rough indication of the size of the approximation error from using the asymptotic distribution.

Asymptotic expansion approximations can also suggest the presence of problems with existing testing procedures. For example, in Chapter 5 we find from moment expansions that the Chow predictive failure test contains an inappropriate adjustment for the sampling variation in the parameter estimates in dynamic models. However the numerically evaluated asymptotic expansion approximations to the distributions of the Chow statistics
indicate that this is not a serious problem. In Chapter $\delta$ we find that asymptotic expansion approximations confinm the presumption that the dynamic properties of the exogenous variables in an autoregressive distributed lag model strongly influence the properties of tests of hypotheses concerning the endogenaus variable dynamics in such a model.

A number of problems still remain when considering the application of asymptotic expansion approximations in actual practice. Firstly, they are not easy to compute numerically. Secondly, they are not as yet applicable to testing procedures for non-nested hypothesis sequences. Thirdly, it is still unclear as to what features of a given situation determine the usefulness of asymptotic expansion approximations in that situation. Finally, in most situations encountered in practice the model used will be mis-spectfied. Very little research has been done on the derivation and use of asymptotic expansion approximations to the distributions of test statistics in misspecified models. All of these problems suggest directions for future research to improve our usage of asymptotic expansion approximations in econometrics.

## A. 1 The ESSACS Program

ESSACS is an acronym for Exact Sum of Squares Asymptotically Chi-square Statistics, and the ESSACS program was written to implement the techniques developed in Sections 3.2 and 3.4 of Chapter 3 for obtaining asymptotic expansion approximations to the joint cdf's of such statistics. The algorithm used draws extensively in places on the algorithm given in Tse (1983) and implemented in the program EDGE written by Y. K. Tse.

The EDGE algorithm computed the Edgeworth expansion, to an error of $0\left(\mathrm{~T}^{-3 / 2}\right)$, of the cdf of a single asymptotically normal statistic. It has two modes of input: firstly, for a statistic based on data first and second order sample moments in a DESM; and, secondly, for a statistic based on quadratic and linear forms in a jointly normal vector $y$ :

$$
\begin{equation*}
p=\left(y^{\prime} D_{1} y, \ldots, y^{\prime} D_{N_{1}} y, y^{\prime} D_{N_{1}}+1, \ldots, y^{\prime} D_{N}\right) \tag{1}
\end{equation*}
$$

The first mode of input is a subcase of the second.
In the first mode of input the vector $y$ is assumed to be generated by a OSEM which in reduced form is:

$$
\begin{equation*}
y_{t}=\sum_{s=1}^{r} A_{s} y_{t-s}+B z_{t}+U_{t}, t=1, \ldots, T \tag{2}
\end{equation*}
$$

where $y_{t}$ is an m-vector of endogenous variables so that $y=\left(y_{i-r}, \ldots, y_{t}^{\prime}\right)$ ', $z_{t}$ is a $q$-vector of fixed exogenous variables, and the $U_{t}$ are serially independently distributed as $N[0, \Omega]$ vectors. The input data for the model consists of the
values of $m, q$ and $T$, the elements of the matrices $\left\{A_{s}\right\}, B$ and $\pi$, the exogenous variables data $\left\{Z_{t}\right\}$, and, when $r \geqslant 1$, starting means, $E\left(y_{0}\right), \ldots, E\left(y_{1-r}\right)$, for the endogenous varlables. The data first and second order sample moments take the forms:

$$
\begin{align*}
& M_{y a b}^{k}=\sum_{t=1-b}^{(T-k)-b} y_{t+a} y_{t}^{\prime} /(T-k), \quad 0 \leq a \leq k+b \leq k+r \\
& M_{z y a b}^{k}=\sum_{t=1-b}^{(T-k)-b} z_{t+a} y_{t}^{\prime} /(T-k), \quad-k \leq b \leq a \leq k+b \leq k+r ; \\
& M_{z z}=\sum_{t=1}^{T} Z_{t} z_{t}^{\prime} / T \tag{3}
\end{align*}
$$

Given ( $k, b, a, f, j$ ) to indicate the ( $1, j$ )'thement of $M_{\text {yab }}^{k}$ the program will compute the elements of the appropriate quadratic fom matrix; similarly given ( $k, b, a$ ) to indicate the vector of 1 inear forms $M_{z y a b}^{k}$ the program will compute the elements of the appropriate 1 inear form vectors. The progran automatically computes $M_{z z}$, the mean of $y_{, ~} \mu_{y}$, and the covariance matrix of $y, \Omega_{y}$. In the second mode of input the elements of $\mu_{y}, h_{y}$ and $D_{1}, \ldots, D_{N}$ must be entered explicitly.

The EDGE program requires next the functional form of the statistic $(p)$ in terms of the elements of $p$, and the derivatives of (.) up to the third order, evaluated at $\mu=E(p)$. The derivatives can efther be expressed as functions of $\mu$ or computed numerically using central differences; see Tse (1981). The EDGE program then computes the second-order cumulants and the third-order and fourth-order directional cumulants of $p$ where the direction is given by the first
derivative of the statistic evaluated at $\mu$.
The general strategy of the ESSACS algorithm is to write the statistics of interest as the inner products of subvectors of some asymptotically standard normal vector. The algorithm proceeds by obtalning certain coefficients of the Edgeworth expansion of the pdf of this asymptotically $N[0, I]$ decomposition vector and then using those coefficients to obtain the expansion, to an error of $0 \& \mathrm{~T}^{-3 / 2}$, of the cdf of the asymptotically chi-square statistics. The decomposition vector, $\lambda$. is written as T multiplied by a vector function of some vector p of linear and quadratic forms in a jointly nomal vector $y$. Thus the input stage of the ESSACS program parallels directly that of the ERGE program. The provision or numerical computation of the derivatives and the computation of the second-order cumulanis and the third-order directional cumblants ui p also parallels directly that in the EDGE program. However the two programs then start to differ substantially.

The asymptotic expansion approximation of the pdf of the asymptotically chi-square statis*ics, given by Equation (47) of Chapter 3, can be obtained from the asymptotic expansion approximation of the $\mathbf{c f}$ of ( $\left.\lambda^{2}\right\}$, the squares of the elements of $\lambda$, given by Equation (22) of Chapter 3. This can be obtained from the Edgeworth expansion approximation of the pdf of $\lambda$, givan by Equation (14) of Chapter 3. However, only certain coefficients of this approximation are needed to compute the approximation to the cf of the $\left\{A^{2}\right\}$. Also. It is unnecessary to store separatelu all the coafficients with distinct permutations of a given set of subseripts; it is only necessary to store the sum of such coefficients across all the distinct permutations of the given set of subscripts.

Given any intial set of coefficients, egg. \{a $\left.{ }_{\text {rs }}\right\}$, we define:

$$
a_{r s}= \begin{cases}a_{r r} & r=s  \tag{4}\\ a_{r s}+a_{s r}, & r<s\end{cases}
$$

so that in this notation the subscripts are given in ascending order and we have summed over all coefficients with distinct permutations of a given set of subscripts. We refer to the $\left\{\mathrm{a}_{\text {rs }}\right.$ \} as the summedcoefficients corresponding to the original coefficients \{a rs ${ }^{\text {l }}$.

The $\{g\}$ coefficients of the approximation to the $c f$ of the\{ $\left\{\lambda^{2}\right\}$ can then be written in terms of the (d) summed-coefficients of the approximaton to the pdf of $\lambda$ :

$$
\begin{align*}
& g_{r s t}=\bar{d}_{r r s s t} " \quad g_{r s}=\bar{d}_{r r s s^{\prime}} \\
& g_{r}=\bar{d}_{r} \cdot g_{0}=\bar{d}_{0} \tag{5}
\end{align*}
$$

where $r \leq s \leq t$. The $\{\bar{d}\}$ sumad-coafficients are given in terns of the summed-coefficients $[\bar{c}]$ of the approximation to the $c f$ of $\lambda$, given by Equation (7) of Chapter 3:

$$
\begin{aligned}
& \vec{d}_{\text {rrsstt }}=\vec{c}_{\text {rrsstt }} \quad, \quad(r \leq s \leq t) i \\
& \bar{d}_{\text {rms }}=-\sum\left(\bar{c}_{\text {jjrrss }}+\bar{c}_{r r k k s s}+\vec{c}_{r r s s 11}\right) \\
& -6\left(E_{\text {rrrrss }}+\mathcal{E}_{\text {rrssss }}\right)+\epsilon_{\text {ers }}(r<s) ; \\
& \bar{d}_{r r r r}-6 \sum\left(\vec{c}_{j \mathrm{jrrrr}}+\vec{c}_{r r r r k k}\right)-15 \dot{c}_{r r r r r r}+\hat{c}_{r r r r} ; \\
& \bar{d}_{r r}=\sum\left(\vec{c}_{j j k k r r} \cdot \vec{c}_{j j r r l l} \cdot \vec{c}_{r r l 1 m m}\right)+45 \bar{c}_{\text {rrrrrr }} \\
& +3 \sum\left(\bar{c}_{\text {jJjJjrr }}+2 \bar{c}_{\text {jJrrrr }}+\bar{c}_{r r 1111}+2 \vec{c}_{\text {rrrrll }}\right)
\end{aligned}
$$

$$
\begin{align*}
& -\sum\left(\stackrel{c}{j j r r}+\stackrel{\rightharpoonup}{c}_{r r k k}\right)-6 \stackrel{c}{c r r r}+\vec{c}_{r r}{ }^{3} \\
& \vec{d}_{0}=-\sum\left(\dot{d}_{j j}+3 \vec{d}_{j j J j}+15 \dot{d}_{j J j J j J}\right)-\vec{d}_{j j k k 11} \\
& -\sum\left(\bar{d}_{j j k k}+3 \tilde{d}_{j j J j k k}+3 \tilde{d}_{j j k k k k}\right) ; \tag{6}
\end{align*}
$$

where in each summation the subscripts are in strictly ascending order. The $\{\bar{c}\}$ summed-coefficients are given in terms of the summed-coefficients (b) of the approximation to the cgf of $\lambda$, given by Equation (6) of Chapter 3:

$$
\begin{align*}
& \vec{c}_{r r s s t t}=\vec{b}_{r s t}^{2}+2 \vec{b}_{r r s} \vec{b}_{s t t}+2 \vec{b}_{r r t} \vec{b}_{s s t}+2 \vec{b}_{r s s} b_{r t t} ; \\
& \vec{c}_{r r r r s s}=\vec{b}_{r r s}^{2}+2 \vec{b}_{r r r} \vec{b}_{r s s}: \vec{c}_{r r s s s s}=\vec{b}_{r s s}^{2}+2 \vec{b}_{r r s} \vec{b}_{s s s} ; \\
& \bar{c}_{r r r r r r}=\vec{b}_{r r r}: \vec{c}_{r r s s}=\vec{b}_{r r s s}+\vec{b}_{r} \vec{b}_{r s s}+\vec{b}_{r r s} \vec{b}_{s}: \\
& \vec{c}_{r r r r}=\vec{b}_{r r r r}+\vec{b}_{r} \vec{b}_{r r r}: \vec{c}_{r r}=\vec{b}_{r r}+(1 / 2) \vec{b}_{r}^{2}: \tag{7}
\end{align*}
$$

where $r<s<t$. The $\{b]$ summed-coefficients are finally given in terms of the summed multivariate Edgeworth coefficients, given by Equation (5) of Chapter 3 :

$$
\begin{align*}
& \vec{b}_{r}=\vec{a}_{r}^{2}: \vec{b}_{r r}=\left[\vec{a}_{r r}^{2}-(1 / 2)\right]+\vec{a}_{r r}+\vec{a}_{r r}+\vec{a}_{r r} ; \\
& \vec{b}_{r s t}=\bar{a}_{r s t}^{6}+\vec{a}_{r s t}^{7} \text {; } \tag{8}
\end{align*}
$$

$$
\begin{aligned}
& \text { where } r \leq s \leq t \text {. }
\end{aligned}
$$

If we write the decomposition vector as $g(x)$ where $x=T^{\frac{1}{2}}(p-\mu)$ then we can compute the summed multivariate Edgeworth coefficients from the cumulants of $x$ and the derivatives of $g$ with respect to $x$ at $x=0$. We denote the second-order cumulant of $x_{y}$ and $x_{k}$ by $\kappa^{j, K}$ etc., and the first derivative of $g^{r}$ with respect to $x_{j}$ at $x=0$ by $g_{j}^{r}$ etc. It is convenient to define a number of intermediate expressions for use in computing the required summed multivariate Edgeworth coefficiants:

$$
\begin{align*}
& B_{K}^{r}=g_{j}^{r} r_{k}, K \quad ; \quad \gamma_{K \ell}^{r}=g_{j}^{r} j, K, R \quad ; \\
& \lambda_{K L}^{r}=g_{j K}^{r}{ }^{k^{j}} \quad ; \quad \delta_{\ell}^{r, s}=\theta_{K^{2}}^{r} g_{K L}^{s} \quad ; \tag{9}
\end{align*}
$$

where ${ }_{Y_{K}}^{r}$, the third-order directional cumilant, is symmetric in $(K, i)$, $n_{i n}^{r, s}$ is symmetric in $(t, m)$, and $X_{i}^{r, s}$ is symmetric in ( $r, s$ ). The required summed multivariate Edgeworth coefficients are given by:

$$
\begin{aligned}
& \dot{a}_{r}^{2}=(t)\left(g_{j K^{\kappa}}^{r}{ }^{j}, k\right) ; a_{r r}^{-2}=(b)\left(\beta_{k}^{r} r_{k}^{r}\right) ;
\end{aligned}
$$

$$
\begin{aligned}
& \ddot{i}_{r r s}^{r}=(z)\left[\left(0_{\mathrm{m}}^{r, 5}{ }^{\mathrm{s}} \mathrm{~B}_{\mathrm{m}}^{\mathrm{r}}\right)+2\left(0_{\mathrm{m}}^{\left.\mathrm{r}, \mathrm{r}_{\mathrm{m}}^{\mathrm{s}}\right)} \mathrm{m}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& \vec{a}_{\text {rss }}^{x}=(2)\left[2\left(\delta_{m}^{s, s} B_{m}^{r}\right)+\left(0_{m}^{s, r} B_{m}^{s}\right)\right] ; \\
& \tilde{a}_{r r r}^{7}=(\dot{f})\left(\delta_{m}^{r}, r_{\beta_{m}}^{r}\right) \text {; } \\
& a_{\text {rrss }}^{s}=\left(\frac{1}{0}\right)\left(g_{j}^{r} g_{k}^{r} g^{s} g_{m}^{s_{k}} f, K, \ell, m\right) ; \\
& a_{r r r r}^{-a}=\left(\frac{1}{2 v}\right)\left(g_{j}^{r} g_{k}^{r} g^{r} g_{m}^{r} j, K, \ell, m\right) ;
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{a}{r r r r}_{-q}^{c}=\left(\frac{1}{2}\right)\left(x_{m}^{r}, r_{\delta} r_{m}, r_{i}\right) ;
\end{aligned}
$$

where $r<s<t$.

The method for computing $\kappa^{1, K} \cdot Y_{K i}$ etc. follows to a large extent that adopted in the EDGE program. From Tse (1983), the joint cgf of $p$ is given by:

$$
\begin{aligned}
\Psi(z) & =\alpha_{0}+\left(\frac{1}{2}\right) \log _{e^{2}}\left(\dot{\left.\operatorname{ciat}\left(\Omega_{y}^{-1}-2 \theta\right)\right\}}\right. \\
& +\left(\frac{1}{2}\right)\left(\mu_{y}^{*}+\psi\right)\left(\Omega_{y}^{-1}-2 \theta\right)\left(\mu_{y}^{*}+\psi\right), \\
\text { where: } \theta & =\sum_{j=1}^{N_{1}} i z_{j} D_{j} ; \psi=\sum_{j=N_{1}+1}^{N} i z_{j} D_{j} ;
\end{aligned}
$$

$$
\begin{align*}
& y \approx N\left[\mu_{y}, \Omega_{y}\right] \quad ; \quad \mu_{y}^{*}=\Omega_{y}^{-1} \mu_{y} \\
& \alpha_{0}=\left(\frac{z}{2}\left[\log _{e}\left\{\operatorname{det}\left(\Omega_{y}^{-1}\right)\right\}-\mu_{y}^{*} \Omega_{y}^{-1} \mu_{y}\right]\right. \tag{11}
\end{align*}
$$

If we now define:

$$
\begin{aligned}
& \Sigma^{r}=\sum_{j=1}^{N_{i}} g^{r} D_{j}: F^{r}=\Omega_{y^{\Sigma}} r ; q^{r}=\sum_{j=N_{1}+1}^{N} g_{j}^{r} D_{j} ; \\
& F_{j}=\Omega_{y} D_{j},\left\{j=1, \ldots, N_{1}\right) ; m^{r}=\Omega_{y^{q}} q^{r}: \\
& H_{1 j}=O_{1} \Omega_{y} D_{j}+D_{j} \Omega_{y} D_{j} ; \quad\left(1, j=1, \ldots, N_{q}\right): \\
& G^{r}=\Omega_{y^{\Sigma}} \Omega_{y} ; \omega^{r}=m^{r}+2 r^{r} \mu_{y}:
\end{aligned}
$$

then we can compute $\kappa^{j, K}, Y_{K z}^{r}$ and $a_{r r s s}^{8}$ :

$$
\begin{aligned}
& k^{j, K}\left\{\begin{array}{l}
=2 \operatorname{T}\left[\operatorname{tr}\left(F_{j} F_{k}\right)+\mu_{y}^{\prime} H_{j k} \mu_{y}\right], \quad\left(j, k=1, \ldots, N_{1}\right) ; \\
=2 T_{y}^{\prime} D_{j} \Omega_{y} D_{k}, \quad\left(j=1, \ldots, N_{1} \& k=N_{1}+1, \ldots, N\right) ; \\
=T D_{j}^{\prime} \Omega_{y} D_{k},\left(j, k=N_{1}+1, \ldots, N\right) ;
\end{array}\right. \\
& {\left[=T^{3 / 2}\left[\operatorname{tr}\left(F^{r}\left\langle F_{k} F_{\ell}+F_{\ell} F_{k}\right)\right\}+u_{y}^{\prime} H_{k e^{m}}{ }^{r}\right.\right.} \\
& \left.+2 \mu_{y}^{\prime}\left\{\left(F^{r}\right) H_{k \ell}+D_{k} G^{r} D_{\ell}\right\}_{\mu_{y}}\right\},\left(k, \ell=1, \ldots, N_{1}\right) ; \\
& \gamma_{K \ell}^{r}\left\{=T^{3 / 2} 2\left[\left(m^{r}\right) \cdot D_{k} \Omega_{y} D_{\ell}+2 \mu_{y}^{\prime}\left(\left(F^{r}\right) \cdot D_{k}+D_{k} F^{r}{ }_{r} Q_{y} D_{\ell}\right]\right.\right. \\
& \left(k=1, \ldots, N_{1} \& \& N_{1}+1, \ldots, N\right) \\
& L=3 / \hat{L}_{2 D_{k}^{\prime}}^{\prime} G^{r_{D_{2}}},\left(k, l u_{0} i_{1}+1, \ldots, N\right):
\end{aligned}
$$

$$
\begin{aligned}
a_{\text {rps }}^{s} & =T^{2} g\left[2\left(\omega^{r}\right)_{\Sigma} \Sigma_{\Sigma}^{r} F^{s}\left(\omega^{s}\right)+\left(\omega^{r}\right)^{\prime} \Sigma^{s} F^{s}\left(\omega^{r}\right)+\left(\omega^{s}\right)_{\Sigma} \Sigma^{r} F^{r}\left(\omega^{s}\right)\right. \\
& \left.+2\left(\omega^{r}\right)^{\prime} \Sigma^{s} F^{r}\left(\omega^{s}\right)+4 \operatorname{tr}\left\{F^{r} F^{r} F^{s} F^{s}\right\}+2 \operatorname{tr}\left\{F^{r} F^{s} F^{r} F^{s}\right\}\right] ;
\end{aligned}
$$

(where $r \leq s)$. Then $\ddot{a}_{\text {ers }}=6 a_{\text {ers }}^{\prime}(r<s)$ and $a_{\text {err }}^{\prime}={ }^{\prime} a_{\text {arr }}^{\prime}$ since a'rstu is symmetric in (r,s,t,u). The calculation of $\mathbf{k}^{j} \mathbf{j} \boldsymbol{k}$ and $\mathrm{r}_{\mathbf{k}, \mathrm{e}}^{\mathbf{r}}$ is exactly the same as in Tie (1983) whereas that of ares is slightly modified.

## A. 2 The Evaluation Study in Chapter 4

This study is concerned with the behaviour of Wald tests for different algebraic fomulations of a non-linear hypothesis in the CLR with an intercept term and two other regrassors:

$$
\begin{equation*}
y_{t}=s_{0}+s_{1} x_{1 t}+s_{2} x_{2 t}+c_{t},=1, \ldots, T, \tag{13}
\end{equation*}
$$

where the $\left\{x_{1 t}\right\}$ are known constants and the $\left\{c_{t}\right.$ ) are distributed as $\operatorname{IN}\left(0,0^{2}\right)$. This model can be written in the form of Equation (2) above with $m=1, r=0, q=3, z_{t}^{\prime}=\left(1, x_{1 t}, x_{2 t}\right)$. $B=\beta_{0}, B_{1}, B_{2}$ ) and $\Omega=0^{2}$.

Four Weld test statistics are considered: $W_{M}, W_{R 1}, W_{R 2}$ and $H_{R 3}$. Each can be written as $W=T_{\mu}{ }^{2}$ where:

$$
\begin{aligned}
& u_{M}=\left(\hat{B}_{1} \dot{\theta}_{2}-1\right) /\left(\bar{\sigma}^{2}\left[\hat{\beta}_{2}^{2} C_{11}+2 \hat{\mathrm{~B}}_{1} \hat{\beta}_{2} C_{12}+\vec{B}_{1}^{2} C_{22}\right]\right)^{\dot{1}}: \\
& \mu_{R 1}=\left(\dot{\beta}_{1} \dot{\beta}_{2}-1\right) /\left(\dot{\sigma}^{2}\left[\dot{B}_{2}^{2} C_{11}+2 C_{12}+\left(C_{22} / \bar{\theta}_{2}^{2}\right)\right]\right)^{1} \text {; } \\
& \mu_{R 2}=\left(\hat{a}_{1} \hat{\beta}_{2}-1\right) /\left\{\sigma^{2}\left[\left(C_{11} / \vec{B}_{1}^{2}\right)+2 C_{12}+\hat{\beta}_{1}^{2} C_{22}\right] \hat{B}_{1}\right. \\
& \text { K}_{R 3}=\dot{B}_{1} \dot{\beta}_{2} r_{M} ;
\end{aligned}
$$

from Equation (15) of Chapter 4, with:

$$
\begin{aligned}
& \dot{B}=\left[\dot{B}_{0}, \dot{\beta}_{1}, \hat{B}_{2}\right]=\left(\sum_{t=1}^{T} z_{t} z_{t}^{\prime}\right)^{-1}\left(\sum_{t=1}^{T} Z_{t} y_{t}\right): \\
& \dot{\sigma}^{2}=(T-3)^{-1}\left[\left(\sum_{t=1}^{T} y_{\tau}^{2}\right)-\dot{B} \cdot\left(\sum_{t=1}^{T} z_{t} y_{t}\right)\right]:
\end{aligned}
$$

and $\left[\begin{array}{ll}C_{11} & c_{12} \\ C_{12} & c_{22}\end{array}\right]$ is the lower right-hand corner (2x2)

Instead of computing the asymptotic expansion approximations to the cdf's of the $\{W\}$ directly it is more convenient to compute them for the cdf's of $\vec{W}_{M}$. $\vec{W}_{R 1}, \vec{W}_{R 2}$ and $\vec{W}_{R 3}$ which are obtained by substituting $\sigma^{-2}$ for $\sigma^{-2}$ in the $\{W\}$, where:

$$
\sigma^{-2}=\left(\sum_{t=1}^{T} y_{t}^{2} / T\right)=\hat{B}^{\prime}\left(\sum_{t=1}^{T} Z_{t} y_{t} / T\right)
$$

is the ML estimate of $\sigma^{2}$. Thus we have:

$$
\tilde{W}_{M}=(T-3) T^{-1} W_{M}=T_{M}^{-2}, \text { etc. }
$$

where the $\{\tilde{\mu}\}$ are obtained by substituting $\sigma^{-2}$ for $\sigma^{-2}$ in the $\{\mu\}$. The $\{u\}$ can then be expressed as functions of:

$$
\begin{align*}
& H_{y 00}^{0}(1,1)=\sum_{t=1}^{T} y_{t}^{2} / T, M_{Z y 00}^{0}=\sum_{t=1}^{T} z_{t} y_{t} / T, \text { and } \\
& M_{Z Z}=\sum_{t=1}^{T} Z_{t} z_{t}^{\prime} / T, \tag{14}
\end{align*}
$$

so that given the values of of , $B_{1}, B_{2}$ and $o^{2}$, the DSEM mode of Input of the ESSACS program can be used to compute the approximations to the cof's of the $\{W]$. Finally, the approximations to the cdf's of the \{W\} can be computed from those of the [w] by transforming the coefficients of the latter approximations following Appendix 5.A.3 of Chapter 5.

## A. 3 The Evaluation Study In Chapter 5

This study is concerned with predictive failure tests in the AR (1) model:

$$
y_{1}=B y_{1-1}+\varepsilon_{1},|\beta|<1,1=1,2, \ldots, n, n+1, n+2, \quad \text { (15) }
$$

where the $\left\{\varepsilon_{1}\right\}$ are distributed as $\operatorname{IN}\left(0_{0} o^{2}\right)$ and $y_{0}$ is distributed $N\left[0, \sigma^{2} /\left(1-\beta^{2}\right)\right]$. This model can be written in the form of
Equation (2) above with $m=r=1, A_{1}-B, \Omega=o^{2}, E\left(y_{0}\right)=0$ and $T=n+2$. To construct the tests we also define:
$Z_{1}= \begin{cases}(0,0,0,0,0), & 1=1, \ldots, n-1, \\ \left(0,0,(n+2)^{\frac{1}{2}}, 0,(n+2) n^{-\frac{1}{2}}\right), & 1=n, \\ \left(0,(n+2)^{\frac{1}{2}}, 0,(n+2) n^{-1}, 0\right), & 1=n+1, \\ \left((n+2)^{\frac{1}{2}}, 0,0,0,0\right), & 1=n+2,\end{cases}$
so that $q=5$, and $B=(0,0,0,0,0)$.

Six predictive failure tests are considered: $F_{1 \mid n}^{h}, F_{2 \mid n}^{h}$ and $F_{2 ; n}^{h+}=F_{2 \mid n}^{h}-F_{1 \mid n}^{h}$; and $F_{1 \mid n}^{c}, F_{2 \mid n}^{c}$ and $F_{2 \mid n}^{c+}-F_{2 \mid n}^{c}-F_{1 \mid n}^{c}$. These ara given by Equations (7), (8) and (9) of Chapter 5 and are expressed as functions of $y_{n}, y_{n+1}, y_{n+2}, B_{n}, \sigma_{n}^{2}$ and $\sum_{i=1}^{n}, y_{i-1}^{2}$ where:

$$
\begin{aligned}
& \hat{\sigma}_{n}=\left(\sum_{i=1}^{n} y_{i-1}^{2}\right) /\left(\sum_{i=1}^{n} y_{i} y_{i-1}\right) \text {, and } \\
& \hat{\sigma}_{n}^{2}=(n-1)^{-1}\left[\left(\sum_{1=1}^{n} y_{i}^{2}\right)-\hat{\beta}_{n}\left(\sum_{i=1}^{n} y_{1} y_{i-1}\right)\right] .
\end{aligned}
$$

are the OLS estimates of $a$ and $\sigma^{2}$. As in the evaluation study It Chapter 4 it is more convenient to obtain asymptotic expansion approximations to the cof's of the modified statistics $\{\hat{F}\}$ where $\hat{a}_{n}^{2}$ is replaced by the conditional ML estimate $\dot{a}_{n}^{2}$ than to obtain such approximations to the cdf's of the original statistics $\{F\}$. Here $\bar{\sigma}_{n}^{2}$ is defined by:

$$
\dot{\sigma}_{n}^{2}=\left(\sum_{i=1}^{n} y_{i}^{2} / n\right)-\dot{\theta}_{n}\left(\sum_{i=1}^{n} y_{i} y_{i-1} / n\right)
$$

Thus $(\vec{F})$ are given by $\vec{F}_{1 \mid n}^{h}=(n-1) n^{-1} F_{1 \mid n}^{h}$ etc., and the
approximations to the cdf's of the $\{F$ ) can be obtained from those of the $\{\bar{F}\}$ following Appendix $5 . A .3$ of Chapter 5 . The modified statistics can then be expressed by $\ddot{F}_{1 \mid n}^{h}=T\left(\mu_{1}\right)^{2}$ and $\vec{F}_{2 \mid n}^{h}, T\left(\mu_{2}^{-h+}\right)^{2}$ etc. where the $\{i\}$ are functions of:

$$
\begin{aligned}
& M_{y 00}^{2}(1,1)=\sum_{i=1}^{n} y_{i}^{2} / n \\
& M_{y 11}^{2}(1,1)=p_{1} ; \\
& \sum_{i=1}^{n} y_{i} y_{i-1} / n=p_{2} ; \\
& i r y 01_{2}(1,1)=\sum_{i=1}^{n} y_{i-1}^{2} / n=p_{3} ;
\end{aligned}
$$

$$
\begin{cases}y_{n+2}(n+6)^{-\frac{1}{2}} & =p_{4} ; \\ y_{n+1}(n+c)^{-\frac{1}{2}} & =p_{5} ; \\ y_{n+1}^{n^{-\frac{1}{2}}}= \begin{cases}y_{y 00}\end{cases} & =p_{7} ; \\ y_{n}(n+2)^{-1} & =p_{n} n^{-1}\end{cases}
$$



$$
\begin{align*}
& \psi_{H_{1}}^{h}=\left(p_{3} p_{5}-p_{2} p_{6}\right)\left(p_{1} p_{3}^{2}-p_{2}^{2} p_{3}\right)^{-\frac{1}{2}} \\
& \psi_{2}^{h}=\left(p_{3} p_{4}-p_{2} p_{5}\right)\left(p_{1} p_{3}^{2}-p_{2}^{2} p_{3}\right)^{-i} \tag{17}
\end{align*}
$$

If we now define:

$$
\begin{aligned}
& v_{1}=1+\left(p_{8}^{2} / p_{3}\right): \quad v_{2}=p_{7} p_{8} / p_{3}: \\
& v_{3}=1+\left(p_{7}^{2} / p_{3}\right): \quad s_{1}=v_{1}^{-1} ; \\
& s_{2}=v_{2}\left(v_{1}^{2} v_{3}-v_{1} v_{2}^{2}\right)^{-1} ; s_{3}=v_{1}^{1}\left(v_{1} v_{3}-v_{2}^{2}\right)^{-\frac{1}{2}}
\end{aligned}
$$

then $\dot{u}_{1}^{c}$ and ${ }_{\psi_{2}}^{{ }^{c}}$ are given by:

## A. 4 The Evaluation Study in Chapter 6

This study is concerned with sequential testing in the AD (1,1) mode 1:

$$
\begin{equation*}
y_{t}=\alpha y_{t-1}+B_{0} x_{t}+B_{1} x_{t-1}+\varepsilon_{t}, \quad t=1, \ldots, T, \tag{19}
\end{equation*}
$$

where the $\left\{x_{t}\right\}$ are non-stochastic and the $\left\{\varepsilon_{t}\right\}$ are distributed IN $\left(0, \sigma^{2}\right)$. This model can be written in the form of Equation (2) above with $m=r=1, q=2, A=a, Z_{t}^{\prime}=\left(x_{t}, x_{t-1}\right), B=\left(B_{0}, \beta_{1}\right)$ and $\Omega=o^{2}$. The value of $E\left(y_{0}\right)$ is set to zero since in this study we set $a=\beta_{0}=\beta_{1}=0$; see Section 6.3 of Chapter 6 . If we write the model as

$$
y_{t}=r^{\prime} w_{t}+\varepsilon_{t}, \quad t=1, \ldots, T_{1}
$$

where $r^{\prime}=\left(a, \beta_{0}, \beta_{1}\right)$ and $w_{t}^{\prime}=\left(y_{t-1}, x_{t}, x_{t-1}\right)$ then the test statistics considered can be expressed as:

$$
\begin{align*}
& W_{1}=T_{\phi}^{2}\left[\hat{\sigma}^{2} \hat{f}^{\prime} \cdot \hat{c} \hat{f}\right]^{-1}: \\
& W_{2}=T\left[\hat{\phi}_{1}, \hat{\phi}_{2}\right] \cdot\left[\hat{\sigma}^{2} \hat{F}_{1} \cdot \hat{\sigma}_{1}\right]^{-1}\left[\hat{\phi}_{1}, \hat{\phi}_{2}\right] \tag{20}
\end{align*}
$$

where: $\hat{\phi}_{1}=\left(\vec{a}_{0}+\vec{\beta}_{1}\right)_{i} \vec{\phi}_{2}=\vec{a}_{i}$

$$
\vec{f}^{\prime}=\left(\vec{b}_{0}, \vec{a}, 1\right) \quad ; \quad \vec{F}_{1}=\left[\begin{array}{lll}
\dot{B}_{0} & a & 1 \\
1 & 0 & 0
\end{array}\right] ;
$$

$$
\begin{aligned}
& \hat{c}=\left(\sum_{t=1}^{T} w_{t} w_{t}^{\prime} / T\right) ; \\
& \hat{r}=\left[\begin{array}{l}
\hat{\alpha} \\
\hat{\beta}_{0} \\
\hat{\beta}_{1}
\end{array}\right]=\left(\sum_{t=1}^{T} w_{t} w_{t}\right)^{-1}\left(\sum_{t=1}^{T} w_{t} y_{t}\right) ; \\
& \hat{\sigma}^{2}=(T-3)^{-1}\left[\left(\sum_{t=1}^{T} y_{t}^{2}\right)-\hat{\gamma}^{\prime}\left(\sum_{t=1}^{T} w_{c} y_{t}\right)\right] .
\end{aligned}
$$

As in the evaluation study in Chapter 4 it is more convenient to obtain asymptotic expansion approximations to the cdf's of the modified statistics $\{\tilde{W}\}$, where $\hat{\sigma}^{2}$ is replaced by the conditional ML estimate $\sigma^{-2}$, than to obtain such approximations for the original statistics $\{W\}$. Here $\tilde{\sigma}^{2}$ is defined by:

$$
\tilde{\sigma}^{2}=\left(\sum_{t=1}^{T} y_{t}^{2} / T\right)-\hat{r}^{\prime}\left(\sum_{t=1}^{T} w_{t} y_{t} / T\right)
$$

Thus $\tilde{W}_{1}=(T-3) T^{-1} W_{1}$ etc. and the approximations to the cdf's of the $\{W\}$ can be obtained from those of $\{\tilde{W}\}$ following Appendix j.A. 3 of Chapter 5. If we now define:

$$
\begin{aligned}
& M_{y 00}^{0}(1,1)=\sum_{t=1}^{T} y_{t}^{2} / T=p_{1} ; \\
& M_{y 011}^{0}(1,1)=\sum_{t=1}^{T} y_{t} y_{t-1} / T=p_{i} ; \\
& M_{y 01}^{0}(1,1)=\sum_{t=1}^{T} y_{t-1}{ }^{2} / T=p_{3} ;
\end{aligned}
$$

$$
\begin{aligned}
& V_{Z y 00}^{0}=\left\{\begin{array}{l}
\sum_{t=1}^{T} y_{t} x_{t} / T=p_{4} ; \\
\sum_{t=1}^{T} y_{t} x_{t-1} / T=p_{5} ;
\end{array}\right. \\
& M_{Z y 11}^{0}=\left\{\begin{array}{l}
\sum_{t=1}^{T} y_{t-1} x_{t} / T=p_{6} ; \\
\sum_{t=1}^{T} y_{t-1} x_{t-1} / T=p_{7} ;
\end{array}\right. \\
& M_{Z Z}=\sum_{t=1}^{T} Z_{t} z_{t}^{\prime} / T ;
\end{aligned}
$$

then $\hat{\alpha}_{,} \hat{\beta}_{0}, \hat{\beta}_{1}, \tilde{\sigma}^{2}$ and $\hat{C}$ can be expressed as functions of $p=\left(p_{1}, \ldots, p_{7}\right)^{\prime}$ and $M_{Z Z}$.

The $\{\vec{W}\}$ can be decomposed as $\vec{W}_{1}=T \tilde{u}_{1}^{2}$ and $\left.\vec{W}_{2}^{+}=\vec{W}_{2}=\vec{W}_{1}=T_{1}^{\prime} \dot{H}_{2}^{+}\right)^{2}=\vec{W}_{(2)}$ where $\vec{u}_{1}$ and $\vec{u}_{2}^{+}$ara given of:

$$
\begin{equation*}
\bar{\mu}_{1}=s_{1} \dot{\phi}_{1}: \bar{\mu}_{2}^{+}=s_{2} \dot{\phi}_{1}+s_{3} \dot{\phi}_{2} \tag{22}
\end{equation*}
$$

where: $s_{1}-v_{1}^{-\frac{1}{2}}: \quad s_{2}-v_{2}\left(v_{1}^{2} v_{3}-v_{1} v_{2}^{2}\right)^{-1}$;

$$
\begin{aligned}
& s_{3}=v_{1}^{1}\left(v_{1} v_{3}-v_{2}^{2}\right)^{-1} ; \text { and } \\
& v=\left[\begin{array}{ll}
v_{1} & v_{2} \\
v_{2} & v_{3}
\end{array}\right]=-2{ }^{-2} F C F^{\prime}
\end{aligned}
$$

Thus $\vec{\mu}_{1}$ and $\vec{\mu}_{2}^{+}$can be expressed as functions of the elements of $p$ and $\mathrm{M}_{22}$.
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[^0]:    Case III: Data Set with $\rho=0.8$
    Table 6.6 (contd.)

[^1]:    If we spacify $\theta_{1} \equiv$ than this thara is applicable to testing functional rastrictions on the full set of parametert-

