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SUMMARY

The starting point of the thesis iIs the contention of Nurkse (19MO
that exchange rates in the 1930"s were unstable and subject to de-
stabilising speculation. This view has been widely accepted and the
few studies that have examined the issue since tend to be obscure
and limited In scope. The principal objective of the present study
iIs to provide a thorough (mainly econometric) test of the counter-
hypothesis that exchange rates were, iIn fact, determined by '‘economic
fundamentals” (particularly relative prices, Incomes and interest rate
differentials) i1n this period. Consequently, a model of exchange rate
determination iIs developed and applied to the currencies of Britain,
Averica, Canada, France, Belgium, Holland and Switzerland, both bi-
laterally and multilaterally.

The calculation of multilateral (or effective) exchange rates
for the 1930"s was considered a useful exercise In itself since they did
not appear to be available. It seemed, therefore, desirable to digress
and examine the methodology of their construction and to consider some
gereral implications of referring to multilateral (instead of bilateral)
exchange rates In the 1930°s, before using them to test the central
hypothesis multilaterally.

The main conclusion of the thesis iIs that, to a large extent,
exchange rates were indeed determined by "‘economic fundamentals' and
were not distorted by persistent destabilising speculation (the Nurkse
view), although the latter was important occasionally. The evidence was
stronger for bilateral than multilateral rates; however, this probably
reflects the limited nature of the tests involving the latter. Finally,
where there was sufficient Information for an adequate test, official
intervention was also found to be important and, more generally, it was
argued that any instability wa6 probably due more to govermment intervention
than t destabilising speculation.






CHAPTER 1

INTRODUCTION

o

The collapse of the Bretton Woods system and the consequent
widespread adoption of floating exchange rates iIn the 1970°s has
created a revival of interest iIn earlier periods during which exchange
rates were not fixed. OF particular interest iIn this context iIs the
1930°"s; not onlly is this the most recent historical episode of general-
ised floating but 1t has been put forward as a classic exanple of all
the dangers inherent iIn floating exchange rates(l) and this iInter-
pretation played an important role In the debate over intemational
monetary arrangements to be established after the second world war,
which ultimately produced the Bretton Woods adjustable peg system.

It is therefore somewhat surprising that no systematic, quantitative
study of the fluctuations of the major currencies in this period exists,
although studies of individual exchange rates are now beginning to

The condemnation of floating exchange rates which contributed
most to the accepted wisdom that has prevailed throughout much of the
post-World War Il period originated in the work of Nurkse (19W) and
this iIs the starting point of the present study. Basing his conclusions
on little more than casual empiricism Nurkse gave three reasons why
floating rates were to be avoided:

"In the first place, they create an element of risk which

tends to discourage intemational trade..... Secondly, as a

means of adjusting the balance of payments, exchange fluc-

tuations involve constant shifts of labour and other resources
between production for the home market and production for export.



Such shifts may be costly and disturbing; they tend to

create frictional unemployment, and are obviously wasteful

ifT the exchange-market conditions that call for them are

temporary...... Thirdlye==<"any"«**considerable or continuous

movement of the exchange rate i1s liable to generate antici-

pations of a further movement iIn the same direction, thus

giving rise to speculative capital transfers of a dis-

equilibriating kind...."" ()
Particular stress is placed on the third argument which iIs reiterated
at various stages In Nurkse"s study, most explicitly:

"IT currencies are left free to fluctuate, “speculation®...

..-.i1s likely to play havoc with exchange rates...."'(4)

In support of this contention Nurkse draws on the experience
of floating in the inter-war period. However, it iIs very noticeable
that his most convincing examples of destabilising speculation relate
largely to the 1920"s - particularly the French franc in 1922-26 - and
that his examples for the 1930°s are very limited (confined to one page)
and are rather questionable. In fact they are really assertions rather
than evidence. He simply states that:

"After the breakdom of exchange stability In the “thirties,

whenever exchanges were left to their omm fate, such

~disequilibriating capital”™ movements. .. .played an important
part...” (®)

and gives three examples:

"_..the Arerican dollar In 1933* the French franc at certain

times during 1937 and the pound sterling iIn the first few

months after September 1931'%» (6)

Whether these examples can justifiably be used to provide evidence
of destabilising speculation under floating exchange rates iIs debatable.
In all three cases the currencies concermed had just left the gold
standard, and it iIs not unreasonable to argue, that such instability

of exchange rates as did occur, can more correctly be attributed to the



misguided attempts to fix the exchange rate in the immediately
preceding period and are therefore more properly iInterpreted as
examples of the disadvantages of fixed exchange rates. Nurkse®s
view, that the presence of destabilising speculation In the 1930°s
illustrates a major drawback of floating exchange rates, would thus
appear to rest on rather flimsy evidence fird would seem to be more

an assertion than an empirically supported conclusion.

This point has been taken up by Aliber (1976) who argues that
during times of (price) iInstability, such as the 1930"s, fixed exchange
rates cannot function. Consequently, iInstability In the 1930"s pre-
eluded the use of fixed exchange rates and made floating inevitable. ™
The mmplicit conclusion of Nurkse - that fixed rates would have worked
better - i1s therefore iIncorrect and the 1930"s cannot be held up as an
exanple of a period In which this is true (although this point of view
does not exactly conflict with Nurkse®s argument about destabilising
speculation but rather modifies It to state that floating exchange rates
were made more unstable than they could have been by such speculation).

The present study attempts to take the argument one step further
by examining the hypothesis that not only does the experience of the
1930"s provide little support for fixed exchange rates (Aliber"s point)
but 1t does not even provide particularly good evidence that floating
rates tend to be unstable. This hypothesis is to be tested by specifying
a model of exchange rate determination which contains two sets of variables
"economic fundamentals™ (such as relative prices), which might plausibly
be expected to cause exchange rates to change; however, such changes do
not 1mply disequilibria but simply movements from old to new equilibria;
and '‘non-economic' or perhaps better, ''speculative’ variables which
seek to allow for destabilising speculation of the Nurkse variety. To



the extent that the former group of variables are significant and
the latter are not, then this provides support for the hypothesis
that exchange rates were not subject to violent fluctuations caused
by destabilising speculation in the 1930"s but such changes that did
occur were simply movements to new equilibria (Justified by changes
in the "“fundamental' economic variables which determined exchange

rates).

an

At this stage something needs to be said about exactly what is
meant by exchange rate "‘equilibrium™ and the associated concept of
exchange rate "'stability’’. In common with many others, Nurkse often
seems to implicitly define stability as "lack of movement'”; indeed, he
addresses himself to "‘the question of fluctuating versus stable exchanges
However, whether stability and lack of variation amount to the same
thing iIs debatable. The dilemma i1s succinctly summed up by Viner:

"'...one economist®s “stability”™ may be another one"s

"rigidity” and....one economist®s "instability” may be

another one"s “flexibility"...."" (9
In fact a floating exchange rate which changes gradually according to
the underlying trend may be construed as more ''stable than a fixed
rate with periodic, discontinuous (and comparatively large) changes

t new fixed lewvels.

This 1s because an exchange rate can only really be stable if it
clears the market and equates supply and demand for foreign currency

because only then will there be no pressure on the exchange rate to



change; the exchange rate that does this iIs the equilibrium rate
and, In fact, any attempt to peg the rate (excepting a fortuitous
accident) must lead to disequilibrium. Indeed this is the explicit
(as opposed to the seemingly implicit) definition adopted by Nurkse:
"'_..the equilibrium rate of exchange...is the rate which,
over a certain period, maintains the balance of payments
in equilibrium without any net change In the iIntemational
currency resenve''. (10)
This is also the position adopted here. Such a definition would make
the exchange rate a function of the variables that influence demand
and supply for foreign currency and insofar as these variables change
then the equilibrium exchange rate must change also. These variables
are the "‘economic fundamentals™ referred to earlier and are specified
in detail iIn chapter four. Consequently, the equilibrium exchange
rate Is seen as constantly changing as these "‘economic fundamentals™
change and, to the extent that exchange rates were determined by these
variables in the 1930"s (Wwhich is the hypothesis tested iIn the present
study), then exchange rates were ''stable’. The concegpt of exchange
rate equilibrium receives further attention in the next chapter.

However, even If Friedman®s dictum - that "'stability iIs not
rigidity” - were accepted, there would still be some (presumably
including Nurkse) who would argue that floating exchange rates still
change more than they ought to (for example, iIn the 1930°s) and are
consequently "unstable” (by whatever definition) because of destabilising
speculation. The present study also addresses i1tself to this question.

A theoretical debate has raged over this matter for some years beginning
with Friedman®s well-knom contention that speculation can only be de-
stabilising if speculators, on the average, lost money. The sub-
sequent contributions mainly consisted of attempts to devise examples



in which speculation could be both destabilising and profitable 3
and the debate was summarized by Sohmen (1969) who concluded that

am ow-

destabilising speculation was unlikely to be profitable.
ever, the lack of convincing theoretical examples of destabilising
and profitable speculation is not in itself conclusive and, perhaps
Baumol s position iIs the most reasonable:

"1 believe...that the effects of profitable speculation

on stability is iIn part an empirical question and that

attempts to settle 1t by a priori arguments must somewhere

resort to fallacy”. (15)
This iIs very much the view adopted here and attempts to explicitly
model destabilising (or otherwise) speculation are discussed In chapter

four.

Moreover, this position is reinforced by recognition of an
important implicit assumption underlying the above debate (including
IYiednan®s initial contribution) which is that speculators, or at least
the majority of them, are successful iIn that they make a profit. How-
ever, 1t may well be that speculators sometimes make mistakes, and
whilst this cannot go on indefinitely (unless there iIs a continuous
supply of new, inept speculators), it may still go on long enough to
exert a destabilising influence on exchange rates; this is especially
true iIn periods of uncertainty, during which speculators may be as
uncertain a6 everyone else. Indeed Sohmen uses this explanation as a
Justification of the iInterpretation of the 1930"s as a period of de-
stabilising speculation:

"It should not be too surprising that speculators e antici-

pations should often have turned out to be Incorrect under

the chaotic conditions of the depression years when even
policymakers frequently had no idea what to do next”. (16)



The empirical tests to be undertaken iIn the present 6tudy

should shed some light on this contention.

ain

The main objective of the thesis is therefore, having defined
stability, to test the hypothesis that exchange rates were stable iIn
the 1930"s whilst, at the sare time, testing for the presence of
destabilising speculation (in an explicit rather than implicit way).
Since stability has been defined In terms of dependency of the exchange
rate on "‘economic fundamentals', an attempt is made to identify the
latter and develop a simple model of exchange rate determination.
What eventually emerges is basically an extended purchasing power
parity hypothesis. An additional point of iInterest relates to the
fact that the 1930°s saw the establishment of exchange intervention
funds to "manage’ exchange rates, Tirst of all i1n Britain, but later
in many other countries; since it iIs obviously necessary to include
official intervention in the model, then an examination of this de-

velopment is a lesser objective of the study.

The rest of thi6 section is devoted to two sunveys, the first of
which (Ch. 2) examines various theories of exchange rate determination,
concentrating on the purchasing power parity hypothesis, whilst the
second (Ch. 3) looks at the relevant empirical evidence; this involves
exanining comparable studies - that i1s, those which use similar method-
ology - and also some rather dissimilar approaches, giving particular
attention to those relating to earlier periods of floating (hotably
the inter-war period and the Canadian float in the 1950"s)» On the



basis of these surveys, a model of exchange rate determination

is developed In chapter four, the opening chapter iIn Section 11,

which concentrates on bi-lateral exchange rates. The model is then
tested for a variety of bi-lateral rates involving the three major
world currencies at that time - the pound, dollar and (French) franc -
and four "minor’ currencies - those of Canada, Belgium, Switzerland

and Holland and some preliminary conclusions are dram (Chs. 5-8).

Section 111 approaches exchange rate stability in the 1930*6
fron a hitherto unexplored angle by applying the concept of multi-
lateral or effective exchange rates (developed in the 1970°s). This
involves examining the methodology of effective rates (Ch. 9); effective
rates are then calculated for the seven currencies included in the
study and some general observations are made about their behaviour
conpared to the more conventional bi-lateral rates (Ch. 10); finally,
a crude test of purchasing power parity is then carried out which
requires the calculation of comparable multilateral prices indices
(Oh. 11). Section IV draws together the two main threads of the
thesis and attempts to come to some conclusions about the stability
of both bi-lateral and multilateral exchange rates iIn the 1930°s.
Some tentative conclusions are also suggested relating to official
intervention In the 1930"s, the "'pure™ purchasing power parity
hypothesis and the role of speculative influences on exchange rates
(ad conseguent destabilising speculation) In this period.
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The standard (and one of the earliest) references which made
this assertion i1s Nurkse (190, which is discussed iIn detail
below.

See Hudgins (1973)» Ozmun (1976) and Ridpath (1975)« This
deficiency of empirical studies is iIn sharp contrast to the
early 1920%"s which seem to have attracted much more attention.
See, for example Aliber (1962), Frenkel (1980a), Crissa (1967)*
Hodgson (1971) (1972), Hodgson and Phelps (1975), Stolper 098),
Thomas (1973a) (1973b), and Tsiang (1959)»

Nurkse (197), p- 210.

Ibid, p. 138.

Ibid, p. 118.

Ibid.

Aliber (1976), p- 311.
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and Willianson (1972).

Sohmen (1969), pp» 59-7*+.
Baumol (1959), P»302.
Sohmen (1969), p- 71«
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CHAPTER 2

THE PURCHASING POMER PARITY HYPOTHESIS AND

OTHER THEORIES OF EXCHANGE RATE DETERMINATION

The purchasing pover parity (PPP) hypothesis represents one
of the oldest theories of exchange rate determination; Its develop-
ment, at least in modem times is normally attributed to Cassel
(1918, 1922). The model developed and tested In the present study
IS very much in the spirit of this hypothesis (if it does not quite
follow the letter) and, as already indicated, 1t can (in many ways)
be considered as an extended version of the PPP hypothesis. This
choice of the PPP hypothesis as the starting point would seem to be
Justified on the grounds that few theorists (of whatever persuasion)
would completely discount the potential role of relative prices.
It 1s probably quite true that “Under the skin of any intermational
economist lies a deep-seated belief In some variant of the PPP theory
of the exchange rate". @ Nevertheless some attention must be paid
to the development of new theories of exchange rate determination as
well as the readoption of old ones that has accompanied the revival
of iInterest In the subject associated with the recent widespread

adoption of floating exchange rates.

As a conseguence of this, it soon becomes very clear that an
eclectic approach to exchange rate determination is likely to be most
productive and so an attempt iIs made below to incorporate elements of
newer (and older) theories iInto the model to be tested here. Therefore,
a brief survey of the theory of PPP is followed by a survey of alter-
native approaches, highlighting those aspects that might usefully be



added to extend the PPP hypothesis. The problems relating to
testing PPP are then discussed in detail on the grounds that, just
as a simple PPP test would have to deal with these problems, so will

an extended version*

It should be pointed out that the objectives of much of the
more recent work and those of the present study are rather different.
The former are usually concermed with either predicting the future
course of exchange rates or explaining recent exchange rate movements
which have,to some extent, been rather more erratic than might have
been expected In the light of the debate over fixed and floating
exchange rates iIn the 1950"s and 1960"s. In connection with this
second aim it should be remembered that the 1970"s environment iIs some-
what different to that of the 1930*6. The degree of complexity of the
international financial and commodity markets has much increased and
various elements - the eurocurrency market being one of the most striking
examples - simply did not exist In the 1930"s. Nor were there so many
important agents operating in the 1930"s - clearly there was no OPEC
and the role of Japan (and the yen) was minimal.

A similar comparison has been made by Frenkel (1980b) who compares
the 1970"s to the 1920"s and much of what he says is equally applicable
to a comparison between the 1970°s and 1930"s. In particular, he high-
lights a number of important developments iIn the post-World War 2 period:
the greater integration of world capital markets, the greater role of
"real" shocks and thelr effects on expectations, changes iIn tariffs
and non-tariff barriers to trade, the development of exchange rate
management and, of course the creation of the Intemational Monetary
Fund. These differences may justify a simpler approach for the 1930°s.
Furthermore, returming to the objective of the present study, this too
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IS rather simpler and in 1ts starkest terms mainly relates to an
examination and test of the hypothesis that movements In exchange
rates were determined rather more by changes in "“fundamental economic
variables” (and therefore did not represent disequilibrium but move-
ments from old equilibria to new ones) than is comonly supposed.

Q)

The theory of PPP has a long and distinguished history dating
at least as far back as Picardo and Wheatley. @) Interest In more
modern times has been generated largely by the work of Cassel
(1918,1922)™ 1In the iInter-war period, who produced a more system-
atic version of the theory and iIntroduced some numerical content, and
iIts more recent exponents have included Yeager (1958,1976) and Thygesen
(1978). Nor has the theory been short of critics both in the times of
Cassel™ and In more recent years . I n fact the debate over the
validity of the PPP has been one of the most long-standing controver-
sies iIn economics. The fact that there are a variety of different
versions of the theory (ad various extended versions like that de-
veloped here) has fuelled the controversy and led to some confusion
over what exactly a particular author is rejecting or accepting.
Moreover, there are those who would agree that prices and exchange
rates move together over time but who, instead of accepting the PPP
interpretation - that changes iIn prices lead to changes In exchange
rates - would either argue In favour of what might be called ''reverse
causality” (exchange rate changes lead to price changes)™ or sinply
that prices and exchange rates are both endogenous and are affected In

the same way by a variety of (exogenous) other variables. Q
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The basic premise of the PPP hypothesis is perhaps best stated
by CasBel himself:

"....the rate of exchange between two countries is primarily
determined by the quotient between the intemal purchasing
power against goods of the money of each country.._At every
moment the real parity between two countries iIs represented

by this quotient...1 propose to call this parity the "‘purchasing
power parity™.".. " (8)

This iIs the theory at i1ts simplest and some elaboration IS required:

"The propositions of PPP theory are (1) that the short run
equilibrium exchange rate is a function of the long run
exchange rate In the sense that the former variable tends
to approach the latter and (2) that the PPP is erther the
long-run equilibriun exchange rate or the principal determin-
ant of 1It'. 9

Thus, exchange rates (both long and short run) are conceived as being

ultimately determined by relative prices iIn some sense.

There are essentially two versions of PPP - or perhaps better
"“two approaches to implementing Its exchange rate-calculation aspect'. (10)
The "absolute™ version (equation 1.1) suggests that the PPP between
two countries is simply the ratio of their price levels at any given
time, with the price level measured as an Index with the same basket
of goods and services (and consequently the same weights) for each
country. The "relative” (or "‘comparative’”) version (equation 1.2)
asserts that the current PPP can be calculated by comparing current
price levels with those prevailing In some base period when the exchange
rate was at an equilibrium level: this involves simply multiplying the
base period exchange rate by the ratio of the two countries® price
indices which obviously have to have the same base year as the exchange
rate, and their method of construction should not have changed, but
they do not have to have the same weights. Thus :



PPP(Ab.)t = pE/ P? a.n
PPP(ReI-)t = G:/f/ P%)- Ry Q.2
where PPP(ADb. = absolute PPP iIn period t (in units of A currency
per B currency).
PPP(Rel. " = relative PPP iIn period t (in units of A currency
per B currency)
Rq = actual base period of exchange rate (A currency
per B currency)
pfen = an index of country A"s (B"s) prices in period t

In principle, there iIs no strong case for preferring the absolute
to the relative version or vice-versa; the main difference occurs in
practice where relative PPP has one big advantage, namely that direct
comparison of purchasing powers requires the use of the same iIndex In
both countries containing the same standard assortment of goods and
services (Which must be representative In both countries) with the
same weights. Clearly the construction of such indices is quite a
task in 1tself. Relative PPP, on the other hand, simply involves
looking at the degree of change In the separate (and not necessarily
similarly constructed) national price indices. This is not to say
that the relative version of PPP is without problems - indeed, In side-
stepping one problem It creates others such as the choice of base period
and so on. However such problems are more easily overcore (or at least
their effects minimized) and will be discussed In a later section.
Moreover, the fact remains that relative PPP has been favoured em-
pirically (and the present study iIs no exception) and therefore iInso-

far as we are talking about a particular version, it is relative PPP
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that is implicitly being discussed. However, in actual fact, this

iIs not especially important since although some of the criticisms

to be discussed can be more forcefully applied to one or other of

the versions, iIn general, any argument which undermines use of

absolute price levels as the major determinant of exchange rates

will also undermine the use of changes iIn absolute price levels (that is

relative PPP).

The main mechanism by which changes iIn relative prices are

transmitted to exchange rates 16 comodity arbitrage. This IS des-
cribed by Yeager:

""'Suppose. . . .that prevailing exchange rates unmistakably
undervalue the British pound In relation to the purchasing
powers of the pound and of foreign currencies. Foreigners -
say Arvericans - will offer dollars for pounds to buy British
goods at bargain prices. Britons will offer relatively few
pounds for dollars to buy American goods at their apparently
high prices. Unmatched attempts to sell dollars and buy
pounds will bid the exchange rate toward the equilibrium
level. The converse analysis applied if the pound is over-
valued.” (11)

The fact that this arbitrage iIs not instantaneous due to various

lags and market imperfections is why PPP tends to be a longer run

phenomenon although expectations and consequent stabilising speculation

may help push rates towards their PPP level even in the short run.

This is what might be called the "naive’” PPP theory. There is
nothing logically wrong with it although acceptance of 1t rather depends
on whether or not the existence of long run comodity arbitrage is also
accepted. There is conflicting evidence on this: convincing evidence
that this "law of one price' does not hold is provided by Kravi6é and
Lipsey (1978) for a variety of countries and by Richardson (1978) in
the Canada-U.S. case; on the other hand, a critical review of such
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studies and some conflicting evidence 1B provided by Genberg (1978)
thereby suggesting that commodity arbitrage may be effective after
all. Moreover, there 16 an inherent logic In Yeager®s argument that
commodity arbitrage must begin to work within certain limits: to
show this he uses Heckscher®s concept of ""camodity points' which
are similar to gold points under the gold standard (although they
may be wider):

"Just as gold-standard exchanges fluctuate within the gold

points, so paper exchanges fluctuate within “commodity points®.

Just as the spread of upper and lonver gold points from mint

par depends on the costs of shipping gold, so the spread of

upper and lower commodity points from “price parity” (s

Heckscher called it) depends on the costs of and other

obstacles to shipping commodities”. (12)

Now, whilst the work of Kravis and Lipsey (1978) and the other
critics may be interpreted to suggest that the ''other obstacles™ are
quite substantial so that these so-called conmodity points are quite
wide, they must surely exist and so PPP will hold, albert within
fairly wide limits, and this is really all that the naive version of
PPP Is suggesting. Moreover many economists, In criticising "naive”
PPP, have really been attacking what Holmes (1967) has called the
"dogmna' of PPP - that the relative prices-exchange rate relationship
IS a rigid and exact one. This is really an exercise In setting up
a straw man. Cassel®s theory was certainly not the "'dogma’™ nor even
the "naive" version; even he realised the "naive’ version was naive,
and consequently allowed for a variety of other factors which could
distort exchange rates so that they did not approach their PPP levels

even in the long run. 13

The first of these and, In the context of the 1930"s, perhaps

an 1mportant one were tariffs, quotas and other trade restrictions
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about which Cassel is quite explicit:

"o Mthough™. . _restriction of trade will not cause the

rate of exchange to move from this purchasing power parity

as long as they strike the trade iIn both directions equally....
iIf the trade between the two countries is hampered more severely
in one direction than In the other the rate of exchange will
deviate from its purchasing power parity’”. (14)

Furthermore Cassel recognised that not all trade restrictions were
artificial:
"The restrictions of which we have to take account in this
connection may be of various ki nds . . . ...may.. .take
the form of artificial hindrances or natural difficulties
hampering transport for the country A to the country B
more seriously them the transport iIn the opposite direction.
The result will be some undervaluation of the money of A iIn
that of B'. (15
These two factors - artificial trade restrictions and transport costs
could cause an exchange rate to deviate from 1ts PPP even iIn the long

run If they were a permanent feature of trade between two countries.

There are also a number of other factors which can create
short run deviations from PPPt most of which were recognised by
Cassel, although his contention that their effect is a short run one
has been criticised. (16) Two of these factors relate to people’s
views about the further course of exchange rates and presumably, iIf
such views were correct, would tend to push exchange rates towards
their long run PPP whilst creating a divergence from short run PPP.
The first of these concems inflationary expectations:

"A depreciation of a currency is often merely an expression

for discounting an expected fall In the currency®s intemal

purchasing posver. The world sees that the process of
inflation i1s continually going on..... The intermational

valuation of the currency will, then, generally show a
tendency to anticipate events... " (17)
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The Becond, closely linked, is speculation:

"The value of a currency may also be depressed below the

purchasing power parity by speculations In exchange™. (18)
Although potentially stabilising, inflationary expectations and,
especially, speculation can lead to large deviations from PPP if
they get eut of hand and Cassel believes that this indeed did happen

in the case of the German mark iIn the early 1920"s. 19

Officer (1976a) also lists three other factors which Cassel
recognised as potential causes of short run deviations from PPP.

CGze of these was long term capital movements:

"The third group .of Tactors creating divergence from PPJ®
contains those disturbances that may be caused by inter-
national movements of capital. When..._;"arious conditions
are fulfilled™..._and when no capital movements In eirther
direction take place, the rate of exchange must stand at the
equilibrium level represented by the Purchasing Power Parity
and cannot show more than small and quite temporary deviations
from this level”. ()

"A closer study of the dollar In pounds sterling during the
period 1919-2" shows that the origin of the deviations of
the actual rates of exchange from the purchasing power
parity iIs to be found essentially iIn intemational movements
of capital”. (2D
Thus Cassel explicitly recognised that a long term capital outflow
could depress a country®s currency below i1ts PPP level and a capital

inflow push i1t above its PPP level.

Cassel also recognised that govermment iIntervention could cause
a divergence from PPP although he did not construe the intervention
as a means of deliberately influencing the course of the exchange rate
but rather a6 a means of obtaining foreign exchange:
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"By far the most important of the depreciating factors
now under discussion, however, iIs the practice of selling
at any price a country®s exchange In other countries iIn

order to procure funds iIn their money..... The case of
Germany offers the best means of studying the whole
problem. ... _When the central Government..,syia.e/, ... 1IN

dire need of foreign means of payment, and it did not

seem possible to procure 1t In any other way, the country

was beguilded into thus getting money on its currency''. (22)
A final factor creating a divergence from PPP listed by Officer (1976a)
concems real changes In the economy (from the base period) as iIn-
dicated by changes iIn relative prices within a country leading to a
divergence between the exchange rate and relative PPP as measured by
a general price index. In particular Cassel seemed to be concermed
about changes In the relative prices of traded and non-traded goods. C)
His answer to the problem (in the context of equilibrium exchange rates
for the post-World War 1 period) appeared to be either a hope that
these real changes would reverse themselves and trade would return
to i1ts pre-World War 1 pattern or, failing this, a continuous study
of these real changes and then allowvance for them (assuming they could
be adequately explained by known factors).

Thus there are a number of factors which can cause deviations
from PPP (especially iIn the short run). The first two of those dis-
cussed above - trade restrictions and transport costs - can be ignored
in principle, as far as relative PPP calculations are concermed, if they
remain at the same level iIn both the current period and the base period.
Unfortunately, In practice, whilst this may be true for the latter iIn
the 1930°s, 1t is certainly not true of the former and more will be
said about trade restrictions in Chapter four below. The opposite
iIs true of real changes iIn the econony of the type discussed above
and international capital movements which, though valid in principle,
can probably be largely dismissed in practice for the 1930°s: the



timespan between the base period and the period for which the

model 1s being tested is possibly sufficiently small to make signif-
icant real changes unlikely whilst intemational long term capital
movements were muted because of iIncreased uncertainty due to political
tension iIn Europe, war In the Far East and the increase iIn defaulting
on foreign bonds which occured in the 1930"s and, iIn any case, the
growvth of exchange controls made the transfer of both capital and

interest payments very difficult In some parts of the world.

Three other factors have been mentioned. The First of these,
inflationary expectations, would act to push the short run exchange
rate towards its long run PPP equilibrium and would tend to suggest
a central role for current prices iIn the determination of short run
exchange rates; the role of Inflationary expectations is hence not
only accepted but plays an important part in the model tested here.
Similarly, the roles of govermment intervention and (private) specu-
lation In causing the exchange rate to deviate from its PPP path are
recognised as being potentially very important and are explicitly
incorporated into the model developed In Chapter four. As far as
the PPP hypothesis Is concermed, this addition of variables raises
the question of when the theory of PPP ceases to be and transforms
itself into something else. Some theories start from the opposite
extreme and do not include or emphasise prices iIn particular and then
work back towards the PPP hypothesis. It is to these altemative

approaches which we now tum.

an

There are many non-price factors which influence exchange rates,



some of which are by no means rational - for (an extreme) example,
the role of the Invergordon "mutiny'’ in Britain®s leaving the gold
standard in 1931 - and It iIs quite clear that at certain times the
course of a particular exchange rate has been largely determined by
such factors iIn the short run. A good historical example of this is
provided by the French franc in the 19226 period and at the
present time the fact that eight European currencies are committed
to remaining within the European Monetary System must have some
independent influence on their exchange rates. A whole list of non-
price variables that may cause deviations from PPP has already been
presented In the previous section and this was not exhaustive. The
objective here is to re-examine some of these variables and to briefly
consider any further potential non-price, influences along with any

cohesive alternative (to PPP) theories of exchange rate determination.

An examination of such non-price influences iIs provided by
Schadler (1977) who posed the question as to why exchange rates had
been so erratic in the first four years following the widespread
adoption of floating exchange rates In the 1970°s. Four possible
(and not mutually exclusive) explanations for this were suggested:
destabilising speculation, different speeds of adjustment (Suggested
by the asset market approach to exchange rate determination), uncer-
tainty and risk, and govermment intervention. The first of these
(speculation) plays an important role iIn the model developed here:
stabilising speculation would push the exchange rate towards its
long run PPP level and consequently its existence woulld support the
use of only a short lag on prices (or, put another way, a role for
current or very recent price levels iIn determining the current exchange

rate) whilst destabilising speculation is explicitly incorporated in
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the form of dumy variables. The role of govermment intervention
will also be modelled and indeed testing for its significance Is an

important subsidiary issue.

Uncertainty and risk (caused by instability of the world
economy iIn general) may influence exchange rates through two potential
avenues: '‘via the variability of fundamental determinants of the
exchange rate. . . Nid«e»also via the uncertainty about exchange rate
expectations that such variability generates'. (25 Clearly funda-
mental variables are directly included here and the second avenue -
changes iIn exchange rate expectations - will, to a large extent, be
picked up by the dumy variables to be included (discussed In later
chapters). Schadler"s finsil possible explanation relates to the asset
market approach which will be discussed shortly. The study by Schadler
@977) typifies much recent work which approaches movements of exchange
rates iIn terms of trying to explain "overshooting” - that iIs deviations
from some equilibrium exchange rate path which is often, implicitly
or explicitly, derived from PPP.

Two popular, though incomplete, approaches to the short run
behaviour of exchange rates are the iInterest rate parity theory (or
forward exchange theory) and what might be termed the "‘speculative
run view''. The latter iIs based on "‘the view that exchange rates move
in speculative runs, perhaps touched off by a change In (or a revision
of expectations about) fundamental economic conditions, but thereafter
reflecting a self-sustaining speculative mentality’. (26) In a sense,
this is merely an updated version of destabilising speculation and i1ts
validity has been questioned; @n nevertheless, It does stress the
role of expectations In exchange rate determination, particularly in

the 19706, and,to that extent, is very much In tune with the asset
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@28)

market approach (discussed below).

The interest rate parity theorum has some historical pedigree,
dating back to the period in which Cassel was developing the PPP

hypothesis; (29

it suggests that the spot exchange rate is "explained”
by the forward exchange rate and interest rates. |In principle, since
it is basically a pure arbitrage condition, interest rate parity
should hold at all times but empirical evidence has indicated the
existence of deviations in practice. However, a number of explana-
tions have been put forward, most plausibly the effect of trans-
action costs and the fact that different securities in different
countries (and hence the rates of interest) are not comparable

because they are associated with different degrees of risk; the
possibility of exchange controls has been suggested in the latter

GL)

context. -

This- would seem a particularly relevant consideration in the
1930"s - for example, it was widely expected that extensive exchange
controls would be adopted in France after the election of a Socialist
government in 1936 - and, consequently, would indicate that the interest
rate parity theorum is an inappropriate framework in which to examine
exchange rate determination in the 1930"s. Furthermore, its validity
as a general theory of exchange rate determination has been questioned
on the grounds that all three variables involved are really endogenous
and, in fact, spot exchange rates are actually determined by a set of
exogenous variables which also determine forward exchange rates and

G2

interest rates.

Another, potentially more complete approach to exchange rate

determination i6 the traditional balance of payments view which suggests
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that exchange rates vary so as to ensure equilibrium In the currency
market. Whille most economists would accept that this iIs generally
true, 1t would not be widely supported as a useful approach in 1ts
naive sense, In which it implies that exchange rates depend on the
current (or trade) account position. Even though some relationship
between the exchange rate and the current balance no doubt exists,

the capital account cannot be so blatantly neglected. This view of
exchange rate determination is behind the underlying payments dis-
equilibria approach to calculating the equilibrium exchange rate

which 1t defines as that which is compatible with "a desirable and
sustainable balance-of-payments position'. This 1s more sophisticated,
in that, for calculating the gap between the future equilibrium balance
of payments position and exchange rate and the actual, 1t advocates

a complete world trade model to project their future paths; consequently
It seeks to correlate the exchange rate not simply with the current
account but with the variables that determine the current account.

The balance of payments approach is inturtively very appealing and
while the model to be presented here has been referred to as an ex-
tended PPP hypothesis it is sufficiently eclectic to be approached by
this altermative route; indeed 1t can be presented iIn such a way as

to appear to use the balance of payments view as its starting point
with the PPP hypothesis i1ncorporated within this.

The final (and most important) altermative approach to exchange
rate determination to be considered, is the asset demand or asset
market theory. Facilitated by developments iIn the analysis of port-
folio balance, this approach emerged a6 a result of the Canadian
experience of floating exchange rates In the 1950°s when It became

clear that prices were not the major determinant of exchange rates iIn



that

particular case:

"The Cassellian view of the primacy of price changes rests

on the assumption that demands for currencies are largely
derived from current trade, and that holdings of foreign
financial assets are motivated mainly by the purchasing
power they yield over goods produced in the foreign country.
In the Canadian balance of payments, however, capital trans-
actions - especially with the United States - dominate and these
financial and direct investment flons are transparently sens-
itive to changes iIn profit opportunities arising out of
intermational differences iIn Interest rates and trends iIn
unit costs”. (35)

explicitly:

"The asset-market theory..... focusses on the equilibrating
role of the exchange rate in balancing the foreign demand

for domestically issued financial assets and the domestic
demand for foreign financial assets..... the relative demands
for domestic and foreign assets by private market participants
depend on the expected relative yield on these assets. The
expected relative yield in turn depends on the interest rate
differential ... .. and on the expected change in the value of
the spot rate...." (36)

There are two Important differences between the asset market

approach and a more traditional (relative price-based) view of

exchange rate determination: firstly, the former sets exchange rate

determination iIn the markets for stocks of assets, whilst the latter

assumes that exchange rates are determined iIn the market for flows of

funds (to buy goods and services); and secondly, the asset approach

views exchange rates as the price of national monies and exchange

rates as being determined by stock adjustments of people®s holdings

of different monies, whilst the traditional theory considers the

exchange rate as the price of national output and consequently it is

the relative prices of goods and services which determine the exchange

rate.

Despite these differences, however, 1t may well be correct to

assert that the two theories are "tailored to different and extreme

market conditions'': the traditional theory iIs most suitable where



currencies are held mainly for transactionary motives such as those
of small open economies like Belgium and the Netherlands while an
asset theory clearly applies where currencies are held for purely
precautionary reasons which would seem to apply to many holders of
Swiss francs iIn recent times, for example. OF course, In many (if
not most) cases currencies will be held for both transactionary and

precautionary motives and so some synthesis Is required.

In fact, proponents of the asset market approach generally
assune, for the sake of simplicity, that there is only one asset
(money) and refer to "‘the monetary view (or more generally an asset
view) of exchange rate determination'. =0 The monetary approach
has been summarized as follows: "'First....exchange rates are best
thought of as relative prices of different national monies....and
are determined primarily by the conditions for equilibrium between
the demands for the stocks of various national monies and the stocks
of these monies available to be held. Second....exchange rates are
strongly influenced by asset holders®™ expectations of the future
behaviour of asset prices'. Go) Thus the monetary approach would
see the major detemminants of exchange rates as national money supplies
and expectations about the future level of the exchange rate (which
are closely related to expectations about the future course of money
supplies); the importance of expectations, iIn particular, is very
strongly stressed by the “monetarists’ and has been used to explain
the erratic movements of exchange rates iIn the 1970"s. A role would

10
also be given In a monetary model to changes in real income-( )

However, the monetary approach has been criticised for taking

too narrow a view of what constitutes '‘financial assets'':
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"'eeee_there iIs hardly any theoretical presumption that

shifts In the market for money are “more Important®

(for the exchange rate and/or the balance of payments)

than shifts in the markets for interest-bearing financial

assets. Bnpirical evidence In recent years suggests, 1In

fact, that portfolio shifts have often taken place

between earning assets..... rather than just money. Thus

there is hardly any reason to tum an “asset theory® iInto

a monetary theory™...." (4
An 1mportant implication of such criticisn iIs that more general
asset market theories should be preferred which would Indicate a
substantial role for iInterest rates. This criticismn, combined with
the fact that the model developed here contains some variables in-
eluded In asset market models - real income, iInterest rates(lfz) and,
most important, speculative or expectations variables - perhaps
constitutes a good enough reason for not adopting an explicit monetary

approach in the present Study.

In any case the monetary approach incorporates the PPP concept
in a number of ways. Most fundamentally, It actually accepts the
relationsip embodied In the PPP hypothesis, but interprets it as an
equilibrium relationship between two endogenous variables with no
causality implied; i1t iIs a "'shortcut” with both variables principally
determined by variations In money supplies. Secondly, it should be
observed that acceptance of the primacy of the asset market theory
in the determination of exchange rates in the short run IS not nec-
essarily incompatible with acceptance of PPP iIn the long run:

"As to the evolution of the exchange rate In the longer

run, however, the asset-market view is fully consistent

with the traditional view that 1t is essentially determined

by the purchasing power of the currency iIn the goods markets.

The long-run adjustment comes through arbitrage in the goods

markets and, as already noted, through the influence of long-

run expectations. Deviations of the exchange rate from its
PPP value will be self-correcting in the long run..."" (*9)
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Hownever, In the present study, It is the short run that is
important but even here, although "...explicit price effects....
are sometimes dispensed with altogether', VY this is apparently
not true at other times since It iIs sometimes argued that ''...one
aspect of the return to foreign currency holding is the purchasing
power It currently affords over goods produced in the issuing

N Cied)

country. .. which would seem to imply some role for relative

prices.

Furthermore, iIn the context of the model used here (developed
in chapter four), there i1s a direct point of contact with the monetary/
asset approach (and possibly the PPP hypothesis) iIn that expectations
are specifically included both here and In monetary models. This would
seem Important:

"The central insight obtained from this.. ./ ionetary/asset/. ...

approach is the recognition that expectations concerning

future exchange rates are among the prime determinants of

current exchange rates'. (U6)
The relationship with PPP comes from recognising the fact that
expectations of exchange rate changes may be related to expectations
about future levels of inflation (although a "monetarist” would pre-
sumably deny this by arguing that, since money supplies determine prices,
it Is expectations about future money supplies that determine exchange
rate expectations) and/or to a belief that PPP holds in the long run.
Moreover, a common proxy for the expected future exchange rate iIn
monetary models - the forward market premiun/discount - is also tried
in the present study (in an adjusted form) for much the same purpose
(although ultimately dummy variables are preferred).

In a sense, all this leads back to the question of when exactly
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the PPP hypothesis ceases to be and becomes something else. The
three major "‘complete' approaches to exchange rate determination
discussed above - the traditional balance of payments view, the PPP
hypothesis and the asset market approach - would appear to have some
similarities. All would seem to accept some relationship between
relative prices and exchange rates (although the monetary approach
would not see it as a causal one): the traditional view would stress
commodity arbitrage, a Casselian PPP hypothesis would accept this but
propose links between prices of traded and non-traded goods and hence
between exchange rates and all prices or else propose that shifts

in the relationship between prices of traded and non-traded goods
were temporary, and a monetary approach, whilst also accepting
commodity arbitrage, would view prices not as the price of output but

as the price of money.

The final equation estimated here could be seen as being based
on either of the first two models: a balance of payments view (which
is how 1t iIs presented in chapter four) In which determinants of
trade (and capital) flows determine a floating exchange rate or an
extended PPP hypothesis, beginning with simple PPP, and then adding
variables to take account of various other factors, both those
identified by Cassel and by others. An explicit monetary approach
will be rejected on the grounds that it is too narrow and also because
it 1s based on a monetarist view of the world which may not have been
valid in the 19306, - whilst a more general asset market approach
1S not pursued because a number of variables which would be included
in such a model are iIncorporated in the extended PPP/balance of pay-
ments framework developed here anyway (most importantly expectations).
Thus, In view of the central importance of the PPP hypothesis In this
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study, the rest of the chapter reviews the problems associated

with 1t and suggests how they might be overcome.

'dD)

The major theoretical objection to the PPP hypothesis is that
It may be subject to some kind of systematic bias. A potential
source of such bias arises from differences in countries’ intemal
price ratics, that iIs the ratio of the prices of traded goods to
those of non-traded goods. Commodity arbitrage is based on
traded goods but PPP is calculated from a more general index which
includes non-traded goods. IT intermal price ratios differ between
countries then a PPP calculation (based on a general index) will make
the currency of a country with relatively lower priced non-traded
goods appear undervalued. An attempt to provide a rationale for
such differences was undertaken by Hagen 9 who argued that the
intermal price ratio 1s a function of per capita incore. This was
based on the observation that in low Income countries cheap labour
i1s readily available whilst non-traded goods are labour intensive;
consequently, the lower per capita incone, the lower the relative
price of non-traded goods and therefore the higher the intermal price
ratio. Unfortunately, this plausible line of reasoning tends to break
domn when 1t iIs recognised that exports of many low Income countries

are, In fact, labour intensive — for example, textiles.

However, even 1T Hagen®s argument is not accepted a plausible
and widely accepted alternative rationale for differences in intemal
price ratios has been provided by Balassa (1960 based on differences

in productivity within and between countries. The argument runs as
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follows: productivity differences between countries tend to be

higher iIn the traded goods sector than in the non-traded goods

sector mainly because there is more scope amongst the type of commo-
dities that are traded — mainly manufacturing and agricultural goods -
for productivity iIncreases than amongst non-traded goods which are
often labour-intensive services. Since wages are related to produc-
tivity then inter-country wage differentials in the traded goods
sector will reflect productivity differentials with wages correspond-

ingly high in high productivity countries. b

According to commodity arbitrage the exchange rate will equate
the prices of traded goods - the "'law of one price" - but this does
not apply to non-traded goods. If iInter-country productivity
differences between traded and non-traded goods were the same or,
failing this, if prices of non-traded goods mainly reflected product-
ivity differences alone this would not matter, but the former is not
the case and neither is the latter (for a number of reasons including
the use of some traded goods as inputs for non-traded goods, competitive
bidding for factors of production and, mainly, because of the tendency
for wages to be equalised within countries). Consequently the prices
of non-traded goods tend to be higher iIn high-productivity countries
and there iIs a systematic bias iIn intemal price ratios and so a bias
in PPP:

"The greater are productivity differentials In the production

of traded goods between two countries, the larger will be

differences In wages and in the prices of services and,

correspondingly, the greater will be the gap between pur-
chasing-power parity and the equilibrium exchange rate'. (B2)
IT per capita income levels are taken as representative of productivity

levels which does not seem unreasonable since a country is likely to
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have a higher per capita income precisely because of higher
productivity - then the bias can be expressed as follows: the
ratio of PPP to the exchange rate is an increasing function of
income levels. Balassa then went on to provide an empirical veri-

fication of hi6 hypothesis.

Although Balassa®s reasoning has become fairly widely accepted,
his results have been strongly criticised on both theoretical and
empirical grounds, principally by Officer (197¥»1976a,1976b). The
first theoretical criticism relates to the implicit assumption, made
by Balassa, that the impact of a given increase in productivity on the
internal price ratio is the same for all countries. @3  specifically,
Officer suggests that 1T this mmpact is inversely related to levels
of productivity amongst countries then converging intermal price
levels and diverging productivity levels are quite compatible
(although no good reason why such an inverse relationship should
actually exist is given). A second, more convincing, theoretical
criticisn relates to the fact that Balassa ignores quality differences
INn consumer services amongst countries. (54)

Officer begins his empirical attack by arguing that tests of
the Balassa hypothesis have produced rather mixed results and an
examination of the evidence would seem to bear this out: Delahaut
and Kirschen™' and Balassa, himself, iIn a later article (1973)»
support his conclusion whilst Clague and Tanzi (1972) found the
Balassa hypothesis holds for OECD countries but not Latin Arerican
countries, and Grunwald and Salazar-Carrillo ®® supported this latter
conclusion; whilst failure of the Balassa hypothesis to hold for
developing countries iIs not surprising, De Vries (1968) using a

sanple of sixty-two countries (including both developed and developing),



- 33 -

found no support for the hypothesis either. In the light of this,
Officer (197%» 1976b) sets out to rigorously test the Balassa
hypothesis. He begins by criticising the methodology of earlier
studies (especially that of Balassa himself), iIn particular Balassa®s
use of only one variable - GNP per capita - to proxy productivity

and also his use of the current exchange rate as an approximation for
the equilibrium (PPP) rate; in addition, there are numerous other,
le6s 1mportant criticisms. Officer then tests the Balassa hypothesis
(including re-running Balassa®s original tests) using his improved
methodology and finds no support for productivity bias iIn absolute

PPP and virtually none for bias in relative PPP.

In the present context, the presence of productivity bias (f
It does exist) would not seem likely to cause any problems conceptually
as a suitable variable to allow for i1t can easily be incorporated into
the eclectic approach adopted here. However, at the empirical level
there are problems in that even the simplest proxy for productivity,
and one much criticised by Officer, GNP per capita, is not available
for the period under examination. In fact, national income iIs included
(for other reasons) in the model and a proxy (based on employment data)
has had to be found. Consequently, whilst productivity bias is allowed
for In that a GNP proxy is one of the iIndependent variables in the model
It must be accepted that 1t Is a poor proxy for productivity and com-
pletely lacks sophistication In this context.

A completely different, but probably more fundamental theoretical
criticism of PPP (which cannot be sidestepped by simply adding another
variable) should also be discussed before moving on to examine the
practical problems of applying the hypothesis; this is, what might be

called, the 'reverse—causation’” argument which states that exchange



rates determine prices rather than the other way round. If this
IS true then as Yeager notes:

. ...the statistical evidence In apparent support of

purchasing power parity loses force If exchange rates

determine rather than reflect the price levels used In

the calculations'. (8)
In fact 1t is Yeager who provides the most extensive arguments in
defence of prices to exchange rates causation. His major argument
i1s very simple: 1f exchange rate changes lead to changes iIn the prices
of some goods then unless domestic money supply changes, other prices
must move iIn the opposite direction because In the absence of a
permissive monetary policy (or short run changes in velocity) the
overall price level cannot change. To support his argument Yeager
invokes an adaptation of the quantity theory of money. €D

In practice a permissive money supply iIs quite possible but
then the fact that causation runs from exchange rates to prices is
"due not to inexorable linkages but to policy". Yeager then goes
on to attack the general presumption that devaluation and depreciation
must be inflationary: iIf devaluation (depreciation) simply replaces
trade controls which forced the balance of payments into equilibrium
(by artificially raising prices) then the net effect on the price

®D some evidence to support

level i1s not necessarily inflationary.
reverse causation iIs provided by Frenkel (1978) who argues that,
insofar as there iIs any causation between the two variables, It runs
fron exchange rates. However, closer examination of his choice of
price Indices throws some doubt on this conclusion since two out of
the three - wholesale prices and material prices - are heavily biased
towards traded goods and thus composed chiefly of prices govermed by

exchange rates with the prices which undergo compensatory opposite



changes tending to be left out.

In fact« the relationship between devaluation (or depreciation)
and inflation has been widely discussed iIn another context« namely
the debate over the relative merits of fixed and floating exchange
rates. The assertion that floating exchange rates (or more correctly
depreciating exchange rates) are inflationary has been expounded at
great length by proponents of fixed exchange rate systems. (62) What
IS iInteresting, and perhaps very relevant with regard to the question
as to whether prices determine exchange rates or vice versa, iIs the
uni-directional nature of the argument. The logically converse argument,
that just as depreciation causes prices to rise so appreciation causes
prices to fall, whose acceptance is not critical for the fixed versus
floating exchange rate debate, but iIs Important as far as causation

IS concermed, attracts much less attention and support.

Nevertheless, there seems little doubt that causation between
prices and exchange rates runs both ways to some extent, but the
question as to which dominates may have different answers at different
times. Whilst iIn present day Britain, trade unions can be relied on
to make sure that any depreciation of the pound does influence prices,
it 1s far from clear that this was true in Britain, North Armerica and
the gold bloc iIn the 1930*s; the sanctions of mass unemployment were
probably much stronger then than they are now. Indeed there is some
contemporary evidence which rejects the hypothesis that devaluation
led to inflation. In addition, to the extent that trade was
subject to high levels of protection, the Yeager/Sohmen argument
(discussed above) may come into play; certainly In one case (Belgium),
the level of protection was reduced following devaluation iIn an attempt

to discourage retaliation. In the light of all this, the view
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adopted in the present study, that causation ran from prices to

exchange rates does not appear entirely unreasonable.

There is, however, a third view adopted by Frenkel (1978)
(and already referred to in the discussion of the asset market
approach) who argues that there is no causation between prices and
exchange rates, but, instead, interprets PPP as an equilibrium rela-
tionship between two endogenous variables. Frenkel then goes on to
provide a theoretical argument to explain his findings that exchange
rates appear to determine prices rather than vice versa (criticised
above) in terms of differential speeds of adjustment: adjustment is
faster in asset markets than in commodity markets and consequently
exchange rates are influenced more quickly than prices by the third
factors which determine them both, and therefore causality appears

to run from exchange rates to prices.

IT this iIs accepted then "reverse causality” is no longer a
problem since money (supply), not prices, is the truly exogenous
variable and this can be introduced to replace prices as the major
independent variable iIn the exchange rate equation. Even if this were
theoretically acceptable, and much of the argument presented here suggests
that it is not, there are technical problems in terms of finding appro-
priate data for the 1930"s. Data on currency in circulation and, 1iIn
some cases, demand deposits, are available (in the League of Nations
Monthly Bulletin) but their reliability and completeness as a measure
of the "money supply' is dubious for many countries and both Hudgins
(1973) and Oxmun (1976) obtained poor results when they made use of
this data. Moreover, given the central role in the present study of

the PPP hypothesis (which has been acceptable in some form to many

(page 36A follows)
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economists, for reasons already indicated), to exclude relative

prices as a dependent variable rather defeats tbe object; indeed it
actually prejudges the issue in favour of PPP since a starting point

of the models of Frenkel and others is that PPP holds as an equilibrium

relationship between two endogenous variables.

Ultimately, of course, the question of price-exchange rate
causality may well be an empirical one since there are logical and
theoretical bases for causation running both ways and what is important
is which variable is dominant (assuming that the endogeneity argument
is rejected along with the monetary approach). It would have been
possible, at this stage, to actually test for causality using the
methodology developed by Sims (1972) and Pierce (1977). Causality
testing is a relatively recent development in econometrics and much
of the empirical work has examined the relationship between money and
income. 6 However, there have also been several historical applications
of the methodology, by Brillembourg and Khan (1979), Eichengreen (1980),
Hatton, Lyons and Satchell (1981) and Frenkel (1978), although only the
latter is of direct relevance, since it specifically examines the exchange
rate-price relationship in 1921-25. Unfortunately, Frenkel presents only
his conclusions and not a detailed account of his tests (because the
sub-section concerned only constitutes a small part of a much broader
paper). Nevertheless, it should be acknowledged that his results
indicated that causation seemed to run from exchange rates to prices
(although his choice of price indices can be and has been criticised
above). This conclusion is discouraging (from the point of view of
the present study) and more pessimism is generated by the empirical
work of Major (1979) who examined the 1971-78 period and found no evidence

of a causal relationship between prices and exchange rates.

(page 36B follows)
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However, whether or not conclusions based on these results
can command any general acceptance is debateable since the extent
to which any degree of confidence can be placed in the "science"™ of
causality testing is rather dubious. There is an initial problem of
providing a suitable definition of causality in either a philosophical
or operationally useful sense. The usual approach adopted is
that of Granger who defined causality in terms of predictability:
X "causes™ Y if present Y can be better predicted by using past
values of X than by not doing so (with all other available information,
such as past values of X, also taken into account in either case). More-
over, even if this is accepted, and it may not be, then the statistical
tests for "Granger causality' have, in their turn, also been controversial.
The two types of test developed, by Sims (1972) and Pierce ((1977) using
regression and cross-correlation methods respectively, have beer, heavily
criticised in terms of both their validity as tests of causality anc
the difficulties involved in their implementation. Consequently,
scepticism about causality testing is widespread and it has not been

adopted as a general practice.

OFf course, it remains desirable in principle to test initially
for causality, particularly for the exchange rate-price relationship

examined here, but also more generally because of the force of the

(64E)

argument that 'correlation does not imply causation. However,

in eschewing the use of causality tests in the present study, it might

be argued, at the one level, that such an approach is following (extremely)
well trodden ground in empirical work and, at another (more fundamental)
level, that the controversy surrounding such tests, along with the

difficulties in definition, interpretation and implementation, mean

that the results generated may well be so conditional (in definitional

(page 36C follows)
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and technical senses) as to be worthless or may quite likely be simply
inconclusive. As one study observes:

"It has, in fact, become a common feature of causality

testing that no causality is found". (64F)
Consequently, since evidence of causation would be generated by a
dubious methodology and lack of such evidence may indicate more about

this methodology itself rather than causality, it seems probable that

causality testing can be rejected without undue concern.

In any case, the specific question of the direction of causation
between exchange rates and prices loses some importance in the present
study to the extent that the hypothesis being tested is whether exchange
rates were determined by 'economic fundamentals™ in the 1930"s, only
one of which was relative prices. Furthermore, even if there is really
an equilibrium rather than a causal relationship between relative prices
and exchange rates (as the monetary approach argues), provided that
there is some correlation between the two then this would indicate
that this equilibrium "held" in the 1930"s and hence indirectly suggest
that exchange rates (and relative prices) were not subject to erratic

movements but were determined by the

continued over/
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exogenous economic variables. Such a conclusion would be sufficient
to question the hypothesis that exchange rates were determined by
erratic speculative forces In the 1930"s (which is principally

what is being examined).

Finally, whilst 1t iIs true that In most cases depreciation and
rising prices occurred more or less simultaneously iIn the 1930°s, the
former can arguably be better viewed as permitting the latter rather
than causing them. Specifically, 1f a policy of deflation was
required to maintain the gold standard parities in the gold bloc
countries, then 1t follows that iIf prices had not been held back the
gold bloc exchange rates could not have been maintained and would have
been depreciated; hence price levels determined exchange rates. Once
the decision to abandon the gold standard was taken in these countries
prices were alloved to rise. However, It was not the depreciations
that cause prices to rise but rather the upward pressure on prices
(in the sense of pressure against further deflation) that forced the

exchange rates to be devalued and depreciate.

a)

Having considered the theoretical problems associated with PPP
It Is now necessary to exanine the major empirical problems involved
in testing the hypothesis. In fact these are not exactly the same
for the two versions of the hypothesis: use of relative PPP avoids
some of the problems of the absolute version but creates some new
difficulties of its om. As the present study (like most others)
tests the relative version, the problems peculiar to absolute PPP
can be dealt with fairly briefly. The first of these involves various
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can be dealt with fairly briefly. The first of these iInvolves various
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index number problems. In practice these are usually minimized by
using a Fisher ideal index but, In fact, as far as relative PPP is
concermed, such problems are not relevant since 1t Is changes iIn
prices that are being considered and therefore there is no reason
why using indices with different goods and different weights for
different countries should lead to problems provided the method of
constructing the index does not change iIn the period under considera-

tion.

The two other problems which are normally associated with absolute
PPP, although when expressed In terms of changes are equally applicable
to relative PPP, iInvolve distortions created by transport costs and
trade controls. These have already been discussed iIn theoretical
terms and are well known: If transport costs are higher In one direc-
tion than another or a country has higher tariffs than others then
this would create deviations from PPP. In an empirical situation,
such deviations would have to be alloned for. However, to the extent
that these two variables remain at the same level as they were In the
base period, they can be ignored iIn tests of relative PPP In much the
sare way as index number problems but, on the other hand, i1f they do
change then they will cause distortions. In a test of relative PPP
over a period of only eight years, the assumption that deviations
caused by changes in transport costs can be ignored, does not seem
too objectionable, especially as their importance even in tests of absolute
PPP is likely to be minimal (except In extreme cases). Unfortu-
nately, this is not true of trade controls which certainly did change,
in fact, dramatically so. The empirical implications of this (ad
attempts to deal with i1t) are taken up in chapter four below
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Thus, with one notable exception, the problems associated
with absolute PPP can be ignored in the present study. However,
this 6till leaves one major problem associated with both versions
of PPP - the choice of price index - and another, associated solely
with relative PPP, namely the choice of base period, which obviously

do have to be considered In some detail.

Taking the latter problem first, the base period should be one
in which the exchange rate 16 at 1ts long run equilibrium - that is
when absolute PPP holds:

"Using a base period for which this was not the case can

cause serious problems of interpretation in empirical

studies. A finding that the change iIn the exchange rate

between two periods was only a fraction of the relative

change iIn the price levels of two countries could constitute
positive evidence of a dynamic movement towards purchasing
power parity It the base period exchange rate was not equal

to 1ts PPP equivalent. On the other hand, If the results

showed the exchange rate offsetting perfectly movements in

the price levels we might wrongly infer that PPP was being
maintained when iIn fact slow adjustments were keeping the

exchange rate away from 1ts PPP path. (66)

It 1s also preferable for the base period to be fairly close to
the current period; how close i1s "fairly” iIs, of course, a matter
of judgement but the greater the time span between base and current
period the more likely are trade restrictions, transport costs,
productivity levels and any other potential sources of bias to have
changed. (Yeager talks of the "attenuated meaningfulness of price

level comparisons over long spans of tirre"-(67%)

This may provide the source of the first major problem In that
these two criteria - an equilibrium and recent base period - may conflict
the most recent period in which the exchange rate was at an equilibrium
level may be some time past. This means that iIn taking a rather distant
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base period the PPP calculation becomes prey to all the various
biases mentioned above. This Is Yeager®s "ancient history" argument:

"What may have happened in the years since the base

period iIs hardly more than ancient history with respect

to forces currently determining the exchange rate. (63)

Nevertheless, i1t remains relatively easy to define conceptually
what a base period should be. However, actually choosing one em-
pirically is a rather different matter. In a sense, the ability to
choose correctly a base period actually precludes the need for relative
PPP in that a correct choice implies that we know how to recognise
whether actual and equilibrium exchange rates are diverging so why
bother to calculate PPP to work out something we already know? OF
course, iIn reality, the closest we are likely to be able to get to
identifying an equilibrium base period iIs an approximation where the
actual and equilibrium exchange rates did not diverge too much. Given
this, three possible approaches could be suggested as practical methods
of selecting a base period for empirical work: first, several different
base periods could be tried and a kind of sensitivity analysis could
be applied to see If this made much difference to the results but this
IS rather messy and in any case we still need criteria for deciding
which periods qualify as potential bases; also, 1f we find that the
different bases all generate similar results does this mean that they
are all suirtable base periods or that they are all unsuitable?

A second method is suggested by Officer who is highly critical
of the arbitrary way In which most researchers choose their base period:

'...the rationale of selecting a period in which the exchange
rate 1s In long rim equilibrium iIs generally ignored. In
particular, no researcher has used balance of payments data
(or apparently any quantitative data) to determine an optimal
base period’. (69)



The possibility is taken up and discussed by Artus:

""Such an i1dentification ~of an appropriate base period/7
cam possibly be made by looking at the current balance.
IT the current balance was at a "satisfactory” level
given the relative cyclical position of the country, the
existence of other temporary factors, and account being
taken of possible lagged effects of past relative price
changes which are still iIn the pipeline, then, perhaps, the
actual rate was close to the ~equilibrivi® rate”. (70)

This 1s conceptually a very appealing approach and is further dis-

cussed below.

A third method of choosing the base period has been suggested
by Genberg:

"By making the assumption, admittedly not unobjectionable,

that PPP holds on the average during the particular sample

period, 1 could let a constant term determine the appropriate

oase period”. (71)
This is superficially appealing In that the base period is indeed a
period rather them a single year or (at best) a few years; by, In a
sense, relying on the law of averages, this method also has the
advantage of avoiding the possibility of being completely wrong,
inherent when a base year is chosen arbitrarily. Unfortunately, as
Genberg himself points out, this method i1s 'not unobjectionable™
especially 1T the period under consideration is a fairly turbulent
one or contains a large sub-period clearly characterised by dis-
equilibrium exchange rates. However, this remains an empirically

easy approach, although the Officer balance of payments method is
perhaps the most appealing.

Unfortunately, the latter may be difficult to apply In practice.
Even adopting Artus®™ (1978) suggestion and concentrating solely on the

current account, there iIs an immediate practical problem relating to



whether or not the base year, for the pound-dollar exchange rate,

for example, should be chosen with reference to current account
dealings between Britain and the U.S.A. only. If i1t is, then power-
ful third country influences which may have pulled the pound-dollar
rate anay from i1ts equilibrium (PPP) value are ignored; if It iIs not,
and the complete current account of each country iIs examined, then it
may be that the years iIn which the British current account was
"satisfactory” (ad which therefore qualify as suitable base periods)
do not coincide with those suggested by examining the U.S. current

account.

There i1s also, In the context of the present study which adopts
an extended PPP (or total balance of payments) approach, a more funda-
mental criticism which also applies to Artus®™ suggestion, referred to
above (that the equilibrium period can be defined with reference to a
""satisfactory” current account). This relates to the contention that
the equilibrium exchange rate should not be calculated solely with
reference to relative prices alone (or the current account only) but
to all the "fundamental™ economic variables that determine exchange
rates (or the balance of payments as a whole). Use of the current
account only may be acceptable i1f a pure PPP hypothesis iIs to be
tested but, In an extended version, equilibrium not only depends on
relative prices but also relative incones and, iIf the capital account

IS Incorporated, interest rate differentials and various other variables.

Thus, the contention that a particular period is unacceptable
as a base period because the exchange rate was not at i1ts equilibrium
level In terms of relative prices, IS Inappropriate in an extended
PPP approach If such deviation was justified by the levels of the
variablesused to "'extend” the PPP hypothesis. Consequently, the widely
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held belief that the pound was overvalued iIn the late 1920"s('? may
not necessarily preclude the use of this period as a base In the
present study, as in total balance of payments terms (allowing for
the Influences of non-price, '“fundamental’ economic variables) the

pound may, In fact, have been in equilibrium.

An examination of the British balance of payments in the
1927-30 period, 73) during which the pound was allegedly overvalued
bears this out. The large trade deficit (over £350m. each year) may
seem to reflect overvaluation in simple PPP terms but the current
account, as a whole, was iIn surplus (over £100m. except for 1930)
presumably thereby reflecting undervaluation. However, if a total
balance of payments view were taken then this would involve looking
at the capital account also. The net position on current plus capital
account is reflected in gold movements, which were never more than
£15.2n., indicating approximate equilibriun in all four years. A
basic balance approach would involve treating short term capital as
accommodating and concentrating on the current account plus long term
capital only which would indicate a balance of payments position of
-£35.9m. In 1928, +£12.0m. In 1929 and -£11.6m. in 1930. (Data on
short term capital was not available for 1927)» This would suggest
that either 1929 or 1930 are most suitable as base years for extended
PPP calculations against the pound, although in the light of the
arguments in the previous paragraph, this is only really true for
the pound®s effective exchange rate and not its bi-lateral rates.

Furthermore, the contention that the British balance of payments
was In equilibrium ha6, In fact, been strongly made elsewhere:



"IT. .. _.balance-of-payments equilibrium were the sole

criterion of the equilibrium rate of exchange, there

might be little justification for regarding the pound

sterling In the years 1925-30 as overvalued. For there

was little sign of disequilibrium In the British balance

of payments. The Bank of England®s gold reserve remained,

on balance, practically constant during those six years..." (74)

Moreover, the same author goes on:

"IT we apply our definition of the equilibrium rate literally,
the pound cannot be said to have been overvalued. The British
balance of payments was kept in equilibrium, however, only at
the cost of depressed condrtions at home compared with conditions
in the outside world”. (75)
Thus although the pound may have been overvalued in a "‘pure’” PPP
sense, ITf allowance iIs made for other economic fundamentals, particu-
larly relative incomes, It iIs possible to argue that the pound was at

an equilibrium level In a total balance of payments sense. (76)

Additional and perhaps more useful evidence (since i1t applies
to five of the seven currencies in the present study and not just the
pound) is provided by Gaillot (1970). He attempts to calculate whether
PPP held over a very long period (1900-04 to 1963-67) for the exchange
rates of seven currencies against the dollar and examines a number of
intermediate periods, including 1927-31, iIn which he finds that the
actual exchange rates of the U.K., Canada, France and Switzerland
were all within six per cent of their PPP rates. @0

Thus, there is reason to believe that the pound, and possibly
some of the other currencies iIn the study, were iIn equilibrium in a
total balance of payments sense iIn the late 1920°s. Furthermore,
identifying a base period in this way does not preclude the simul-
taneous adoption of Genberg®s approach of including a constant. The
The implied assumption of PPP holding on average in the 1930"s may be
a heroic one but is not totally without foundation as, for example.
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contemporary calculations of simple PPP of the major currencies
identified periods of both over and undervaluation of the pound

and the dollar. () In addition using two methods of determining
the base year - and equilibrium balance of payments approach and
inclusion of a constant term - make It more acceptable to adopt a
common approach to all the exchange rates examined (Which is what is
actually done), thereby avoiding the conceptually correct, but em-
pirically messy, possibility of having to use different base periods
for different bi-lateral exchange rates.

A more general problem, which applies equally to both absolute
and relative PPP, relates to the choice of type of price iIndex and
many studies would seem to adopt a haphazard approach to this, often
not discussing It at all. A variety of indices have been used - whole-
sale prices, cost of living indices, export prices, unit factor costs,
wages, the GNP deflator and several others. There are two stages in
the choice of iIndex decision: firstly, the question as to whether the
index should be biased towards traded goods, non-traded goods or be
simply a general index and secondly, having chosen the type of index,
what are the advantages and disadvantages of the available indices of
that type?

IT PPP 1s construed as being based solely on commodity arbitrage
then i1t has been argued(79) that there is no reason why the "law of
one price” should apply to non-traded goods - indeed there is a good
reason why 1t should not In the form of the productivity bias argument -
and consequently an Index based on the prices of traded goods iIs what
is required. This line of argurent could be used to justify the wide-
spread use of wholesale price indices in empirical work (although lack

of available altematives may be a much more important reason for this).



- k6 -

Honever, reliance on indices based only on the prices of traded
goods may have its pitfalls; iIn particular, the short run price of
exports may be set more with current competitiveness in mind than
overall domestic cost and price levels, and so their reliability as
indicators or PPP and therefore equilibrium exchange rates may be

very limited.

More fundamentally, even i1t the "'law of one price"” does hold
for tradeables, PPP based on a traded good prices index is simply a
truisn. As Haberler notes:
"_..equality of Intemational prices....1S a necessary
but clearly not a sufficient condition for intermational
equilibriun. Even 1f there exists a large and prolonged
deficit In a country®s balance of payments and hence 1ts
currency Is seriously overvalued, prices of intermationally
traded goods will not, or at least need not, show any devia-
tion from purchasing power par''. (80)
Verification of PPP based solely on price indices of traded goods is
therefore spurious and this was very quickly realised by Keynes who
used this argument to attack the British return to gold in 1925 at
the old parity which, iInsofar as 1t was based on any rational economic
argurent, stemmed from a PPP calculation based on wholesale price indices

(which are heavily weighted with traded goods).

IT one rejects comodity arbitrage as the principal mechanism
linking prices to exchange rates or, perhaps better, accept its role
as far as traded goods are concerned but dismisses the fact that the
law of one price holds as self-evident and therefore trivial, and
instead emphasizes the role of equilibrium In asset markets then a
more general price Index iIs preferred. IT this view iIs taken to Its
logical conclusion and 1t i1s argued that the law of one price is auto-

matic, then what is really required is an index of the prices of non-



traded goods. Hie favourite choice iIs usually some index of wages @D

An altemative rationale, more iIn keeping with the traditions
of commodity-arbitrage PPP, is that In the absence of any biases iIn
the intermal price ratio (hon-traded to traded goods) then a general
price index is preferable since It avoids the criticisn of spurious
verification, allows emphasis to remain on commodity arbitrage and
the asset market approach to be rejected and Is much more in keeping
with Cassel™s omn views since when he wrote about "the intemal
purchasing power against goods"(82) he quite clearly meant all goods:

""'Some people believe that Purchasing Power Parities should

be calculated exclusively on price indices for such

commodities as form the subject of trade between the two

countries. This is a misrepresentation of the theory....

the whole theory of purchasing power parity essentially

refers to the intemal value of the currencies concermed,

and variations in this value can be measured only by general

index figures representing as far as possible the whole mass

of conmodities marketed in the country. (83)

Bnphasis on conmodity arbitrage still remains at the centre,
however, since an essential ingredient of Cassel"s theory iIs that the
prices of traded and non-traded goods are closely related by various
links:

"Actually, the line between domestic and intermationally

traded goods i1s a fuzzy and shifting one. Various domestic

and intermational goods and services are related iIn price,
though not rigidly, by the fact that some are ingredients

of others, by the use of coomon factors of production, and

by direct or indirect substitutability in consumption'. (84)
Thus, If we are to provide a genuine test of PPP - certainly of the
version expounded by Cassel - then a general price index is to be
preferred. In addition, such an index would also be preferred by
exponents of the asset market theory of exchange rate determination

and consequently, its acceptability to both PPP and asset market



theorists make it particularly appropriate for an eclectic approach
of the kind adopted here.

Turming to the specific choice of Index, It remains true that,
in spite of all the above rhetoric, one of the most popular indices,
albert often due simply to availability, has been a wholesale price
index which would normally be regarded as an index of traded goods
prices; consequently, iInitially some examination of such indices
must be made iIn passing if much of the empirical evidence is not to
be ignored. Not surprisingly wholesale price indices (WPI"s) often
perform better than any others, although whether any weight can be
given to the argument that If we are iInterested In simply predicting
exchange rates, rather than testing the PPP hypothesis then WPI®s are
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better practical indicators due to their "higher explanatory power',
and that therefore their use iIs justified, rather depends on one"s
views about the direction of causality between prices and exchange

rates.

Of the iIndices which contain mostly traded goods WPI®s are per-
haps the least objectionable In that they do contain some non-traded
goods. However, they are still heavily biased towards tradeables
largely because they concentrate mainly on comodities; the tendency
to spuriously support PPP is accentuated by the fact that they often
give relatively large weights to primary products (which tend to obey
the "'law of one price'™™) and omit altogether highly differentiated
products (Which do not). There are also statistical difficulties of
comparability due to differences iIn coverage and weighting of national
WPI"s (although this is more a problem for absolute than relative PPP).
Whether or not the OPTICA conclusion - that it is "legitimate, though
not ideal, to consider WPl a useful candidate series for measuring PPP~1



IS acceptable 1s perhaps questionable. Finally, at least one

i has tried indices based completely on traded goods iIn
the shape of indices of export prices which (nhot surprisingly)
performed very well. However, this type of Index provides such a
biased test of PPP that these results can be taken as little more

than the result of efficient coomodity arbitrage.

The most popullar of the more general indices have been consumer
price indices (CPI’s) which,of course, are not subject to the con-
ceptual objections that plague WPI®s although they can be criticised
for lack of comprehensiveness; iIn 1970 private consumption represented
less than two-thirds of GDP i1n most major developed countries. Never-
theless, as far as testing the PPP hypothesis is concerned CPI’s are
without equal iIn practical terms since they are widely available ad
not especially biased towards traded goods. Moreover, criticism of
their lack of comprehensiveness i1s, to some extent, a red herring
since all the available indices sire subject to statistical short-
comings of one sort or another and it 1s rather too easy for a supporter
of a particular index to begin justifying his choice by pointing out

the statistical weaknesses of the alternatives.

However, the index that is most widely recognised as being the
"best’” of the general price indices for PPP purposes is the GNP or
preferably GDP price deflator:

"Of the three "SPI, CP1 and GDP deflato”™ the GDP
implicit deflator has the strongest claim to represent
a general measure of a country’s price level. It is
based on a conceptual framework that assigns an appro-
priate weight to each good, whatever the classification
chosen — as for example, between tradeables and non-
tradeables™. (83)



=" __sthe GDP deflator....is, in the view of some observers,
the most suitable in measuring PPP, because it is the most
broadly based. (89)

"Cassel does not directly i1dentify the kind of general

price level that would be optimal i1n computing PPP,

but the most logical interpretation would be a price

measure of a country®s GDP"'. (90)
In addition the scope of implicit deflators is likely to be very
similar since they are usually based on a common accounting framework
(the UN System of National Accounts). The major difficulty associated
with the GDP deflator is a practical one in the form of 1ts lack of
availability. Even iIn more recent times it is often only available
on an annual basis iIn some countries which may preclude the use of
this rather promising indicator of general price trends. It is for
this reason - especially for pre-World War 2 periods - that CPI"s
are usually the least objectionable of the available general price

indices.

An altermative method of testing PPP Is not to use price indices
per se but to use iIndices of costs because they give a much better
indication of the true underlying level of prices for two main

reasons :

"Arguments In favour of cost over price parity theories....

are outlined as follows. (1) Costs of production are less
subject to adjustment to exchange rate changes than are

prices of traded goods. () Costs exclude the volatile
component of profits and so aure more likely than product
prices to represent long-run prices (for absolute parity)

and to reflect permanent rather than temporary changes iIn
prices upon inflation or deflation (for relative parity)”. (9

However, as Officer goes on to point out, it should be noted that such
arguments ''do not justify a cost parity as such, only Its superiority

in certain respects over a price parity"(gz) and so all the theoretical



"_..the GDP deflator....i1s, In the view of sone observers,
the most suitable i1n measuring PPP, because i1t iIs the most
broadly based. (89)

""Cassel does not directly identify the kind of general

price level that would be optimal i1n computing PPP,

but the most logical interpretation would be a price

measure of a country"s GDP''. (0)
In addition the scope of implicit deflators is likely to be very
similar since they are usually based on a common accounting framework
(the UN System of National Accounts). The major difficulty associated
with the GDP deflator is a practical one In the form of 1ts lack of
availability. Even iIn more recent times it is often only available
on an annual basis In some countries which may preclude the use of
this rather promising indicator of general price trends. It i1s for
this reason - especially for pre-World War 2 periods - that CPI"s
are usually the least objectionable of the available general price

indices.

An alternative method of testing PPP 1s not to use price indices
per se but to use iIndices of costs because they give a much better
indication of the true underlying level of prices for two main
reasons:

"Arguments iIn favour of cost over price parity theories....

are outlined as follows. (1) Costs of production are less

subject to adjustment to exchange rate changes than are

prices of traded goods. (2) Costs exclude the volatile

component of profits and so are more likely than product

prices to represent long-run prices (for absolute parity)

and to reflect permanent rather than temporary changes iIn

prices upon inflation or deflation (for relative parity)”. (9l
However, as Officer goes on to point out, 1t should be noted that such
arguments "'do not justify a cost parity as such, only its superiority

in certain respects over a price parity'(gz) and so all the theoretical



- 51 -

criticisms applying to price parities apply with equal force to

cost parities. Indeed Houthakker has presented a cost parity theory
which reduces to a price parity theory although this has been strongly
criticised on theoretical and other grounds. €S However, there is
one factor In favour of the cost parity approach in that the reverse-
causation argument - that exchange rates determine prices - loses

much of 1ts force when applied to cost levels instead of price levels.

Nevertheless, while It has advantages, the cost parity approach
could be viewed rather negatively as having all the disadvantages of
the price parity approach plus one or two others. In particular the
""cost level” 1s a vague and ambiguous concept and to make It opera-
tional even at a theoretical level several problems have to be dealt
with: for example, a firm’s costs vary with its level of output which
means that an appropriate output level has to be chosen at which to
measure costs and furthermore costs may not even reflect long run
prices if there i1s an element of oligopoly or monopoly in an industry;
at a more practical level the specific firmms and industries to be
included in the cost index have to be chosen and In addition allowance
must be made for differences In long run productivity growth across

countries. (0

Finally, there is the problem of availability of data. The
only factor price that is readily available i1s that of labour and
consequently prices of Intermediate 1nputs, capital services and
raw materials have to be excluded. Frenkel (1978) does try an iIndex
of material prices with some success but this can be criticised on
exactly the sare lines - it excludes everything else; moreover, since
raw materials often consist of primary products which are not differen-
tiated then they are very likely to obey "the law of one price” and



hence provide a biased test of PPP. In any case, reliable indices
of labour costs are not always widely available:

"The use of unit labour costs (ULC) would appear to....

¢be an appropriate choice™... .But again there are

statistical. . _causes for unease; iIn particular the

quality of the available statistics Is suspect. Indirect

labour costs such as pay-roll taxes and unemployment

insurance are largely excluded; for two EC ¢European

Community countries ULC data do not exist at all, while

for four other EC-countries they are not published

nationally”. (%)
Thus use of cost parity either to represent or provide an alternative
for price parity must ultimately be rejected in most cases simply due

to lack of data.

With regard to the present study data deficiencies mean that
use of cost iIndices is simply not possible (with one exception)
and consequently use must be made of whatever price Indices can be
found. In practice GDP deflators are obviously not available erther
for the 1930"s, but fortunately WPI*s and CP1"s usually are, which
at least allows the study to try both a traded good biased index,
based on WPI"s, thereby providing comparability with many other
studies, and a more general index, which provides a much better
test of PPP (although, of course, the study iIs concerned with rather

more than this).

)

This completes the survey of PPP and the problems associated
with its application. Its widespread acceptance and application make
it a useful starting point for any theory of exchange rate determina-

tion. However, its implicit concentration on the current account make
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It necessary to examine other theories and various elements of

these can be usefully drafted on to produce an extended PPP

hypothesis which adopts an eclectic (and more acceptable) view of
exchange rate detemmination. The theoretical and practical problems
associated with PPP are substantial but not completely insurmountable.
Having surveyed the theoretical suspects of exchange rate determination,
the next chapter examines some of the empirical work concentrating
especially on studies which adopt some farm of PPP approach and (or)
deal with past periods of floating exchange rates (particularly the

inter-war period) e
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CHAPTER 3

EMPIRICAL STUDIES OF EXCHANGE RATE

DETERMINATION

®

The widespread adoption of floating exchange rates iIn the
1970"s has led to a growth of interest iIn the performance of floating
rates and has consequently generated a large number of empirical
studies. Clearly 1t is not possible to survey all the literature
nor iIs It necessarily desirable to do so since In many cases the objec-
tives differ to those of the present study - for example, an author
may be seeking to provide evidence to support or discredit a particular
theoretical approach - or the period being examined may not be partic-
ularly relevant In the context of the 1930"s. In connection with the
latter point, an observation made by Yeager (1969) is perhaps iIn-

structive:

. .Wwe must beware of excessive generalization about the
lessons of historical experience with fluctuating exchanges.
Superficially similar experiences may be fundamentally
different, even though iIn waye usually unappreciated and
requiring detailed, episodic study. When tempted to draw
lessons from experience we should make sure we understand
Just what the experience was of'. ()

The present study does not seek to test any particular theory iIn
the normal sense - i1t IS not concermed with providing support (or lack
of 1t) for a pure PPP hypothesis or an asset market (or monetary)
approach, but instead It attempts to be eclectic because the focus of

interest is really on two rather basic (or even crude) and connected
questions. Firstly, to what extent were exchange rates ''stable™ iIn
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the 1930"s In the sense of being determined by "‘economic fundamentals'
and secondly, to what extent were they "‘unstable™ In that they
deviated from the equilibrium path indicated by these "‘economic fund-
arentals'; this second question Involves the question of the importance
of destabilising speculation. Consequently the studies to be examined
will be those that address themselves to these problems.

Returning to the question of the relevance of the performance
of exchange rates during different historical periods, there are
basically four periods In which exchange rates have floated and hence
which have provided data for examining the determinants and stability
of floating exchange rates: firstly, there are a few studies of the
pre-World War 1 years although these are obviously hampered by data
deficiencies; secondly, the inter-war years (particularly the early
1920"s) have attracted some iInterest; a third period Is the 1950°s
during which the Canadian dollar was floating (arguably providing the
only example of floating during a "normal” period); finally, the
adoption of floating rates In the 1970"s has obviously led to a large

number of studies which examine the current period.

It 1s conventional to talk in terms of drawing from historical
experience to shed light on contemporary events. In the present context
It iIs rather the other way round iIn that part of what follows involves
examining contemporary experience with a view to deciding whether this
can shed any light on events in the 1930"s. However, mindful of
Yeager®s comments (@bowe), it is proposed to only briefly suney the
experiences of the 1970°s, the 1950"s and the pre-191" period and
concentrate mainly on the empirical evidence relating to the inter-

war period.



- 61 -
an

In this section the empirical evidence relating to the pre-
World War 1 period, the 1950"s and the 1970°s will be briefly dis-
cussed. Empirical studies of the nineteenth century experience of
Tloating exchange rates are scant although such periods did exist,
despite the widespread portrayal of this century as the heyday of the
gold standard (and fixed exchange rates). The two main episodes which
have been examined are the American '‘greenback’™ period (1861-79) during
which the U.S.A. was effectively on an inconvertible paper standard
with a floating exchange rate - the "'gold dollar" remained at par but
the greenback price of gold fluctuated - and the floats of the currencies
of Austria-Hungary and Russia (1879-91)»

The latter were examined by Yeager (1969). A PPP calculation
suggested that the (Austrian) guilden was strongly related to relative
prices and although i1t was occasionally subject to non-economic factors
(including "a weak psychological connection....with the price of silver"(z)
and fears of war), It was, on balance, remarkably stable (arguably more
so them the Canadian dollar in the 1950"s). An important reason for
this was arbitrage in intemational securities.There iIs no
suitable price Index for Russia and so a PPP calculation is ruled
out but i1t is clear that the ruble fluctuated much more than the
guilden. However, according to Yeager, this was due to '‘the ruble’s
greater sensitivity....to the psychological magnification of real In-

Tluences™ €k

including mistrust of official Russian policy (fear of
inflation) and the greater likelihood of Russiem involvement in wars
and he concludes that "...the foregoing points suggest...that’.e=the

instability of the ruble does not necessarily show that destabilising
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speculation ordinarily prevailed in the foreign exchange market". ®

There are (at least) two relevant studies of the American
""greenback’ period, one relating to the whole period and the other
to a specific incident (the gold crisis of 1869), which is often
cited as an example of destabilising speculation. The former study
forms chapter two of Friedman and Schwartz (196?) and deals with wider
issues, but in the present context, the examination of the PPP rela-
tionship In the 1861-79 period and the discussion of deviations from
PPP iIs instructive (pp-61-78). Basically their data suggest that the
greenback dollar broadly followed its PPP path throughout the period
but was (approximately) 20 per cent undervalued iIn the 1861-64 period
and 10 per cent overvalued in 1865-71 although it was very close to

its PPP level In 1873-79%

Nevertheless, these discrepancies do not necessarily fumish
evidence of destabilising speculation. In the 1861-64 period specu-
lation (a capital inflow) limited the depreciation and, as after the
Civil War the exchange rate did appreciate, "‘the speculators were
ultimately correct and their speculation In retrospect was “stabilising™'.™
Moreover, although Friedman and Schwartz do not go this far, the con-
tinued capital inflow In 1865-71, which caused the greenback to be
worth more than its PPP value, could also be interpreted as ''stabilising’’
speculation to the extent that, because the greenback was appreciating
(in PPP terms), the capital inflow could be construed as speculators
speeding up the adjustment process.

Wimmer (1975) examined the gold crisis of 18695 this involved
an attempt to artificially lowver the value of the greenback which
ultimately backfired and led to the original "Black Friday”, (24th Sept.,
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1869)» a day In which the value of the greenback fluctuated widely.
Winurer criticises the traditional view that this provides a good
exanple of the "evil consequences™ of floating exchange rates, and
argues that such interpretations are due to "inadequate economic
analysis and lack of empirical examination'. ) Indeed, he goes

much further and claims that the opposite iIs true. Forcing the price
of the greenback away from its equilibriun level was only made possible,
in fact, by very large purchases of gold dollars and "required the
strong suspicion among private speculators of govermment complicity’'. (8)
Furthermore, once the "mistake’ was realised, "‘the market returmed to
its previous price and stability with amazing speed”. @  Thus, this

is more an example of stabilising rather than destabilising speculation.

Tuming to the 1950"s the float of the Canadian dollar is
widely documented and is well-known as a good example of how a floating
exchange rate can be stable and quite free of destabilising speculation.
It is particularly instructive in that i1t is the only example of floating
which cannot be said to have taken place against a backdrop of uncer-
tainty and intemational disorder. The conclusion that the Canadian
exchange rate was stable is all the stronger because it iIs reached by
different authors via different routes. Khomberg (1960) (196*0 uses
a full scale model and ultimately concludes:

"The model presented iIn this paper confirms the view that

in an otherwise stable economic environment unrestricted

capital movements need not be feared as a source of iIn-

stability”. (1)
Others estimate a single equation to show that capital flowed In
when the dollar depreciated and out when It appreciated thereby
stabilising it @a?) Two other points are of iInterest: firstly, the
importance of interest rates In determining the Canadian exchange



rate 1® - these will be included in the model here - and secondly,
the fact that i1t was private short term capital that stabilised
the exchange rate not official iIntervention which was of secondary
importance, (1Y) although it did tend to stabilise the rate (until
1961).

Thus the Canadian dollar in the 1950°s provides a good example
of a floating but stable exchange rate which was not subject to de-
stabilising speculation. Before leaving the Canadian dollar an obvious
question must be dealt with: 1f the Canadian float was so successful
then why was it abandoned In 1961? The answer would seem to lie iIn
the monetary policy of the Canadian govermment. In late 1960 the
govermment engineered a depreciation in an attempt to reduce unem-
ployment and the main reason why the floating rate was abandoned was
because this depreciation got out of control. Basically it was not
floating the exchange rate that caused the problems but the Canadian
government™s monetary policy and 1ts attempt to manipulate the exchange
rate:

"The speculation and crises and altermation of heavy

gains and losses of external reserves....In the 11 months

before adoption of the new fixed paritg occurred under a
regime of officially manipulated flexible rates, not of

free rates”. (15)
It Is iInteresting to note that Tsiang iIn his study of exchange rates
in the early 1920”s comes to essentially the same conclusion about the
franc:

"Thus the instability of the French frame from 1923 to

1926 was the result of an extremely elastic money supply,

which would have caused great instability iIn the econony

whether the exchange rate was freely fluctuating or
controlled”. (16)
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Conseguently, the ultimate return of the Canadian dollar to a
Tixed value did not reflect failure of the float but rather the
govermment®s inept monetary policy*

Before briefly examining the 1970"s, reference should be
made to two other relevant episodes which have been documented to
a lesser extent than those discussed so far. Ford (1958), iIn a study
mainly concermed with balance of payments adjustment, does not appear
to have considered that the Argentinian peso was subject to destabilising
speculation In the 1885-190u period and in a detailed study of the
Peruvian float (1950-5*0 Tsiang concludes:

"From. .. "j9507» =—to the end of 1952....the exchange rate

.--was remarkably stable...In 1953, however the...rate

depreciated by 28 per cent.. .;/ut7. e=Exchange rate stability

was restored In 195%5»»»»'' (17)
Thus the Peruvian exchange rate appears to have been stable in four
of its five year float and, iIn fact, Its depreciation In 1953 does
not appear to have been associated with speculative factors eirther:

""Such evidence as is available....indicates that, on the

whole, speculative capital movements during 1953 were on

balance not destabilising”. (18)

The general conclusion with regard to the 1970%s would seem to
be that exchange rate movements have been rather more erratic than
might have been expected, particularly in the light of the large volume
of academic support for theilr adoption. This was the conclusion reached
by a study of the first two years of the 1970"s float(lg) and subsequent
events have tended to reinforce this view. Whether this constitutes
evidence of an inherent tendency to "instability’” is perhaps debate-
able. That the float began from a position of disequilibrium is
axiomatic; It constitutes one of the main reasons why the fixed exchange
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rate system that preceded it collapsed. Proponents of fixed exchange
rates would nevertheless iInterpret this as history repeating itself
and floating rates being proved "‘unstable” once again but an al-
temative view of how history has repeated itself is put forward

by Yeager who argues that the criticisms of the performance of
floating rates "are further examples of something drearily familiar
in monetary history: floating exchange rates, left on the scene after
fixed rates have broken dowmn, are routinely blamed for the economic
disorders that had caused the breakdom and to which the fixed rates
had themselves contributed.

Furthermore, there have been a number of important shocks to
the economic system, particularly the oil price increases and, In the
British context, the impact of North Sea oil. Much can be made of
these factors:

"floating exchange rates functioned In an environment

in which fixed rates had broken dom and could not have

been soon restored. The world oil situation brought what

has been called "the biggest intermational financial crisis

since the 1930"s"and the largest structural shift in inter-

national payments since the German reparation problem after

World War 1. (21
The 1970%s is also clearly not a period of freely floating rates.
Widespread official intervention (and temporary pegging), the remants
of Bretton Woods and the existence of one-way speculative options In the
European ''snake™ have added to the difficulties. To some extent, there-
fore one is justified In concluding that floating rates could not have

been expected to be ''stable” iIn the 1970"s.

However, one can go rather further than this, and argue that,
in spite of wide fluctuations, exchange rates have shown some tendency
to be Influenced by "‘economic fundamentals''. In particular high inflation
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countries have tended to have weak currencies (Britain, Italy)

whille low inflation economies have tended to have strong ones

(Germany, Switzerland); in addition, the role of iInterest rates as

an important influence has been apparent, most recently in the context
of the strong U.S. dollar in 1981. More formally, a simple monthly
model of the pound-dollar exchange rate estimated for the September,
1975 to June, 1980 period found that British and American (consumer)
prices and the iInterest rate differential were significant determinants
of the exchange rate and, iIn fact, predicted a depreciation of the
pound in 1981 (@lthough not to the extent that actually occurred). (22)
Other studies, which have examined PPP iIn the post-war period and have
extended as far as 1975» have also produced some support for the
hypothesis that exchange rates and prices are related (although the
purposes of these studies has not been to examine stability of exchange

rateS).(«>

Finally, a certain amount of empirical work on the 1970°s has
gone into exploring the so-called monetary approach to the exchange
rate (which cam be seen as an asset market approach in which the main
asset I1s money). To the extent that these studies are principally
concermed with providing evidence to support the monetary approach,
they are of less interest iIn the present context. However, given that
they explicitly use the PPP hypothesis as one of their "building blocks"(z*0
and that the exchange rate iIs expressed as a function of relative money
supplies, iInterest rate differentials and levels of real income, ®)
the apparent success of these models In empirical tests can be con-
strued to some extent, as providing further evidence of the iImportance

of "economic fundamentals™ iIn exchange rate determination. Monetary

models also give an important role to expectations which are
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incorporated in the model developed here (in the form of dumy

variables).

ain

The bulk of the evidence relating to periods other than the
inter-war years can be interpreted as broadly supporting the hypothesis
that floating exchange rates are, to a large extent, determined by
""economic fundamentals''. However, one must be wary of excessive
generalisation and obviously the empirical studies relating specifi-
cally to the inter-war years are of most interest. There are a sub-
stantial number of studies of exchange rates iIn the 1920"s and rather
less of the experience of the 1930"s. The classic reference for the
period is Nurkse (19%0. However, whether or not this can really be
called an "empirical™ study is debateable. (26) Its conclusions about
the performance of floating rates would seem to be based on casual
observations and are perhaps better described as assertions. In fact,
it is precisely the lack of a sound empirical basis iIn Nurkse®s book
which provided the starting point of the present study.

Fortunately, a number of authors have examined the period more
thoroughly. The studies can be discussed In terms of the two main
strands which they tend to highlight (and are of primary iInterest in
the present context): firstly, the importance of "‘economic fundamentals'
in exchange rate determination ad, in particular, the validity of the
PPP hypothesis; and secondly, the evidence of destabilising speculation
(or lack of 1t). With regard to the former, the debate over the merits
of the PPP hypothesis has carried on at both theoretical and empirical
levels for years and has already been discussed iIn some detail (with
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particular reference to the theoretical aspects) In chapter two.
Stolper (19"8) was one of the first to examine an episode In the
inter-war period and, using three different price indices(27) to
approximate the PPP of the pound against the dollar (1919-25)» he
concludes that the exchange rate was principally determined by
relative prices and any deviation fron the PPP rate was usually
due to differences iIn income levels. Tsiang (1959) also looks at
the pound-dollar exchange In this period and In addition considers
the (Norwegian) kroner-dollar and (French) franc-dollar exchanges.
Caly In the case of the French franc does he find large and continual
deviations from the PPP rate.

More recently, several versions of a simple econometric model,
originally developed by Hodgson (1971) (1972), have been used by
various authors™- to examine exchange rate fluctuations in the
inter-war years. Its performance iIs especially relevant because
the model used In the present study is basically an extended version
of Hodgson®s model. It hypothesises that exchange rate fluctuations
are determined chiefly by "economic fundamentals™, the most important
of these being relative price levels (thereby iIncorporating the PPP
doctrine). Other "fundamentals' of importance are relative iIncome
levels, relative money supplies (a cash balance effect), interest

rate differentials and seasonal factors.

The simplest version of the basic model i1s given by Thomas
Q973a): .

R = f P> Pp» "> igp» YQ) GD

where ER

price of one unit of B currency in terms of A
currency



price level index in A

PA

pg - bprice level index in B

* = "the" iInterest rate In A

1B = "the'" iInterest rate In B

ya = the level of real income in A
b =  the level of real income iIn B

then estimates this in ratio form to reduce multicollinearity and

to increase degrees of freedom:

+b_ i +b +e 3.2

ER:bo-"b'lr - r p r

where Pr = Pg/P™ » etc.

Finally, iIn the presence of serial correlation, he iIntroduces
seasonal dummies and a time trend into his final estimating equation
which he then estimates for the exchange rates of six countries (Canada,
France, Britain, Spain, Sweden and the Netherlands) against the B.S.
dollar. 1In all six cases the relative price variable carried the
correct sign (nhegative) and was highly significant; moreover one or
more of the other variableswere also significant thereby suggesting
that exchange rates were indeed determined by *‘economic fundamentals'
(especially relative prices) In this period.

Hodgson, himself (1971) (1972), care to much the same conclusion
in his comprehensive analysis of the sterling-dollar exchange In the
early 1920"s. Only three detailed case studies of the 1930"s experience
have come to light: those by Ozmun (1976) on the pound-franc exchange,
Hudgins (1973) on the pound-dollar exchange and Ridpath (1975) on the
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Canadian dollar - U.S. dollar and Canadian dollar - pound exchanges.

A priori one would expect some difficulty in applying this model to
the 1930°s partly because there was a greater tendency to '‘manage’
the exchanges iIn this period but mainly because the existence of
tariffs, quotas and other trade controls would tend to render the

PPP hypothesis inapplicable. @ However, despite the fact that
official intervention (especially British) was found to have played an
important role, Hudgins, Ridpath and Oznun all concluded that *‘economic
fundamentals' were still the major underlying determinants of the
exchange rate. In particular, relative prices were very important
which lends more support to the PPP hypothesis, and relative income
levels were significant although relative money supplies and interest

rate differentials did not show up very well.

A much shorter study of the 1930"s by Whitaker and Hudgins (1976)
also exists. This is basically a modified and extended version of the
part of the earlier work by Hudgins dealing with the role of the British
EEA which was found to have had a small but significant influence on
the pound-dollar exchange. Nevertheless it also concludes that "much...
of the variation iIn the rate can be accounted for by broad changes
in economic conditions and policies bearing on foreign exchange
markets"~ However, it is worth noting that although relative
incones and (marginally) interest rates influenced the exchange rate,

relative prices were found to be insignificant.

Finally, some exponents of the monetary approach to the exchange
rate have also used the early 19207s as a testing ground, although the
number of studies is small and they are mainly concerned with providing
support for their theory rather than examining the question of exchange
rate stability. Clement and Frenkel (1980) looked at the pound-dollar
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exchange rate iIn the 1921-25 period and Frenkel (1976) examined the
German exchange rate during the 1923 hyperinflation. Both studies
found some support for the monetary approach and so, to some extent,
can be interpreted as suggesting that exchange rates were determined
by "economic fundamentals'.

Thus there iIs quite a lot of evidence to support the use of an
extended PPP hypothesis as an appropriate framework for examining
exchange rates In the iInter-war period. Moreover, in a paper testing
distributed lag variants of the hypothesis for fourteen currencies
against the Arerican dollar in the early 1920%s, Hodgson and Phelps
(1975) found that, iIn eleven cases, over ninety per cent of the monthly
variation In exchange rates was explained by lagged price level move-
ments. Although they made no attempt to disentangle the effects of
speculation from those of ordinary trade-induced adjustments of
exchange rates to price level movements they are implicitly suggesting
that speculation was probably stabilising (and speeded up the adjust-
ment process). However, many people would dispute this contention
that foreign exchange speculation was mainly stabilising in the
inter-war period; indeed, the argument that the adoption of flexible
exchange rates would generally lead to great instability due to de-
stabilising speculation is one of the main pillars of the case against
flexible rates.

There are a variety of definitional and measurement problems
involved in dealing with speculation in the foreign exchanges and
these are discussed at length In chapter four. In the present section,
the main concems are the results and conclusions of the studies of
speculation. Perhaps the most extensive of these is provided by
Aliber (1962) who looks at five exchange rates in the early 1920"s:
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the pound, the French franc, the Belgian franc, the Dutch guilder

and the Swiss franc (against the U.S. dollar, the U.S. dollar,

the French franc, the pound and the O.S. dollar, respectively). His
conclusions are rather gloomy, the principal one being that specu-
lation was incapable of keeping fluctuations small iIn the early 19207s;
speculators as a group (especially In the forward market) showed little
flexibility and hence did little to dampen exchange rate movements
caused by polrtical crises and temporary economic dislocations. He
bases his observations on speculation on an examination of changes

in the differential between spot and forward exchange rates (wWhich is
a proxy for changes in speculative expectations and hence speculation
itself) and he backs these up by evidence derived from comparing

actual exchange rates to PPP rates.

He quotes the French cases as a very good example of destabilising
speculation eventually providing its owmn justification, and the Belgian
experience as "'an interesting exanple of the difficulty of maintaining
economic Independence iIn a system of flexible exchange rates”, GD
the implication being that i1t was a bad experience since the Belgian
franc was dragged along in the wake of the French franc because of
the close relationship between the two economies and the strong expec-
tations that the two currencies should, and eventually would, exchange
on a one-to-one basis. Moreover, although both the Netherlands and
Switzerland avoided the circle of (unstable) depreciating currencies
and rising prices and eventually returmed to their pre-war parities,
their economies were very similar to those of France and Belgium in
sore ways and, had 1t not been for extensive iIntervention In the
exchange market by the authorities and (more Important) strong
expectations of a retum to the pre-war parity with sterling on the
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part of the speculators, they would probably have succumbed to
cunulative destabilising speculation In much the saue way as the
French and Belgiaun francs. Nor was the pound free from speculation;
though most speculative pressure was upward and could not be described
as destabilising, it could not be said to be stabilising erther, and
in fact ultimately led to the pound retuming to the gold standard

at too high a level.

Aliber®s conclusions were the most strongly critical of flexible
exchange rate systems of all the empirical work surveyed. While there is
fairly general agreement that the French franc suffered from de-
stabilising speculation in the early 1920"s (see below), nowhere
(other than In Nurkse (190 » of course) is general condemnation of
flexible rates and the implication that destabilising speculation
either occurred or nearly occurred iIn most cases expressed except iIn
Aliber®s work. Not surprisingly he has been strongly criticised,
notably by Pippenger (1975) on two counts: Tfirstly, Pippenger argues
that his choice of price indices ©2? and method of calculating changes
in price levels and exchange rates iIs such as to exaggerate fluctations
and hence the degree of instability; secondly, Aliber implicitly assumes
that the only reason for a discount or a premium In the forward market
(adjusted for iInterest rate differentials) is speculation; Pippenger
disagrees and argues that various other factors may cause this.™
Several other criticisns also cone to mind: Aliber does not use
rigorous econometric methods like Hodgson and others; also he uses
deviations from the PPP rate as back up evidence ignoring the fact
that such deviations may be caused by non-speculative variables such
as changes in relative income levels. Finally, Aliber only really

provides evidence of destabilising speculation In the case of France
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and Belgium (which is arguably a special case because of the close
relationship between the French and Belgian francs and the expecta-
tion that they should exchange on a one-to-one basis); consequently,

his ensuing generalisations are based more on hypothesis than fact.

Thomas (1973a) (1973b) also considers the possibility of de-
stabilising speculation in the early 1920°s. He conducts two tests
for the currencies of twelve countries(gk0 against the U.S. dollar
from January 1920 to June 1P*. He defines destabilising speculation
as occurring If speculators cause the magnitude of exchange rate
Fluctuations to exceed that which would exist in the absence of
speculation. His first test assumes that deviations of the actual
exchange rate from the PPP rate were caused by speculation. Thus if
speculation causes the exchange rate to change by more than is indicated
by changes iIn relative prices then It is destabilising In the sense
defined above. It would therefore be possible to test eguation (3*3)

to see 1If 67 IS greater than unity.

Log ER = Log pr + e 3.3
(where the variables are as defined above)

However, this test is open to criticism as It ignores the effect of
other non-speculative variables and may therefore bias dowrwards
and so equation (3. *) is estimated to see If above unity.

Log ER = a2 +B2 log pr + Log 1Ir + 6™ log Yr + @G>

Only the French franc-dollar exchange rate provided a or 2?2 abowve
unity.

The second test Involves the use of an adaptive expectations model.
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Given the Importance of relative price levels, a plausible eguation

showing exchange rate determination is given below:

£
G-9
where PY. = the current ratio of price indices of the two
countries
PtE speculators®™ current notion of the "‘expected” or

"normal’’ price ratio

Suppose that P 1Is revised during each time period on the basis of
the deviation between the currently observed price ratio and that which
had been expected in the previous period:

PE

A €D)

The greater the value of 3, the more sensitive Is the expectations
adjustment process; thus i1f 3 Is substantially greater than zero then

an exogeneous Increase In the price ratio induces a large upward
revision of the "expected'" price ratio (and hence iIncreases speculation).
He therefore derives a method of estimating the value of 3 and finds
only two countries (France and Italy) where 3 is substantially greater
than zero and as both of these experienced high, sustained inflation

in the period In question this iIs arguably not surprising.

Tsiang (1959) simply looks at deviations of the actual exchange
rate fron the PPP rate for the pound (1919-25)1 the Norwegian kroner
(1919-26) and the French franc (1919-26), all against the dollar. In
the case of the pound he finds the two rates move very closely together
from 1922 owards; In the period 1919-21 he finds three sharp twists
in the actual rate only one of which attributes to speculation. These

three sharp movements also occur in the Norwegian and (more severely)
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in the French rates and he attributes them to similar factors.

From 1922 orwards, honever, In both the latter cases, the actual

rate tends to deviate progressively more from the PPP thus indicating
(on the assumption that all such deviations are due to speculation)
the presence of destabilising speculation. In Norway this progressive
deviation was arrested by a vigorous tight money policy but iIn France
an extremely elastic money supply with rigid interest rates allowed

it to continue. Thus Tsiang puts the blame for the French situation
from 1924 to 1926 on govermment policy (and also political instability)
and argues that there would have been difficulties even under fixed
exchange rates.

Stolper (19°8), as reported above, has argued that deviations of
the actual exchange rate of the pound In the early 1920"s from i1ts
PPP rate were due not to speculation but to differences in relative
incone levels. In fact, he iIs quite explicit about the (lack of &)
role for speculation:

"As far as speculative movements of funds are concerned it

must be stated categorically that except for one period

in 1924 they cannot be considered to have played a major

part in the determination of the actual rate”. (35)

Grissa (1967), In an extensive study of speculation in the early
1920"s, comes to a similar conclusion:

"The experience of the frame and pound, therefore, rather

support Friedman®s hypothesis that given the stability of

the underlying economic conditions, flexible exchange rates

would tend to be stable. (36)

His basic conclusions are that the pound was ''stable™ (and not subject
to destabilising speculation) from 1921 to 1925 and the franc was
"stable’ from 1921 to 192*fbut not from 192" to 1926; however, this
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instability was due to govermment policy rather than speculation.

It would seem that there iIs now substantial evidence to suggest
that, at least in the 192™-26 period, the French franc was subject
to destabilising speculation. However, the argument that destabil-
ising speculation affected any other countries in the iInter-war years
receives virtually no support at all, and furthermore, whether or not
the case of the French franc iIs iIn any way indicative of the general
pattern that might be expected when exchange rates are floating is
highly contentious. It seems that it was largely the expansive
monetary policy of the French govermment which caused the problems
rather than any inherent tendency for destabilising speculation to
occur during periods of floating exchange rates (the apparent lack
of destabilising speculation in other currencies also supports this
hypothesis) and at least one author, (Tsiang, 1959), is of the opinion
that similar difficulties would have occurred even iIf the French
exchange rate had been fixed.

An 1nteresting final coment on the French franc in the early
1920"s 1is provided by Eichengreen (1980), who uses a modified monetary
approach to explicitly exanine the assertion that the franc was subject
to destabilising speculation. He generates a counterfactual exchange
rate, based on non-speculative determinants of the franc—pound exchange
rate, and compares It to the actual rate. He found that speculation
could be considered both stabilising and destabilising: stabilising,
in the sense that over the entire period speculation decreased the
variance of the exchange rate, but destabilising, In that speculation
may have iIncreased the variability of the exchange rate around its
trend
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Finally, iIn the same (monetary) vein, It is worth quoting
the views of an exponent of the monetarist approach to exchange
rate determination, which are contained iIn an article which exanines
past periods of floating exchange rates (in much the same way as this
chapter has attempted to do):
"Furthermore, our omn data and the opinion of most other
economists writing about these periods, with the exception
of Nurkse (190, seem to agree about the conclusion that
there iIs very little evidence of iInherent instability ad
destabilising speculation, except for Germany under hyper-
inflation and possibly Russia in the nineteenth century and
France in the 1920"s. In the latter two cases available
information indicates that a lack of control of the money
supply was probably the main reason behind this'. (G7)
The brief survey of the iImportance of destabilising speculation in
periods of floating exchange rates contained In the present chapter

would suggest a similar conclusion.

a)

There is a great problem of interpretation in looking at past
periods of floating exchange rates with a view to using this evidence
as a basis for theorising about particular sub-periods. In particular,
different conditions may render any particular episode 1nappropriate
as a basis for examining another and 1t may well be that every
experience should be treated as being unique. Nevertheless, It is
clear that, iIn spite of the differences between particular "“floats”,
much of the evidence, and indeed most of the econometric evidence,
suggests that floating rates were normally not subject to destabilising
speculation but were generally ''stable™ In the sense of being deter-
mined by "‘economic fundamentals'”. In fact, In the iInter-war years,

the only alleged occurrence of destabilising speculation whose existence
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would receive widespread support, is the experience of the French
franc from 192% to 1926, and even then most authors would be inclined
to blare the instability of the franc on govermment monetary policy,
rather than any inherent tendency towards destabilising speculation.

This conclusion and the theoretical survey (presented in
chapter two above) would suggest that It Is not unreasonable to
hypothesise that exchange rates are determined by "‘economic funda-
mentals', most especially relative prices but also relative incomes
and interest rate differentials. The most under-researched period
(ad the one therefore most subject to assertion rather than con-
clusions based on empirical evidence) is the 1930"s. Consequently,
the following section (Chs. ™-8) attempts to develop and test a
model of exchange rate determinationbased primarily on the assumption
that exchange rates were largely determined by "‘economic fundamentals',
even In the 19307s, arguably the most turbullent period of floating
exchange rates with the exception of the 1970°s.
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CHAPTER «

A MODEL OF EXCHANGE RATE

DETERMINATION

O

The starting point of the model to be developed below iIs the
PPP hypothesis which, In its least dogmatic form, states that relative
prices are the major determinant of exchange rates. This is normally
postulated as a long run theory and, as such, 1t is fairly widely
accepted iIn some general sense. However, the role of prices iIn short
run exchange rate determination is less widely acknowledged and requires
same discussion. In the first place, to the extent that the short run
exchange rate is a function of the long run exchange rate®) an in-
direct role for prices in the determination of the former clearly
exists. A related point is that if the relationship between prices
and exchange rates is primarily a long run one then the latter can
presumably be taken to be a function of lagged values of the former,
one of which (in a monthly model) iIs that of the previous month and
so even according to a long run version of the PPP hypothesis relative
prices in the immediate past would have some role to play In the

determination of the current exchange rate.

In any case, an eclectic view of exchange rate determination
allows recourse to other theoretical frameworks which may suggest a
short lag on prices is most appropriate. A balance of payments
approach (Which i1s further developed below) would indicate a very
short lag on prices as, In buying and selling, people are reacting

to current or very recent price lewvels. @) A wide version of the



asset market approach may also suggest a short lag on prices as

people adjust their portfolios in accordance with a number of
variables including (presumably) all current (or very recent) prices.
A final, possible, theoretical reason for a short lag on prices relates
to the role of stabilising speculation. If the traditional long run
PPP relationship between prices and exchange rates is recognised

then any change in current prices (probably after a small lag) will
have an immediate impact on exchange rates as (stabilising)
speculators behave in such a way as to push the exchange rate towards

its (new) long run PPP equilibrium.

Turning to the empirical evidence, the majority of the studies
of the inter-war period (discussed in the previous chapters) found a
strong relationship between exchange rates and either current prices
or prices lagged one month. This would strongly suggest the use
of a similar lag in the present study. However, such evidence is
rather negative in that it does not actually test for any lag structure.
Fortunately more positive evidence is available: in the first place,
some of the above studies do, in fact, try a variety of lags - for
example, Hodgson (1971) tries lags of up to four months and eventually
selects a one month lag on the grounds that it gives the best fit.
Secondly there is one fairly extensive study (of fourteen exchange
rates) of the early 1920°s which explicitly tested the hypothesis that
exchange rates were determined by lagged prices and came to the following
conclusions:

"The lag weights..._suggest that the peak effect of price

levels on exchange rates occurred within the initial month...

for six countries, and in the first month following the

initial disturbance for five countries, and iIn the second

month following the initial disturbance in the case of one
country”. (4)
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"In all fourteen cases the major impact of price level

movement occurred within the first three months™. (5)
This clearly supports a very short lag on prices. That study
used a Koyck lag; in the course of the present study an Almon-
type lag was applied to the pound-dollar exchange rate in the 1930%s
(not presented in the thesis but further discussed below) and, although
the results were not particularly good they also suggested that the
major impact of prices was in the Tfirst few months. Thus there is
sufficient theoretical and empirical foundation to merit the use of

a very short lag on the relative price variable.

The question now arises as to what variables should be used to
"extend" this PPP hypothesis. The preceding two chapters would
suggest a number of other "economic fundamentals™ which might
plausibly be hypothesised to have had a role in exchange rate deter-
mination, on theoretical or empirical grounds (or more usually both).
These would include relative income levels, interest rate differentials
and probably some variable to reflect seasonal factors. In addition
official intervention in the foreign exchange market was found to be
important and must clearly be incorporated. Finally, the inclusion
of a trend variable would seem to be appropriate. However, this is
all very unsystematic and ad hoc, although in principle, would appear
to test the relatively simple hypothesis - that exchange rates were
largely determined by "economic fundamentals™ - quite adequately.
Nevertheless, a much more satisfactory theoretical framework can be
provided by an alternative route, namely the balance of payments view
of exchange rate determination. A model explicitly along these lines
was developed and tested by Hodgson (1971) (1972) and used by Hudgins

(1973), Ozmun (1976), Ridpath (1975) and Thomas (1973a). It is this
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model which underlies the one used here and 1t can be viewed as
incorporating the PPP hypothesis as one of 1ts main argurents. The
main modification is that the present version explicitly allows for
third country effects and is therefore more complete.

an

The Hodgson model is couched In terms of supply and demand
for the currency in question (pounds). A two country model is used
(U.K. and U.S.A.) and three sources of currency transactions are
recognised corresponding to the current, capital and official transac-
tions accounts of the balance of payments. Thus the first source of
supply of and demand for pounds iIs derived from trade iIn goods and
services. The demand function is effectively a British export
function - foreigners demand pounds to buy British goods and services;
similarly the supply function is a British import function. The main
explanatory variables are therefore relative price and (real) iIncone
levels; a trend variable is also included to reflect changes iIn tastes
and seasonal variables are added. Thus current account currency flows

are represented as follows:

V = @.1D

f APUK* YUS' T’ zZ~*

T
V = f (pus* vyuk T Z" “.2
where T - demand for pounds

s T - supply of pounds

P a price index
Y real income
T a trend variable

Z seasonal variables
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Subscripts "K' and "'US'" iIndicate British and Arerican variables
respectively.

Currency transactkjns will also be generated by "“trade” in
assets and their second source is therefore capital floans. Interest
rate differentials may be important here and Hodgson (1971)» Hudgins
973)» Ridpath (1975) and Ozmun (19/6) also postulate a cash balance
effect: for exawple, a rise in the supply of cash balances In Britain
(not matched by an increase in demand) will tend to iIncrease the
demand of British residents for foreign currency as they increase
their holdings of altermative assets, including foreign assets, In
an attempt to re-establish their portfolio balance. Hodgson (1971)
also included variables to represent "‘fears of capital loss” and
"prospects for capital gain” while Ozmun included a similar variable
to represent "‘psychological forces', and this procedure will also
be folloned here. The two structural equations generated are thus:

<  F ~US ma1uk * - S)
éu = f /\US 7 1UK 1 N\ > S) (k.k)
where i = the Interest rate
M the money supply
S a variable reflecting "'speculative’ factors

Finally there iIs the govermment sector consisting mainly of
official intervention iIn the foreign exchange market (by central
banks or by exchange intervention funds):

°£

£ (UK 1 1US) -5

SE f AUK * U 9

where |1 official intervention
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Equating supply and demand to give equilibrium, introducing
the exchange rate (R) to convert variables from dollars to pounds

where necessary and solving for the exchange rate gives:

R = f *PWK* PUS* YUK” YUS” MUK” ~S 7 xUS " XUK” TUK” IUS” T,Z,S"

Hodgson, Hudgins and Ozmun all go on to estimate linear approximations
of this function.

Before extending the model to include third country effects
three modifications to this two-country version would seem appropriate.
Firstly, and most important, the inclusion of a money supply variable
iIs rather questionable. It seems highly likely that the money supply
is correlated with price levels, incore levels and possibly iInterest
rates also; consequently 1ts inclusion will lead to multicollinearity.
Moreover, not only does a money supply variable create technical
difficulties, but the inclusion of both money supply and price
variables would be theoretically incongruous to some, particularly
those who espouse the monetary approach to exchange rate determination.
It is also interesting to note that whilst Hodgson and Hudgins both
include relative money supplies in their theses (1971) (1973) both
exclude 1t iIn the published versions of their work. .~ In view of
all this, it seems prudent to drop the money supply variables in
the present study.

A second modification relates to the role of iInvisibles In the
trade sector; this is important conceptually and In many cases (such
as Britain) empirically as well. The problem is that whilst it is
clear that the demand for goods is determined largely by prices ad
levels of income it is not immediately obvious why this should be

true of the demand for services} therefore some discussion of the



demand for currency for the purpose of "buying” and "‘selling”
invisibles seems appropriate. In fact there tums out to be no
need for additional variables.

The three major components of invisible trade for the
countries in the study were shipping receipts and payments, iIn-
terest and dividends from overseas investment and to foreign owers
of domestic investments and tourist receipts and payments. Although
it iIs possible to put forward specific variables which determine the
supply of and demand for invisibles - relative costs of shipping
freight and so on - 1t iIs Impossible to collect any suitable data and
In any caseunnecessary since all three types of invisible flow are
likely to be correlated with income levels which are already iIn-
cluded In the model: eamings from overseas Investments can be
divided Into two main components - dividends from equity investments
and incomes from fixed interest bonds - both of which are likely to
rise during prosperity (and fall during recessions), the former
because of high (low) profits, the latter because of disappearance
(appearance) of defaults; shipping receipts are related to traffic
carried which depends on the volume of trade which In tum depends
on the level of prosperity (real incone); the relationship between
tourist receipts and expenditures with incore lewvels is obvious. In
fact, In the case of Britain, Chang (1951) found such a relationship
between nvisibles and income for the 192°-38 period (annual data)
when he regressed the wvolume of shipping services, iInterest and

“other'" receipts on income. ™

Thus, In the trade (or current account) sector of the model,
supply of and demand for currency due to flons of invisibles can be
viened as largely determined by the income variables. A third (ad



final) modification to the two country model involves the intro-
duction of a trend variable iIn the capital account (as well as the
current account) section. This is to reflect the possibility of

a gradual capital flight from Europe to Arerica in particular,

due to iIncreasing fears of war which may be important for European
currency-dollar exchange rates. In practice this requires no new
variable but simply introduces an altemative interpretation of the
trend variable (war scare). Another possible interpretation of the
trend variable which could be mentioned at this point, iIs that It may
proxy relative productivity growth which may have been greater in

some countries than others.

A major criticisn of the simple model described above (even
incorporating the modifications) is that it excludes the effects of
third countries. In the context of the market for pounds demand will
emanate not only from Arerica but also fron other ('third'") countries;
thus the pound-dollar exchange rate could be influenced, for example,
by the relative demand for pounds and dollars in France. Such
possibilities were excluded by Hodgson and others mainly on the grounds
of simplicity: In order to keep the number of explanatory variables
dom to a reasonable level, weighted averages of prices and Incomes
of third countries would have to be calculated which would "involve
an extensive research project in itself...;and sor ...a second best
- - -procedure appears warranted'. a Whille some solace may be drawn
from Stolper®s contention that events on the continent had little
effect on the pound-dollar exchange rate in the 1920°7s, ® there 1Is
no justification for simply assuming this was also true of the 1930°7s;
indeed the presence of serial correlation In Hudgin®s estimates of

the pound-dollar exchange rate in the 1930"s could be iInterpreted
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as indicating the existence of omitted variables, some of which

could be third country variables.

Moreover, an easy way of avoiding the dilemma of too many
countries would seem to be to use just a single country as a proxy
for the rest of the world, and In a world currency market dominated,
as It was between the wars, by three major currencies - the pound,
franc and dollar - the choice of an appropriate, representative
third country is not too difficult. Once this problem of obtaining
satisfactory data is overcome, the case for explicitly including
third country effects on the grounds of Its conceptual Importance
becomes overwhelming. There are also good econometric reasons for
this: 1T the iIncluded and omitted (third country) explanatory variables
are correlated then the estimators of the constant term and the co-
efficients on the included variables will be biased and inconsistent
and, more importantly, if they are not (which should be the case iIf
multicollinearity is to be avoided when they are included) then
although the estimates will be unbiased, their variance will contain

an upward bias possibly leading to rejection of significant variables.

With all this In mind an extended version of the model iIs presented
below using the pound-dollar exchange rate as an example. The struc-
tural equations are very similar to those for the two-country version
except that the money supply variables have been dropped and there
are now two sources of demand for each currency and three markets:
the pound, the dollar and the RON"s (rest of the world™s) currency.
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(D) Market for Pounds

T pUK® PUS” yus lus"luk™® iuk* MB" s7 Z°

T &, PG, PyLyy = w1 1UK” W”S” 2
T ® PN opusi k7 1us“luk” IUK” NUS” 57 2

T &, PYK, By, vy AwauK? 1UK” W7 S7 27 1)
£ = £SUS + £SW

(1) Market for Dollars

f R, Py, PDK, 1US-1UK” IWK* 1US* S” Z”
f ER, MO, Py, W, sprus” lus” W”S7Z,T)

T R Pus” PUK” Yus~” 1US"“1WK* IUK” IUS” S,Z,T"

f &R, PO, Py, WO gy 1us” ~Us” > sz A
$DW = *SUK + $SV

(I1I1) Market for RWs currency

T rAER* PUS” AW~ YUK” iV'XWK* TUK” IW” S,Z,TA
T ER, P, Py, Yo, o, ly, S, Z, T)
T &R, PK, Py, Yy, ~K * ANozan
f &R, P, Py, Yy Iy-lyg, Iyg, ly, S, Z, D

WDUS = VSWK o WSUS

“.8
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(4.15)
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(4.18)
4.19)
(4.20)
“4.20)

“4.2)
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where :
Endogenous variables

0%  —demand for pounds by USA

o = v " “ by ROW

IDK = " " dollars by K

$owvoo= " " " by ROW

wuwr = " " ROW*Scurrency by WK

wus = " ' " " by USA

£SUS  =supply of pounds (by WK) toUSA

£3W = oo " " toROW

$US = " " dollars (bUSA) to K

$W = " "o " to ROW

WK = " " RCW*scurrency(by ROV)  to WK

wsls = » »  » - " 2 oS

R = pound-dollar exchange rate

ER = effective exchange rate of UK (against ROW)

EER » " » ofF US " "
Exogenous variables

P* = an iIndex of prices

Y* = an index of real Incone

c .y = an interest rate differential

> = official exchange rate intervention

s = a variable reflecting "speculative’ factors
z = seasonal variables

T = a trend variable

(Gl = “ttv» Pje» Pw. *ic.)
Subscripts K, US and W refer to British, Arerican and RCW variables

respectively



Solving for R would give the partially reduced form:
R fEs Y\ ¢T-i/% I, R, BR, S, Z, T) 4.23)

The presence of endogenous, explanatory variables would make OLSQ
(ordinary least squares) estimators of this equation Inconsistent
but fortunately, this is not true of the fully reduced form:

R = f (P\ Y%, J-1r*, I S,Z2,T) “4.25

There is still an i1dentification problem but this is not crucial as
It is not necessary to derive the structural coefficients (from the
reduced form coefficients) to test the hypotheses that represent the
focus of the study. Consequently the empirical chapters will con-
centrate on OLSQ estimates of equation (4.24).

A further question relates to whether or not equation (4.2*0
should be assumed to be linear or log-linear. A priori, there Is no
particular reason forpreferring one to the other. In fact 1t may be
preferable to try both and let the data decide the most appropriate
form. Certainly, 1t would be iInteresting to use a log-linear form as
this would provide information about elasticities. This would be
especially useful In connection with relative prices, as the long
run PPP hypothesis would predict a price elasticity of unity and
presumably, therefore, the logarithm of relative prices iIn the model
developed here, would be expected to have a coefficient no greater
than unity. Indeed, the value of price elasticities of exchange
rates has been used by one author as a test for destabilising spec-
ulation iIn that a coefficient greater than unity could be iInterpreted
as implying that the exchange rate was ‘"‘overshooting' .”~Unfortunately
the fact that some of the variables take negative values precludes
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any log-linear form from being tested (since the logarithm of a
negative quantity is not defined).

One final modification to equation (.20 iIs required. This
involves converting i1t to ratio form for two reasons: firstly, ad
least Important, to iIncrease the degrees of freedom, and secondly,
to shift this BOP view of exchange rates closer towards a relative
PPP hypothesis. Thus, the study will provide OLSQ estimates of a
linear approximation of equation (A.2*P) in ratio form, that is, for

the pound-dollar exchange rate :

R = a0 + Bl (ous/pUK) + B2 PN + FUSNYUKA

k YW + R5 ~LUS~1UKA + R6 ALW“1UKA

+

B8 iuk + 9 1IUS + R10 1w

T . e (if.25)

At this point In an attempt to stress the eclectic nature of
this balance of payments/extended PPP model, It iIs interesting to note
its similarities (and differences) with the monetary approach, especially
as adopting the latter was explicitly rejected iIn chapter two. A
typical monetary model i1s to be found iIn Frenkel (1980):

R = f (M, M% Y, Y* ) +26)

where R the exchange rate
M domestic money supply
M foreign money supply
Y domestic real income
Y* foreign real income

" a variable to proxy expectations
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Substituting prices for money supplies (especially cost of living
indices), which in an empirical sense would presumably not be
entirely unobjectionable to monetarists, produces an eguation not
too dissimilar to (4.25), especially as a speculative/expectations
variable i1s not only included in the latter but iIn some regressions
is actually based on the forward exchange rate which is the indicator
of expectations favoured by Frenkel. @a2) Furthermore, a more general
asset approach would presumably also Incorporate interest rates iIn

saone form creating even greater similarities.

However, there are important differences, most notably a
monetary model would suggest the opposite sign for the real income
variables @ and also, iIn certain circunstances, for the iInterest
rate variables; a9 in fact, this observation may be useful, to the
extent that 1t may indicate that "Wrongly signed” incomes and interest
rates should be interpreted not as a failure of "‘economic fundamentals'
to show up "‘correctly” iIn the regressions but rather as supporting a
monetary view of exchange rate determination (which still precludes
Nurkse®s hypothesis of unstable exchange rates in the 1930"s). In
any case, the very fact that a number of the iIndependent variables
in equation (4.25) would also be included In a monetary model (albert
with different expected signs) would further support the use of the
model developed here as a simple test of the Nurkse hypothesis (wWhich
is primarily what is intended).

A final area of iInterest In specifying the actual structure of
the model is the length of lags. This has already been discussed
in connection with relative prices above (Section 1) and it is not
proposed to engage iIn an extended discussion here. Clearly several
variables should be unlagged: official intervention is obviously on
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a day to day (or even hour to hour) basis and therefore the inter-

vention dummies should not carry a lag.

In addition a short lag on most of the other variables seems
appropriate both on theoretical grounds:

"It 1s generally accepted that iIn the short run dis-

turbances iIn income levels, capital flows and seasonal

factors have a significant effect on exchange rates”. (15)
and empirical grounds: Hodgson (1971)» Hudgins (1973) and Ozmun (1976)
all experiment to some extent and all conclude that short (one month)
lags give the best results "in terms of producing the lowest error-
variance in the fit". @6) Hudgins also tried a Koyck lag but dis-
continued It because '‘the estimated coefficient of the lagged exchange
rate implied either an unstable adjustment mechanism or one Implying
an implausibly long lag iIn adjusting the exchange rate to the other
variables." @)

Relating specifically to prices, further reference can be made
to the experiments involving the fitting of Almon lags® to estimates
of the pound-dollar exchange rate in the 1930"s (undertaken in the
present study). The drawbacks and limitations of this approach are
well known(lg) but, in the present context, a more important point
is that the results of the Almon lag experiments suggested that a
short lag on prices was more appropriate anyway. Furthermore, intro-
ducing additional lagged price terms did not significantly improve
the performance of the model (in terms of increasing the value of
the coefficient of determination). Finally, whether a detailed
specification of the lag structure is necessary (especially in view
of the evidence indicating the primary importance of short run effects)

in order to test the relatively simple hypothesis presented here -
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basically whether or not exchange rates were determined, to any
significant extent, by "economic fundamentals' - iIs dubious. Con-
sequently, It was decided to use a one period (month) lag for the
price and income variables and current values of all the other

variables.

Having described the model and decided on the form of estimation
and lag structure, something needs to be said about the expected signs
of the iIndependent variables. In fact, this will vary according to
whether or not the exchange rate iIs expressed iIn foreign currency
per unit of domestic currency or vice versa. In other cases it will
depend on how the variable Is constructed: for example, whether the
pound-dollar official intervention dummy is positive (hegative) or
negative (positive) when the pound (dollar) is being supported will
determine iIts expected sign. Therefore, the expected signs of par-
ticular variables will be made clear where the empirical results are
presented. The only general point that can be made at this stage iIs
that the relative price and relative income variables will always be

constructed so as to have expected negative signs.

Finally, it should be dbsernved that as far as estimation of
this model 1s concemed, there iIs one equation too many iIn the sense
that 1If, In a three currency model, two exchange rates are estimated
then the third, has also been implicitly estimated (via cross-rates);
the third set of estimates is therefore redundant. There are still,
hovever, a number of good reasons for estimating the third leg of
an exchange rate triangle. In the first place i1t would seem better
to directly test whether the model "works' for any given exchange
rate rather than rely on an indirect test using cross-rates. In
addrtion, such a test allows direct observation of the signs and size
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of coefficients of the Independent variables which detemmine the
third exchange rate; this iIs extremely useful as it avoids having

to attempt to work out these coefficients from the regressions of
the other two. It may be argued that '‘correct” signs of variables

in these other two regressions Implies *‘correct’ signs for the third
exchange rate but, not only may ambiguities arise when only some of
the variables were correctly signed but also, In some cases - par-
ticularly exchange fund dummies and speculative dumies - the actual
size of the coefficient is important. It would seem, therefore, that
iT the hypotheses developed here are to be tested thoroughly then it

is desirable to estimate all exchange rates directly.

Another factor that would reinforce this conclusion even more,
is the possibility of disorderly cross-rates, which would imply that
the coefficients of the Independent variables and the predicted
exchange rate derived indirectly through a cross-rate (based on re-
gressions of the other two exchange rates) would be different to those
derived from a direct regression of the third exchange rate (since
the dependent variables - the implied cross-rate and the direct rate -
would be different). This would create problems of interpretation
because, although the predicted cross-rate can be adjusted by examining
the difference between the actual direct and actual cross-rates, It iIs
difficult to envisage how a similar adjustment could be applied to the
size and signs of coefficients. This would not matter if the sole
intention were to test the hypothesis that the model presented here
largely explained exchange rate movements iIn the 1930°s but It is
not; hypotheses conceming individual variables are to be examined
and reliance on estimates via cross-rates would create problems. It

might, however, be useful to compare predicted cross-rates with predicted
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direct rates, at least for the major (pound-dollar-franc) exchange
triangle. These should, especially after adjustment for differences
between actual direct and actual cross-rates, be fairly similar ad,
if they are not, then this would suggest some iInconsistency that

required explanation.

D)

The provision of empirical counterparts for the variables iIn
the model 1nvolves a variety of difficulties. Most obviously, there
are problems involved iIn the choice of the price iIndices to be used
as a measure of PPP which have already been discussed In Chapter 2.
A further constraint may now be added in the context of the 1930°s
relating to the actual availability of data. The theoretical possi-
bilities are very much narroned dom because of this: clearly GNP
deflators are excluded because they do not even exist on an annual
basis for the 1930"s in many cases and this also applies to cost
indices. The most readily available type of price indices are of
wholesale prices although they are arguably the least suitable. How-
ever, availability has made wholesale price indices the most popular
choice(21) and for that reason alone, It seems prudent to estimate a
version of the model using wholesale prices, I1f only for comparability
with other studies. Fortunately, cost-of-living indices are available
for all the countries to which the model iIs to be applied although
these are possibly less reliable. ~ It has also been possible to
find wage iIndices for the U.S.A. and U.K. and so a relative wage version
of the model can be estimated for the pound-dollar exchange rate. To
summarize, two versions of the model will be estimated, one using

wholesale price indices, one using cost-of-living indices and for



101

the pound-dollar equation (only) a third version using relative
wages will be tried.

There are further problems involved In obtaining a variable
for real income since there Is no data as such for most countries
or, If 1t does exist, it is not available on a monthly basis. Lack
of actual data does, In fact, solve one problem, iIn that the decision
as to which price Index has to be used to deflate the Income data
(since the required variable is real Income) Is awoided. Hownever, It
creates another since a proxy has to be used and there are several

available.

The three major potential proxies are employment, unemployment
and production indices @ which are all directly abservable, but an
altemative (indirect) approach is to use monetary data, and this is
explored first. It was done for New Zealand In the 1870-1918 period
by Hawke (1975) and the method Is quite simple: obtain money supply
data, Invoke Fisher®s equation (W = PT), adjust the money supply data
for changes In V and what is left Is an approximation for national
income. However, In the present context, there are two problens:
firstly, potential multicollinearity between the money supply and
other variables, which has already been discussed above, and secondly,
obtaining reliable (or, in some cases, any) estimates of V. Consequently,
in the light of these difficulties, the limited nunber of countries to
which the method could be applied and the availability of altemative
proxies, this approach was not pursued.

This reduces the number of available proxies but a choice still

has to be made and there are at least four ways of approaching this:

the most sinmple Is to use the sare proxies as earlier studies; (2°0
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hovever, this iIs rather evasive and may simply involve repeating
earlier mistakes. Three other avenues would seem rather more satis-
factory: firstly, examine the annual national income data that is
available and compare it to the annual values of the proxies to see
which of them most closely approximates it; secondly compare the
available proxies to see if they differ very much because it they

do not then the choice iIs not an important one; finally, all the
proxies could be tried and the data could 'decide” iIn the sense that
the proxy that gave the "best’ results could be used.

All three avenues were explored to some extent. An index of

Feinstein®s annual estimates of British GNP(ZS)

were compared to the
annual values of the British income proxies. Although this iIs poten-
tially misleading in that correlation on an annual basis does not
necessarily inply correlation on a monthly basis, It was clear that
the British employment based proxy most closely approximated Feinsteiln®s
GNP estimates, although all three indices had the same trend (upward)
throughout the 1930"s, and so the unemployment based proxy cannot be
entirely dismissed. Indeed, a comparison of all the available indices
for each country iIn the study (except Switzerland where only unemploy-
ment data was available on a monthly basis) showed that, broadly
speaking, In all cases the iIndices exhibited the sare trend and the
main difference was that the employment and (especially) production

based proxies tended to exhibit wider movements.

The "empirical” approach of experimenting with different proxies
was adopted in some preliminary estimates of the pound-dollar exchange
rate (with France proxying the rest of the world). In fact, there was
little to choose between the performance of the different proxies
(although this is not perhaps entirely surprising given the similarity
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of trends). However, In the Arerican case the employment iIndex

gave slightly "better” results (in terms of higher t-statistics)

whilst the production index was marginally the "best’ proxy for

French income. Ultimately, the problem can be avoided by trying all
possible combinations but this is rather open-ended and would involve

a large number of computations. To avoid this It was decided, on the
basis of the above evidence, to choose the Income proxy in the following
order of precedence: employment indices, production indices and indices
based on unemployment data. Hownever, altematives will be tried on

occasion, especially when the chosen proxies are insignificant.

A third "economic fundamental' in the model - iInterest rate
differentials - involves a similar problem of choice to the iIncome
proxies in that data for a number of iInterest rates are available.

The question iIs which of these iIs most Important In determining inter-
(26)  The choice would be easier for the 1920°s
since (according to Einzig) before 1931 most funds engaged iIn interest

national capital flows.

arbitrage were mainly invested in bills ©@? thereby making the discount
rate differential an obvious choice. Unfortunately, after 1931» the
discount rate differential declined In importance iIn this respect

and a nunber of Interest rates became influential in the 1930°s. In
fact, there were several "interest parities” relating to different
types of Interest rate and 1t would be desirable to take some sort

of weighted average. The whole issue iIs further complicated by the
existence (in some countries) of negotiable interest rates and by the
fact that the interest rate differential has to reach a certain size -
half a per cent according to Keyne£(28) - before arbitrage becomes
profitable; hence strictly speaking, any differential less than +
should be treated as zero. The difficulty In finding a representative
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interest rate may account for the poor results obtained by Hudgins
(@973) and Qznun (1976) iIn the only other comparable studies of the
1930°s.

An altemative reason for this, which is arguably of some
importance, Is that interest rate differentials may have had little
infFluence on Intermational capital movements, given the low iInterest
rates of the 1930"s and the political turbulence and uncertainty of
the period. It seems likely that the major concem of holders of
capital may have been safety. This is stressed by Drummond:

"In such an environment, there was naturally more iInterest

in protecting capital - In prospects for exchange rates and

freedom to use and transfer funds - than iIn relative iInterest

rates’’. (29)

For this reason, the speculative dumy variables (discussed below),
which (mainly) reflect possible sources of socio-political influence
on the confidence of holders of capital, are more likely to show up
in the estimates, since they seem more likely to have determined in-
termational capital flows than interest rate differentials iIn the
period. Returmming to the choice of iInterest rates, which now begins
to appear less Important, the difficulties of producing a weighted
average (and impossibility of providing any rationale for choosing
the weights) suggested the continuation of the practice of earlier
studies and monthly averages of the discount rates for three months®
prime bills, which are readily available for all the countries iIn
the study (except Canada), were used.

The modelling of official iIntervention in the foreign exchange
market is difficult because such intervention had to be secret iIn
order to be effective and so there iIs no data. However, various
observers, who knew the market, were able to deduce when Intervention
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was taking place and this was reported iIn some contemporary
sources, though only In a subjective manner. Hie practice of
Hudgins (1973) and Ozmun (1976) was therefore followed and dummy
variables were constructed. This is clearly a highly subjective
exercise and the construction of these variables is discussed, at
length, In an appendix to this chapter along with the highly con-
troversial i1ssue of competitive depreciation. Neverthless, one
possibility that needs to be discussed at this stage is that such

variables may be endogenous.

Essentially iIntervention depends on the deviation between
the actual exchange rate and what the exchange funds think 1t ought
to be (er)- The endogeneity (or otherwise) of the iIntervention dummies
therefore depends on what determines R': if the funds real ly did follow
their official aim of not preventing genuine trends and simply smoothed
out "undue Ffluctuations' then RT depended on the variables that determined
the exchange rate which are obviously included in the model and so the
intervention dummies would be endogenous; however, if intervention
(ad hence R ) were determined independently then it would be exogenous.
It has been claimed In many sources that the Eritish authorities
deliberately held dowmn the pound at various times in the 1930°7s,
and the activities of other exchange funds also seem to suggest that
they did rather more than simply smooth out "undue fluctuations™
in this period. (3P  Consequently, it does not seem unreasonable to

. n . N 31A
assume that official iIntervention can be treated as being exogenous @1

The performance of seasonal variables iIn the three previous
studies of the 1930"s has shed some doubt on thelr importance: Hudgins
(1973) Ridpath (1975) and Ozmun (1976) all found that they did not show
up very well. Hudgins argues that the absence of seasonal patterns
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would be expected "if arbitrage were working to exploit the profit-
making opportunities that such patterns would offer”, 5  although

one might ask why this did not happen in the early 1920"s since

Hodgson (1971) (1972), like Hudgins dealing with the pound-dollar
exchange rate, found that all his seasonal dummies were significant.
Perhaps a more likely possibility is that the EEA (Exchange Equilisation
Account) would smooth out seasonal (and therefore temporary) fluctua-
tions In the exchange rate (since this was Its stated aim) although

such activities would be likely to show up In the official interven-

tion dumies.

In fact, there are good reasons for expecting some kind of
seasonal effect: iIn the pound-dollar exchange rate, the tendency for
the pound to weaken In autumn due to a demand for dollars to finance
purchases of Arerican wheat, cotton, tobacco and other primary products,
and then to stengthen In the spring once this iIs ower, iIs well-known
and these "usual’ seasonal variations are referred to periodically
In contemporary sources.~3) However, there IS sore evidence that
such effects were weak In the mid-nineteen thirties (193™-36), due
to the decline of Arerica as a wheat exporter and a build up of stocks
of primary products In Europe during the depression, (34) although there
is conflicting evidence on this with, for example, the "Economist™
suggesting why seasonal effects are less important and then using
them as an explanation of movements of the pound iIn the same month. €

On balance, it seems likely that there is sufficient evidence
of seasonal effects to make the iInclusion of appropriate variables
necessary. Furthermore, thi6 does not just apply to the pound-dollar
exchange rate 6ince the demand for dollars to buy Armerican primary
products In autumn came fraom Europe generally, not just Britain, and
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applied not only to American dollars but also Canadian dollars

(given the Importance of wheat In the Canadian economy). Finally,

a totally different reason for expecting seasonal fluctuations iIn
exchange rates relates to the importance of tourism for some countries
this would affect some currencies (such as the Swiss franc) more than
others.

It remains to be decided exactly how seasonal effects are to
be incorporated into the model. The conventional method Is to use
dumy variables and this should involve, iIn a monthly model, eleven
such variables. For some reason (possibly to increase degrees of
freedom) Hudgins (1973) Ridpath (1975) and Ozmun (1976) use quarterly
dumies to test for seasonal effects, even though they are testing
monthly models. This may account for the iInsignificance of their
variables - if one month is significant but the other two are not,
then the variable as a whole may not show up. Moreover how does
one choose which three months constitute a quarter?

Nevertheless, the practice of using eleven dummy variables
would waste degrees of freedom and, partly for this reason, a rather
unconventional method of measuring potential seasonal influences is
used here iInvolving sine and cosine waves. This is based on the
assumption that seasonal patterms were fairly regular and, iIn the
first instance, values of six sine and six cosine waves were derived
each with a different frequency. Thus, one sine wave peaks (ad
troughs) once in twelve months (Al), another twice (A2) and so on
up to six times (A%) and the same for cosine waves (Bl...6). On
the basis of the expectation that the lower frequencies are most
likely to be significant (since one would not expect seasonal pattems
to peak more than two or three times per year) and a few preliminary
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estimates which seemed to bear this out, It was decided, mindful
of degrees of freedon, to only include Al, 2, 3 and Bl, 2, 3> 6D

The rest of the world variables to be included will be based
on a proxy country which involves a further choice. The need for
including such variables seems fairly dbvious; the importance of
"foreign exchange triangles” (such as the pound-franc-dollar rela-
tionship) is stressed by Bromn (20)C7) The construction of weighted
averages of all the "world" variables would Involve an extensive
exercise in itself and the reliability of the ensuing variables would
be constrained by the availability (ad reliability) of data especially
for some of the more obscure countries. Such an exercise was there-
for eschewed (although a limited version of the world "price” variable
will be constructed for a related but different purpose iIn chapter

eleven).

In fact the choice of proxy country is not difficult. The
major "‘foreign exchange triangle™ was obviously the pound-franc-dollar
triangle and so the proxy for the RON for the pound-dollar, pound-franc
and franc-dollar exchange rates must obviously be France, Arerica and
Britain respectively. Another triangle is formed by the Canadian
dollar, DS dollar and pound; therefore for the Canadian dollar-pound
and the Canadian-US dollar exchange rates, Arerica and Britain will
proxy the RON. The choice for the minor gold bloc countries (Belgium,
Holland and Switzerland) iIs less easy since there are two suirtable
proxies for each exchange rate against a major currency: for example,
for the belga-pound exchange rate either France or America would seem
possible. In fact, 1t i1s likely that the path of the belga (guilder,
and Swiss franc) against each of the major currencies, was largely
govermed by the pound-dollar-franc triangle (ad therefore the
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movement of the underlying determinants of the exchange rates
within this triangle), and so 1t may be appropriate t include both

potential proxy countries.

It may seem that ROV variables (prices and incomes) should
carry the same sign but In fact this iIs not the case because they
influence the exchange rate iIn a number of different ways. For example,
the effect of an Increase In ROV prices on the pound-dollar exchange
rate will be through three channels: US demand for pounds, WK demand
for dollars and ROV demand for both pounds and dollars; or, put another
way, Americans, Britons and consumers from the ROW will all switch
fron ROW goods to some combination of British and Arerican goods.
Changes in world incore will have a less complex influence, presum-
ably affecting only RON demand pattems, although the relative effect
on demand for British compared to American goods would be similarly
unclear. This variety of avenues through which ROW prices and incomes
affect a given exchange rate should, by i1tself, be sufficient to
ensure that signs of the two variables may not be the sare. However,
once full allowance is made for differences in price and incone elas-
ticities, differences In tastes and the possible existence of money
illusion, It becomes obvious that nothing whatsoever can be said
about the expected signs of ROW variables and there is certainly no
reason to believe that the signs of different RON variables should
be related iIn any particular way.

A final (‘economic fundamental'”) variable included in the model
iIs a linear trend. This is something of a residual variable In that
it seeks to capture omitted influences. The usual rationale for Its
inclusion is that it reflects changes In tastes. Howewver, It may
indicate the presence of at least two other influences: Tfirstly,
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different rates of productivity growth and secondly, increasing
fears of war In Europe (ad conseqguent capital flight). A problem
may arise with the trend variable iIn that it may be correlated with
other variables. Fortunately, this iIs minimized by the use of
variables iIn ratio form and by the existence of the 1937-38
recession (and the general uneveness of recovery) which means that
the price and income levels of the third countries proxying the ROV
did not exhibit a steady trend.

An important influence on trade flows In the 1930°s (and hence
on demand for and supply of currencies and consequently on exchange
rates), which i1s excluded from the model, was the high degree of
protection practiced by many countries. This varied from country
to country with some (such as Belgiun) less inclined to pursue it
than others. The likelihood that tariffs will undermine the PPP
relationship is well documented and even conceded by the proponents
of the PPP hypothesis (including Cassel); iIndeed, i1t has already been
discussed iIn chapter wo. IT the level of protection had remained
approximately the same throughout the 1930°s as iIn the base year,
then this would be less of a problem but this 16 not the case.

At the empirical level 1t might be possible to proxy the level
of protection with the amount of customs revenue collected. Un-
fortunately, this method suffers fron two major drawbacks: most
obviously, the lack of adequate data for some countries and, most
importantly, the conceptual criticisn that this is only a partial
measure of protection, since it does not allow for quotas or exchange
controls. In the case of one country (Canada) there are fairly clear
tuming points iIn 1ts comercial policy and this enables the construc-
tion of (rather crude) dumy variables to approximate the effects of
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protection on Canadian exchange rates. In all other cases, however,

no variable to allow for protection is included.

Therefore one iIs forced to make two Implicit assumptions
which are, iIn the case of the pound-dollar exchange rate for example,
as follons: firstly, net bi-lateral trade controls between the two
countries iIn question (Britain and Arerica) cancelled each other
out; secondly, trade controls in the rest of the world, though having
a large effect absolutely, had a negligible or equal effect on the
markets for pounds and dollars (which mmplies that protection in
third countries affected imports from Britain and America roughly
equally). \Whilst the former assumption is possibly not unreasonable,
given that much protection was retaliatory and the removal of tariffs
was largely based on bi-lateral agreements, N the latter Is question-
able for the sare reasons (especially since the ROW is actually rep-
resented by an individual country).

av)

The final problem that remains to be dealt with Is how to
model speculation or, put another way, how to quantify the variable
5" In the capital account section of the structural equations. Since
stabilising speculation will tend to be picked up (to some extent) by
the other variables, In that adjustment to changes iIn prices, Incomes
and other variables would be made more rapid by such speculation, this
is mainly an exercise for testing for destabilising speculation. The
quantification difficulties are discussed belowv but initially there

is a problem of definition. Thomas has provided three definitions:
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"Destabilising speculation.../lS7. . .a situation in which

speculators. .»/17... cause the exchange rate to diverge

fron some equilibrium rate over time.../or QJr... influence

the behaviour of the equilibrium exchange rate.../or (@)/.==

cause the amplitude of exchange rate movements to exceed

that which would exist In the absence of speculation”. ()

An 1dentical trio are given by Aliber:

""...one 1Is that speculators cause the range of movements In

the spot rate to be larger but without any impact on the

equilibrium rate; the second is that speculators cause the

actual rate to diverge from the equilibrium rate; and the

third is that speculators influence the path of the equilibrium

rate”’. ("0)

Aliber®s first and second (Thomas®™ third and first) definitions
are usually the definitions used iIn empirical tests. In fact, iIn periods
of floating exchange rates when the actual rate was free to change with
the equilibrium rate these two definitions would seem to amount to the
sare thing: an excessive exchange rate movement is, presumably,one
which causes the floating exchange rate to diverge from its equil-
tbrium path. Aliber®s third (Thomas®™ second) definition takes account
of the possibility that speculation-induced exchange rate movements
may InfFluence intemal price levels (for exanple) and therefore the
behaviour of the exchange rate; this approach is not explored here

as it would require a much more extensive model.

A wide variety of methods of testing for destabilising speculation
have been employed, all of which have drawbacks of one kind or another.
The basic problem 6tems from the fact that data on 6hort term capital
flons 1s simply not available for many earlier periods or if it is,
it 1s not especially reliable as it is often based on an estimate
derived from residuals. Given this lack of data there are two
possibilities: the most obvious 16 to devise a proxy of Gome kind,
the less obvious (f disarmingly simple), iIs to ignore it, look at
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deviations from the predicted exchange rate (on the basis of the
variables chosen to determine the equilibrium rate) and attribute
these to speculation.

The latter method has been explored by Stolper (I98), Tsiang
(1959) and Hudgins (1973)» It has the advantage of avoiding any criticism
of the choice of variable to proxy destabilising speculation because
no variable is used. Its major drawback is that it implicitly assumes
that there are no omitted variables and that all the deviations are
due to speculation. This may be a particularly dangerous inference
to make In the present context as trade controls (with one exception)
are not modelled and therefore must also be a prime candidate for the
onitted variables which account for unexplained exchange rate move-
ments. It also requires subjective judgement on how large deviations
have to be In order to be considered. Studies which look at the
difference between actual and PPP exchange rates are particularly
prone to the accusation that the residuals are not necessarily due
to destabilising speculation. The Tsiang (1959) and Stolper (1978)
studies come Into this category (although the latter does consider
other possible reasons for the residuals). Hudgins®™ (1973) study is
more acceptable in that he includes more variables to determine the
equilibrium exchange rate but the problem remains.

Another approach that does not involve including specific
variables for speculative activities might also be discussed at this
point. This involves using a log-linear form and looking at the
elasticity of exchange rates with respect to prices and, on the
assumption that PPP implies that this should be equal to unity, If
It is greater than unity then this mmplies "overshooting’” due to de-
stabilising speculation. This i1s the first approach of Thomas (1973b)
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but the poBBibility of using it here is excluded by the existence
of variables with negative values which precludes the adoption of a

log-linear form.

Attempts to proxy speculation are usually based on forward
market data or some attempt to model speculators® expectations or
resort to dummy variables. Aliber"s (1962) (1970) approach iIs to use
forward market data adjusted for changes in the money market interest
rate differential; (41) this assumes that the forward market is dom-
inated by speculators. If the forward rate is at a discount then
speculators are judged to be bearish, If at a premiun then they are
bullish. If the adjusted forward discount (premium) IS iIncreasing
as the spot currency is depreciating (@ppreciating) then this provides
evidence of destabilising speculation. A related method iIs that of
Stein (1965) who regressed the forward premium on the uncovered
interest rate differential and then used the residuals as his
""speculative variable”. This iIs basically a more sophisticated
version of Aliber®s variable and, In the present context, seems un-

necessarily complex.

Another method of deriving a speculative variable i1s to base

it on some hypothesis about the behaviour of speculators. Assuming
that speculators base their behaviour on trends iIn the exchange rate,
recent changes iIn the exchange rate could be used In this context: iIf
speculators were operating In a stabilising manner they would view
any change In the exchange rate as temporary, expect it to retum to
its previous level and react accordingly; if speculation were de-
stabilising then presunably any change In the exchange rate would be
amplified by their behaviour. This iIs the approach adopted by Mellish
and Hankins (1968) iIn their study of the 1950°s Canadian float. A



similar, though more complex, approach is adopted by Amdt (1968),

who assumes that speculative capital floxs are a function of the
difference between the actual exchange rate and the "‘expected

normal rate' where the latter iIs determined by the deviation of the
actual current rate from the previous "normal rate''. A variation on
this 1s the second method used by Thomas (1973b) who bases speculators®
behaviour not on divergences between actual and expected rates but
between actual and expected price levels (Where prices determine

exchange rates).

The problem with either ignoring speculation and looking at res-
iduals or iIntroducing a proxy for speculation of the kind discussed
above Is that such methods involve "blanket” measures which could
potentially take in much more than just speculation. For this reason,
the method of Hodgson (1971) (1972) and Ozmun (1976) i1s, to somre extent,
preferable. This Involves attempting to identify events which are non-
quantifiable (or "non-economic’” In the sense of not due to "‘economic
fundamentals™) but may have influenced exchange rates, and then using
dumy variables to test for the presence of speculation (in the form
of short term capital flows) which may have occurred because of these
events. To the extent that such capital flows are "non-economic funda-
mental” they are destabilising, and significance of these dummy variables
can be taken as evidence of destabilising speculation. The main dis-
advantage of this approach is Its subjectivity, both iIn deciding
which events merit the inclusion of dumy variables and In assigning
values to these dummies to reflect the intensity of influence of a
particular event (Wwhich may change during the period it iIs effective).
On the other hand, this method is not a "blanket" measure but, iInstead,
provides a test for the effect of specific events on the exchange rate,
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1T a somewhat unsatisfactory ore.

The various methods of iIncorporating speculative factors
into the model, reviewed above, all have drawbacks of one kind or
another and conseguently, It seems desirable to try several approaches.
Two broad types of approach have been identified: methods engaging
in a "blanket’” measurement and those (in fact only one) seeking
to test for the effect of specific potential influences. It seems
reasonable to adopt one approach of each type. OF the latter type,
the dumy variable approach is the only candidate and will therefore
be used. In fact, this is really the favoured approach as relating
speculation to potential causes identified a priori is inturtively
appealing and seems more intellectually honest. In addition, it
encompasses the possibility that speculation may have been destabilising
some but not all of the time (which a "blanket” measure can not). The
ready availability of forward data (at least for the pound) would
suggest that the "blanket’ measure should make use of this and the
simpler approach of Aliber (1962) (1970) is preferred to that of

Stein (1965)«

An additional reason for preferring the dummy variable to the
"blanket’® measure approach iIs that the "overshooting”, implied by
the significance of the latter, only iIndicates that speculation was
destabilising insofar as speculators®™ expectations are Incorrect (ad,
of course, to the extent that such variables measure only speculation.)
This possibility is recognised by Aliber himself who describes this

view as follows:

"__.1t iIs maintained that speculation should be considered
stabilising In sone cases In the iInter-war years because
speculators were only anticipating the weakness of the
currencies resulting fron non-speculative factors'. (k2)
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This point is also taken up by Pippenger:

"When inflationary conditions are changing rapidly, any
tendency for the foreign exchange market to respond more
quickly than the capital market to inflationary pressure
will.._generate an adjusted discount”. (0)
Such speculation may be seen iIn terms of speculators sinply being
correct in their expectations and causing the exchange rate to adjust

more quickly and possibly more often.

This problem does not apply to dummy variables to the extent
that they are constructed on the basis of potential influences which
should not rationally have caused any change iIn the exchange rate.
Hovever, 1f, as was sometimes the case, speculators were quite right
to believe that a bout of political instability, for example, could
lead to a change iIn the exchange rate, then significance of a dummy
variable which reflects the consequent capital outflow iIs not really
indicative of destabilising speculation either. In fact, in the 1930°s,
it may have been very often the case that speculators were correct and
so significance of any of the speculative variables included here
cannot properly be iInterpreted as evidence that the foreign exchanges
were bedevilled by destabilising speculation but only as evidence that
speculation occurred. Nevertheless, to the extent that they can be
constructed to reflect "irrational” Influences on speculators®™ expec-
tations, dumy variables will provide the best test for destabilising

speculation.

However, iIn view of these ambiguities it may be instructive to
be more precise about the exact nature of the dumy variables used here,
lhey have been referred to as ""non-economic' iIn the above discussion
which is, to a large extent, a misnomer In that the Influences being
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picked up are iIn sane senses '‘economic’'. Most commonly, a "‘non-
economic’” dummy represents the economic actions stemming from expec-
tations of the economic consequences of a political (and iIn that
sense "'non-economic’’) event, such as fears of inflation due to the
election of a new govermment, or occasionally even an economic event,
such as deliberate reflation by the govermment. Thus, more properly
speaking, these dumies are not really "‘non-economic'”, or even
""speculative’’, but they are rather "non-economic fundamental’ and
represent the economic consequences of people®s expectations about
the (economic) implications for exchange rates of various iIncidents,
events and attitudes, economic or otherwise; clearly, such expectations
need not necessarily be fulfilled for the actions of those who hold
them to iInfluence the exchange rate (ad consequently for the dumy

variables to be significant).

Nevertheless these dumies do reflect destabilising speculation
to the extent that such expectations are '‘incorrect” or, perhaps better,
imply a different level of the exchange rate to that believed to be
the "correct” level by the govermment. Given that in many cases one
or both of these situations (particularly the latter In the case of
the gold bloc) is applicable, then the dumy variables used here
will be picking up destabilising speculation and will, therefore,
be called "‘speculative’ dumies. At the sare time though, It should
be remembered that when 'speculators' were '‘correct” or, more generally,
when neirther of these two conditions applies, and this is probably the
case for at least some of the dumies, then the significance of a
speculative dumy Is not necessarily indicative of the presence of
destabilising speculation.
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Consequently, each case has to be examined individually and,
in general, significance of the "‘speculative dummies'™ only implies,
in the first instance, that exchange rates were being determined by
influences other than "‘economic fundamentals''. Therefore, to treat
significance of these variables as indicative of destabilising
speculation (and therefore supportive of the Nurkse hypothesis of
unstable exchange rates in the 1930"s) inplies a rather severe test
of the hypothesis (of stable exchange rates in the 1930"s) being put
forward iIn the present study.

Finally, iIn spite of the explicit inclusion of speculative
variables, this does not preclude the implicit use of another method,
discussed above, which iIs to exanine the residuals: any deviations
fron the exchange rate predicted by the model could be due to spec-
ulation, although (as has been pointed out) it iIs dangerous to pursue
this too far, as they could be caused by other omitted variables
(such as the iInfluence of trade controls). This completes the
examination of the model and the derivation of empirical counter-

parts for the iIndependent variables.
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FOOTNOTES TO CHAPTER «

1. See Officer (1976a) pp 2-3 (quoted In Ch. 2).

2. See Hodgson (1971) p- 29, Hudgins (1973) P* 83 and Oznun (1976)
pp- 6j>-k-.

3 See, for example, Hodgson (1971) (1972), Hudgins (1973), Ozmun
219763, Ridpath (1975), Thomas (1973a) and Whitaker and Hudgins
1976).

4. Hodgson and Phelps (1975) P» 60.

5 lbid, p- 63.

6. See Hodgson (1972) and Whitaker and Hudgins (1976).
7. Chang (1951) p. 122.

8. Hodgson (1971) p. 28.
9

For e le, "the complete breakdom iIn intermational relations
during occupation of the Ruhr and the subsequent collapse of
the mark left the pound rather unaffected. (Stolper, 1978, p. 251)»

10. See Thomas (1973a) (1973b); this point iIs taken up again in the
discussion of how to model speculation in Section 1V below.

11. See Frenkel (1976) pp. 202-3 for an argument that the PPP hypothesis
should be tested using cost-of-living Indices.

12. See 1Venkel (1980a).

13. The position adopted here iIs a traditional one: an increase In

real income leads to an increase In demand for Imports and there-
fore a depreciation. The monetary approach would argue that an
increase In real income would lead to an increase In the demand for
money which, unless it is met by an expansion iIn the domestic credit
component of the money supply, will cause an appreciation. This
argument is put forward by Mussa (1976) p. 237»

Tt This possibility is explained by Frenkel (1976) pp- 208-10. Whilst
accepting the traditional view (adopted here) that, iIn the short
run, high interest rates attract foreign capital and hence cause
the exchange rate to appreciate - the "'liquidity effect’ - he argues
that there is also an “'expectations effect’ which, In certain
circumstances (such as hyperinflation), dominates the "liquidity
effect’’, thereby causing a rise In interest rates to be associated
with a depreciation. The “‘expectations effect” operates iIn the
following way: an iIncrease In the expected rate of inflation
causes a rise In the nominal interest rate whilst, at the sare tine,
it loners the demand for real balances and therefore a higher price
level 1s required to restore asset market equilibrium (assuming
money stock is unchanged). Given that PPP holds and that, during
hyperinflation, the foreign price level can be treated as being Tixed,
the higher (domestic) price level can only be achieved through a
depreciation. Hence a rise In the interest rate iIs associated with
a depreciation.
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Hodgson and Phelps (1975) p- 58.
Hudgins (1973) p- 83.
Ibid, p. 9%.

The Almon technique involves the use of polynomials to approximate
lag structures. There are two (essential) assumptions: firstly, the
lag is of a finite length (n) and secondly, the lag structure follons
a polynonial (of degree p - 1). See Almon (1965) for the original
use of the technique.

Most obviously, since n and p are not knom, same criteria has
to be used to determine their values. See Thomas (1977) and Frost
(1975) Tor a discussion of this and other problems.

In practice, small differences between cross-rates and direct

rates i1nevitably occur as arbitrage would have to take iInto account

transaction costs. In the present context i1t iIs larger differences

\gﬁjich cannot be explained by transaction costs that are being
Iscussed.

Hodgson (1971) §972) Hodgson and Phelps (1975)» Hudgins (1973)«
Oznun (1976) Ridpath (1975), Stolper (19°8), Thomas (1973a),
Tsiang (1959) and \Nhltaker and Hudgins (1976) all use wholesale
prices.

The French cost of living Index iIs a case In point. For a discussion
of the accuracy of French price indices see the Economist 6/8/32,
pp 267-8.

Another possibility Is to use iIndices of railway freight receipts.
However, this would seem to be very much a last resort and, as at
least one of the other three is available for all the countries
covered here, It is not pursued.

Hodgson (1971) (1972), Hudgins (1973), Ridpath (1975) and Ozmun (1976)
aII favoured employment indices whilst Thomas (1973a), dealing with
a larger number of countries with, In some cases, limited data,
varied his choice using indices of industrial production (Canada)
or of railway freight receipts (Spain).

This was calculated from C.H. Feinstein: "National Income, Expenditure
and Output of the WK, 1855~1965" (Carbridge University Press, 1972)
Table 5, p. TI6.

The problems are comprehensively dealt with in Einzig (1937)
pp- 157-168.

Ibid, p. 159.

Reported in ibid, p. 151. A number of later authors would put
this figure much lower - no more than and probably even less.
See Frenkel and Levitch (1975) p. 331»

Drumond (1979) p- k. See also p. 3»
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See Kindleberger (1973) p. 180, Pollard (1969) p- 230 and for

a contemporary expression of this opinion see S. Harris:"Exchange
Depreciation”™ (1936) p- 401 and Brown (1940) p. 1119. See also
Howson (1980) for a general expression of this view.

See Drummond (1979) for a discussion of the management of the
franc in the 1930"s. However, it should be remembered that
definite official views and objectives about exchange rate levels
do not necessarily involve competitive depreciation.

The problem is more acute for intervention in exchange rates which

were ""fixed