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Abstract

Gait recognition is a fundamental task in activity tracking, health monitoring, security

surveillance and many other computer vision applications. A variety of sensors have

been utilised for gait recognition, such as standard cameras, infrared cameras, floor

sensors and inertial sensors. However, each kind of sensor has its limitation by nature.

Event camera is a new bio-inspired vision sensor with lower energy consumption,

broad dynamic range, and high temporal resolution. These advantages enable event

cameras to be suitable for surveillance tasks, especially under special conditions

such as long-term, sensitive, and challenging lighting scenarios. Unfortunately, to

the best of our knowledge, there has been no event-based gait recognition technique

available before. In this thesis, we focus on enabling approaches and solutions on gait

recognition with event cameras. Firstly, due to the lack of relevant data, we produce

two event-based gait datasets using an event camera, which serve as a basis for model

training as well as quantitative evaluations and comparisons. Secondly, we propose

a CNN-based approach named EV-Gait which achieves gait recognition with event

cameras, and devise a scheme that includes image-like representation, noise cancella-

tion and a neural network. Thirdly, we further propose a GCN-based 3DGraph-Gait

approach that extracts spatiotemporal features from event streams, which improves

the accuracy of recognition, and enables real-time gait recognition that only requires a

limited number of events generated in several milliseconds. Finally, since privacy is

a major concern with gait recognition, we propose an encryption framework named

EV-Encryp, which effectively protects personal privacy and meanwhile, preserves

the efficiency of the follow-up gait recognition after decryption. In summary, this

study has initialised a novel research direction namely gait recognition with event

cameras, contributed innovative supporting techniques and solutions, and established

key foundations for further exploration and extensions.
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Chapter 1

Introduction

1.1 Background

In the recent decade, the technology of computer vision has been developing rapidly,

and many achievements have been made in this area, such as object recognition [136,

215], human identification [54, 147, 158, 220], super-resolution image generation [11,

230], and simultaneous localisation and mapping (SLAM) [184, 208]. Benefiting from

the growing computational capability and abundant data, deep learning has further

broadened the boundary of computer vision. However, some inherent limitations of

traditional cameras have affected their applications in some specific scenarios. For

example, images will be blurry in a high-speed movement, and the quality of images

will decrease seriously in dark or extremely bright lighting conditions. Some novel

vision sensors, including event cameras, modulo cameras and infrared cameras, have

emerged with the development of computer vision to overcome such drawbacks.

The event camera, also known as the neuromorphic vision sensor (NVS), was

initially proposed in 1991 [143]. It imitates the impulse generation mechanism of neur-

ons on the retina, making it possible to sense the visual changes more sensitively, and

thus, it is also called the silicon retina. Compared with a traditional camera, an event

camera responds to the illumination intensity variation of each pixel independently,

rather than producing a full image at a fixed rate. Their comparisons are visualised in

Figure 1.1. Under regular conditions (see Figure 1.1 (a)), the standard camera outputs

full images with intensities in every pixel, while the event camera produces a stream

1



(a) Regular moving

(b) Static scenario

(c) High-speed moving

Figure 1.1: Output comparison between standard cameras and event cameras[179]
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of events that represent the intensity changes in each pixel. In a static scenario when

there is no movement, the event camera does not have any output, but the standard

camera still generates images at a fixed rate, which is shown in Figure 1.1(b). When

an object is moving at a high speed, the standard camera will inevitably produce

blurry images due to the synchronous exposure, but the event camera will generate the

standard and correct event stream as usual, as shown in Figure 1.1(c).

This specific imaging mechanism brings event cameras many advantages. Each

pixel of an event camera can capture the change of illumination intensity asynchron-

ously in several tens of microseconds, which significantly surpasses the temporal

resolution of traditional cameras. In addition, event cameras also have a broader

dynamic range and lower energy consumption, bringing computer vision into new

scenarios that traditional cameras cannot or are difficult to touch. For example, drones

and robots capture surrounding information and conduct localisation in unstable,

high-speed moving conditions, and vehicles sense neighbour vehicles, obstacles and

pedestrians when entering or leaving tunnels. However, there is still a long journey to

fully employ the advantages of event cameras because of the lack of specialised tech-

niques. The approaches and algorithms for traditional frame-based images cannot be

directly used for event cameras, because the output format of event cameras, a stream

of events that encode the intensity changes of each pixel, is totally different from the

conventional image-like data. Designing dedicated solutions for event cameras can

make the most use of their specific characteristics, and achieve better performance on

traditional computer vision tasks.

Gait recognition is a fundamental task in a lot of real-world applications, such

as security surveillance, activity tracking and health monitoring. Similar to other

biometric identification approaches such as face recognition, iris recognition and

fingerprint recognition, gait recognition identifies an individual by his/her walking

patterns. Because it can work remotely without closely touching targets, it can be

applied in many new scenarios and solve novel challenges. For example, in an

environment with a potential COVID-19 threat, gait-based identification can complete

the task while preventing the spread of the virus. Although there exist some gait

recognition approaches based on RGB cameras, floor sensors, wearable sensors and
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radar, these sensors have their limitations for gait recognition. For example, RGB

cameras cannot work well in challenging light conditions, and wearable inertial sensors

should be equipped for everyone who needs to be recognised.

Energy consumption, challenging light condition and motion blur are still chal-

lenges for gait recognition using traditional cameras. Firstly, in most scenarios, gait

recognition is commonly associated with round-the-clock (24hrs) surveillance, where

the energy consumption is an important issue to be considered, and lower energy

consumption will benefit the applications of gait recognition. Secondly, due to the

fundamental imaging mechanism of traditional cameras, gait recognition algorithms

cannot work well under strong light or dark conditions based on such cameras. Thirdly,

an individual’s high-speed walking leads to a motion blur, which hampers the accuracy

of gait recognition.

It is fortunate that the natural advantages of event cameras bring the possibility to

over-come these problems. Its unique working mechanism allows event cameras only

to re-spond to the change of illuminate intensity, which saves much energy compared

with generating a full-size image every several milliseconds. Furthermore, some

features of event cameras, i.e., broad dynamic range and high temporal resolution,

will mitigate the effects of poor light conditions and motion blur for gait recognition.

However, as an emerging sensor, event cameras have not been used for gait recognition,

and the main challenges for applying event cameras in gait recognition are the lack of

available datasets and techniques.

In order to complete the gait recognition task using event cameras, the highest

priority is to collect enough event-based gait data. On the one hand, these data can help

researchers understand event-based gait patterns, and further serve as a benchmark for

quantitative evaluations and comparisons. On the other hand, models can be trained

for gait recognition directly using these data. Just like the benefits brought by the

ImageNet dataset, event-based gait data will boost the development of gait recognition

and applications of event cameras.

With enough gait images, neural networks have been proven as an effective

approach for gait recognition using standard RGB cameras. These neural networks

for gait recognition can extract relevant features from images or videos and perform
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classification. However, the outputs of event cameras do not resemble images, and

thus existing neural networks for traditional cameras cannot be used for event cameras

directly. A possible solution is converting the outputs of event cameras into an

image-like format, which can reuse the exiting image-based recognition algorithms.

Another approach is to design a dedicated representation and the corresponding neural

network. This representation should express the gait-related patterns of event cameras’

outputs, and the neural networks need to extract these patterns. In addition, the high

temporal resolution is one of the advantages of event cameras, enabling real-time gait

recognition that only requires a limited number of events in several milliseconds.

Security and privacy are major concerns with gait recognition, but these problems

for event cameras have not been explored before. Gait, as a biometric characteristic,

also deserves protection against unauthorised access. Meanwhile, some information

that is irrelevant to gait recognition is also captured during surveillance, which may

put personal privacy at a risk. Prior work supposed that it is secured because event

cameras generate streaming data rather than visual images. However, some reconstruc-

tion algorithms, which generate visual images from an event stream, may threaten

the privacy related to the applications of event cameras, including gait recognition.

Furthermore, the event streams should also be securely transmitted and stored for

security requirements. Although there are some encryption schemes for traditional

images, videos and other visual data, these schemes are not suitable for event data. On

the one hand, the formats of image or video are totally different from that of the event

stream, and traditional encryption schemes are not suitable for event cameras. On the

other hand, event cameras may generate more than millions of events per second, and

the efficiency of the encryption scheme is another major concern, which affects the

data transmission in real-time surveillance.

1.2 Thesis Contributions

This thesis focuses on enabling approaches and solutions to gait recognition with

event cameras. Since there is no gait dataset captured by event cameras, the first

step to solve this problem is to collect event-based gait data, which serve as a basis
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for model training as well as quantitative evaluations and comparisons. After pre-

paring adequate data, dedicated approaches are devised for gait recognition. For

representation methods, event streams are expressed in image-like or point-cloud-like

formats, respectively. For the architecture of models, some neural networks that have

achieved much success for images and point clouds are utilised for event streams to

extract features. Furthermore, the ensemble network, which makes use of the high

temporal resolution of event cameras, can perform recognition using events in several

milliseconds while maintaining competing accuracy with the entire event streams. In

addition to effectiveness and efficiency, the security and privacy issues also are well

resolved. The main contributions of this thesis can be summarised as follows:

(i) In observation of the lack of available datasets, we produce two event-based

gait datasets. The first dataset is called DVS128-Gait, which is captured by the

event camera DVS128 in real-world settings. Another dataset is EV-CASIA-B,

which is generated from the widely used RBG benchmark, CASIA-B. Further

quantitative evaluations are conducted based on these datasets, and relevant

models are also trained using the data. These datasets allow event cameras to be

applied in gait recognition.

(ii) With enough event-based gait data, a novel event-based gait recognition ap-

proach, EV-Gait, is proposed, which is specifically designed for event cameras.

It is able to effectively remove noise in event streams by enforcing motion con-

sistency and employs a CNN to recognise gait from the asynchronous and sparse

event data. This approach explores a possible way to bring existing state-of-the-

art algorithms for image/video-based gait recognition into the domain of event

cameras.

(iii) Making the most use of the event stream’s spatiotemporal feature, a 3D-graph-

based gait recognition approach, 3DGraph-Gait, is proposed. At the begin-

ning, a graph-based representation method projects the event stream into three-

dimensional spatiotemporal space and constructs a graph according to the dis-

tance between events. Then a GCN-based model is trained after converting the

event streams to graphs. Finally, this model is further extended to recognise the
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limited number of events, which fully uses the high temporal resolution of event

cameras.

(iv) To protect the application of event cameras in gait recognition and other private

scenarios, EV-Encryp, an encryption framework for event cameras, is devised.

Firstly, a general threat model for event cameras is proposed, which defines the

adversary’s objectives, capabilities and knowledge, and the encryption frame-

work can prevent attacks included in this threat model. The encryption frame-

work utilises the chaotic maps to generate pseudo-random sequences to shuffle

the position and polarity information. Because event cameras can generate

more than millions of events per second, the framework balances the expense

of encryption and the risk of security, and dynamically controls the encryption

process according to the type of event cameras and the devices.

1.3 Thesis Outline

The rest of this thesis is organised as follows:

In Chapter 2, related work is reviewed, including event cameras, gait recognition

approaches and visual data encryption schemes. Firstly, the mechanism, features and

applications of the event cameras are summarised, which provide an overview of the

capabilities of event cameras. Then, the development of gait recognition is reviewed

and analysed, which involves various approaches, sensors, and scenarios. Finally,

some encryption schemes for vision sensors are summarised and compared.

In Chapter 3, a novel event-based gait recognition approach, EV-Gait, and two

event-based gait recognition datasets are proposed. Firstly, the image-like represent-

ation method is described, which is inspired by the mechanism of the event camera.

Secondly, considering the effects of numerous noises in event streams, a velocity-

based noise cancellation method is designed to improve the data quality of the event

stream. Thirdly, a CNN-based approach is utilised to extract gait-related features from

the image-like representation and recognise identities. Finally, the synthesised gait

dataset, EV-CASIA-B, and the real-world dataset, DVS128-Gait, are presented and

utilised for quantitative evaluation.
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In Chapter 4, a GCN-based gait recognition approach, 3DGraph-Gait, is devised,

which can extract spatiotemporal features for event streams and recognise identities

using a limited number of events only. The graph-based representation of the event

stream and sampling strategy are the fundamental components of 3DGraph-Gait. After

sampling and representing, the GCN-based model is trained using the processed event

streams, and an ensemble network is further devised to improve the real-time perform-

ance using a small partition of the streams. At last, a comprehensive set of experiments

are conducted to evaluate (i) the impacts of 3DGraph-Gait’s hyperparameters on the

performance using the entire event streams, (ii) the performance of 3DGraph-Gait

compared with other approaches and (iii) the performance of 3DGraph-Gait only

using a limited number of events.

In Chapter 5, an event-oriented efficient encryption framework, EV-Encryp, is

proposed to secure event-based applications, such as gait recognition and other privacy-

related scenarios. The pseudo-random sequence is generated by chaotic maps and is

employed to scramble events’ position and polarity information. An indicator, updating

score, is designed to balance the effectiveness and security for different devices and

event cameras with different resolutions. A set of experiments are conducted to

evaluate the effectiveness and efficiency of the proposed encryption framework.

In Chapter 6, we summarise the major achievements for gait recognition with

event cameras in this thesis, identify more issues that could be further resolved and

explore the applications of event cameras in the future.
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Chapter 2

Literature Review

2.1 Event Cameras

2.1.1 Introduction to Event Cameras

The prototype of event cameras, the silicon retina [143], was initially proposed in

1991. This new bio-inspired chip was designed according to the neural architec-

ture of the human’s eyes. With this chip, it is possible to explore a more powerful

computing approach for the vision system, and several asynchronous event-driven im-

agers occurred [106, 123–125], whose resolutions increase from 32×32 to 128×128.

Until 2008, the first generation off-the-shelf event camera, DVS128 [126], was avail-

able, promoting the development of event camera-based applications. From then on,

there came out more and more commercial event cameras by different companies.

For example, Prohesee’s ATIS [172], Samsung’s VGA-DVS [197] and CelePixel’s

CeleX [44]. Now, there are several event cameras whose resolutions can reach one

million [44, 66], approaching the resolution of traditional cameras. In addition to the

rapid increase in resolution, other visual/inertial modalities are also fused into event

cameras [26, 213], extending their applications in real-world scenarios.

Compared with traditional RGB cameras, which produce synchronised frames

at fixed rates, the pixels of event cameras can capture microseconds level intensity

changes independently and generate a stream of asynchronous ’events’. These events

resemble the impulses in the human’s nervous system, and thus, the event camera
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is also called the neuromorphic vision sensor (NVS). Similar to the generation of

impulses, an event is produced when the logarithmic intensity change of one pixel

reaches the predefined threshold. At the same time, the corresponding pixel records

its logarithmic intensity and keep monitoring the change of itself [71]. An event can

be described as a quadruplet, (t, x, y, p), where t is the timestamp when the event

happens, (x, y) is the location of the event in the 2D pixel space, and p ∈ {+1,−1}

is the polarity of the event. The generation of an event can be formulated as:

p =


+ 1, if log(Ix,y,t)− log(Ix,y,t−∆t) = C+

− 1, if log(Ix,y,t)− log(Ix,y,t−∆t) = −C−
(2.1)

where Ix,y,t is the current intensity of a pixel located at (x, y), the t is the time when

the current event happens, ∆t is the time duration from the last event happened at

the same pixel, C+ and C− are the predefined positive and negative thresholds to

determine the positive and negative events respectively.

Benefiting from the generation mechanism of events, event cameras outperform

traditional RGB cameras in several aspects. Firstly, event cameras require much less

resources including energy, bandwidth and computation as the events are sparse and

only triggered when intensity changes are detected. For example, the DVS128 sensor

consumes 150 times less energy than a Complementary Metal-Oxide-Semiconductor

Transistor (CMOS) camera [126]. Secondly, the temporal resolution of event cameras

is tens of microseconds which means the they are able to capture detailed motion

phases or high speed movements without blur or rolling shutter problems. Finally,

event cameras have significantly larger dynamic range (up to 140dB [126]) than RGB

cameras (about 60dB), which allows them to work under more challenging lighting

conditions. These characteristics make event cameras more appealing over RGB

cameras for vision tasks with special requirements on latency, resources consumption

and operation environments.

Although event cameras hold many advantages compared with standard cameras,

there are still some problems and challenges for event cameras to be utilised in

more general scenarios. First of all, the generated event streams are very noisy. In

practice, those cameras are very sensitive to illumination changes or perturbation in
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Figure 2.1: An event stream caused by a rotating dot (adapted from [131]).

the background, and often report a large number of events that are not relevant to the

moving objects. For example, as can be seen in Figure 2.1, although there is only

a rotating dot in the scene, the resulting event stream contains many ad-hoc events

that are detached from the desired spiral. This tends to have a significant negative

impact on the performance of various applications, which hinders the wide adoption of

event cameras. Secondly, effective and efficient approaches to process event streams

have not been fully explored. A single event only contains binary intensity change

information and timestamp. Hence, how to aggregate visual information and make

the most of temporal information is a key problem to be solved for event cameras.

Thirdly, some dedicated algorithms/neural networks with event cameras should be

designed. The CNN-based neural network can be a backbone for different kinds of

tasks for traditional cameras, but there is no recognised backbone and algorithm for

event stream. Finally, the approach of how event cameras work together with other

kinds of sensors has not been fully investigated. Event cameras provide a new modality

of visual information, and some complex tasks utilise several different sensors. Data

fusion approaches for event cameras and other sensors benefit these complex tasks.

2.1.2 The Applications of Event Cameras

With the development of the event camera, it has been managed to solve different kinds

of computer vision tasks. Feature detection and tracking is the basic component for
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various high-level vision tasks, and event cameras also have some achievements in this

area. For corner detection, the space-time properties of moving edges are employed

to estimate planes, and further, the corners can be extracted from the planes [47].

Learning-based approaches, such as random forest [145], have been employed to

recognise corner events from the event stream. Inspired by the corner detection

algorithms for standard cameras, including Harris [79] and FAST [181], event-based

Harris [216] and FAST [153] are designed, respectively. For tracking the event-based

features, a graph is utilised to track the movement of the accurately detected corners [9].

Multikernial-based algorithm [110] and particle filter [73] are also used for this task.

Based on these achievements for event cameras, some high-level computer vision

tasks can be explored accordingly.

Recognition is another important task for computer vision, which involves feature

extraction from the raw data and feature-based comparison/classification. HOTS is

the hierarchy of event-based time surface, which can be used to describe a short

stream of events. After presenting the events as HOTS, a classifier can be trained to

recognise letters, digits, and even human faces [111]. HFirst combines Gabor filers,

templated matching and classifier to build a neural network to solve the recognition

problem [163]. Histograms of Averaged Time Surfaces (HATS) has been proposed

as a new description for recognition, which still uses temporal information rather

than polarity-related information [195]. Inspired by the attention mechanism [218]

applied in natural language processing, this component is also employed to improve

the performance of event-based object recognition [36]. In addition to these relatively

simple recognition tasks, some event-based recognition algorithms are proposed for

real-world applications, such as pedestrian detection [41, 94, 161], gesture recogni-

tion [43, 114] and activity recognition [38, 89].

Since there are various algorithms and approaches for standard cameras, a straight-

forward way to bring these algorithms to the area of event cameras is to reconstruct

images or videos from event streams. Taking the intensity change information of

events, the approach that managed to estimate the intensity mosaic firstly uses pixel-

wise incremental Extended Kalman Filter (EKF) to compute the log gradient for

each pixel, and then combine Poisson reconstruction to generate the absolution log
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intensity [100]. The image construction can also be treated as a visual interpretation

problem, which employs a network to figure out a mutually consistent state, and the

state can provide the visual interpretation, including intensity image [50]. In [17],

a patch-based dictionary is learnt from event streams offline, and reconstruction is

executed online based on the dictionary. A variational model is proposed to estimate

the behaviour of event cameras, and the grayscale images are reconstructed from

the model [155]. A self-supervised learning approach is proposed in [167], which

combines optical flow and event-based photometric constancy.

In addition to grayscale image reconstruction, some video synthesis algorithms

have been further proposed. Events-to-video, E2VID [177], is an end-to-end neural

network-based approach, which is trained with the data generated from the simu-

lator. This approach shows a good generalization with real-world data. Generative

Adversarial Networks (GANs) have been used to generate videos from event streams.

Both conditional GAN [223] and enhanced Cycle-GAN [242] have shown their cap-

abilities in generating high-quality videos. Furthermore, some work has successfully

generated super-resolution intensity images from events. EventSR [224] utilises three

neural networks to complete reconstruction, restoration and super-resolution tasks,

respectively. Besides, another end-to-end neural network for super-resolution recon-

struction is proposed in [46], which pairs the events and the optical flow to generate

images.

Apart from the aforementioned applications, event cameras have also been applied

in optical flow estimation [16, 24, 70, 168, 182, 255], 3D reconstruction [23, 103, 104,

171, 186, 256], SLAM [37, 101, 108, 151, 176, 232] and motion segmentation [148,

201, 217]. Event cameras are also equipped on robots [49, 56, 57, 152] and drones [58,

200] to perceive the surrounding environment under more challenging conditions. This

new vision sensor is expected to solve some problems that traditional cameras cannot

complete.

2.1.3 The Datasets of Event Cameras

As numerous datasets of standard cameras improve the development of computer

vision, the increasing number of algorithms and applications of event cameras benefit
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from the high-quality event-based datasets. These datasets are captured for general or

specific tasks and leveraged for training and evaluation, which include:

• Neuromorphic-MNIST (N-MNIST) Dataset [162]. The MNIST dataset is a

fundamental dataset to investigate traditional computer vision tasks and evaluate

their performance. N-MNIST dataset uses the regular moving ATIS sensor to

capture the MNIST images displayed on an LCD monitor. It consists of 60,000

training and 10,000 testing samples with only raw events. As the earliest event

camera dataset, some object detection [35] and classification tasks [27, 195] are

evaluated using this dataset.

• DAVIS 240C Dataset [154]. This dataset is captured using a DAVIS240C

camera, which contains the raw events, grayscale images, IMU measurements,

and camera calibration from the DAVIS and the pose-oriented ground truth from

a motion-capture system. This dataset involves 25 sequences, whose scenarios

include laboratory, office, campus and urban areas. As a general event camera

dataset, DAVIS240C dataset has been applied in various types of tasks, such as

visual odometry [69, 219] and image reconstruction [177].

• DAVIS Driving Dataset 2017 (DDD17) [29]. DDD17 is an automotive driving

dataset using a DAVIS camera. Besides the events, frames and IMU measure-

ments from the DVAIS camera, other driving-related data, such as steering

angle, engine speed, fuel level, the state of the parking brake and GPS etc., are

also recorded. This dataset covers various driving areas, such as downtown,

freeway and campus, under different lighting and weather conditions, includ-

ing day, evening, night, rain, sunny and wet. There are about 36 sequences

included in this dataset, and over 12 hours of data are recorded. This larger

dataset provides an opportunity to design an end-to-end neural network for

intelligent driving. An event-based steering prediction neural network is trained

based on this dataset and can achieve better prediction than using traditional

grayscale images [146]. In addition, this dataset has been used for semantic

segmentation [7, 225]. An extension of DDD17, DDD20 [87], is published

recently, including 51 hours of driving data.
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• Multi Vehicle Stereo Event Camera (MVSEC) Dataset [257]. MVSEC data-

set is collected on four different vehicle platforms, including hexacopter, hand-

held, car and motorcycle, under different environment (indoor and outdoor) and

lighting (day and night) conditions. Two DAVIS 346B cameras are equipped

on the left and right sides of the vehicle to capture events, grayscale images

and IMU measurements as the modality generated from the event camera. In

addition, a visual-inertial sensor (including left and right cameras, one IMU),

a VLP-16 lidar and a GPU module are equipped. Furthermore, a motion

capture system is utilised to provide the ground truth of the movement. The

multi-modality data involved in this dataset allows the researcher to develop

cross-modality fusion algorithms or compare the task performance using differ-

ent modalities. Some optical flow estimation models [113, 166, 255] are trained

or evaluated based on this dataset.

• DVS Human Pose Estimation (DHP19) Dataset [34]. DHP19 is the first

human pose dataset captured by four synchronised DVS cameras. Although

the DAVIS346 event camera is utilised for this dataset, only DVS outputs

(i.e., events) are reserved due to the host’s USB bandwidth limitation. The

Vicon motion capture system provides the ground truths of the captured poses.

There are a total of 33 movements from 17 volunteers (12 female and 5 male).

These 33 movements, such as left/right arm/leg abduction, jumping, punching,

kicking etc., are classified into five different classes. This dataset enables a

more detailed human action analysis using an event camera. This dataset has

been employed to evaluate the performance of 2D pose estimation [258] and

gesture classification [43].

• DVS Noise (DVSNOISE20) Dataset [15]. DVSNOISE20 is released with an

event-based denoising algorithm and collected for quantitative evaluation on

the performance of denoising. It is captured by the DAVIS346 event camera,

whose movement is restricted by a gimbal, and additional IMU measurements

are provided. The ground truth of noise events is computed according to the

grayscale images from DAVIS and velocity from IMU. These labelled events
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can be used to train a denoising neural network [15], and to evaluate various

denoising algorithms as a benchmark [63].

Although several datasets of event cameras have been released, the number of

available datasets which can be used to train and evaluate neural networks are still

limited. Because of the widespread traditional cameras, many images and videos are

generated every second in our daily lives. Compared with these traditional cameras,

before event cameras will become commonly used sensors, more datasets are required

to extend the application of event cameras, especially for the tasks that can demonstrate

their unique advantages.

2.2 Gait Recognition

2.2.1 Introduction to Gait Recognition

Gait recognition is a kind of biometric authentication approach, which identifies a

person by his/her manner of walking [220]. Compared with other biometric traits (e.g.,

face [82], iris [55] and fingerprints [144]), gait can be captured remotely with simple

instrumentation using a low-resolution camera and is also difficult to be impersonated.

These advantages make gait recognition an important biometric identification approach.

The first gait recognition approach was proposed by Sourabh N. et al. in 1994 [159],

which used spatiotemporal patterns to analyse and recognise the walking person. A

leg movement-based gait recognition approach was designed in 1997, which focused

on the inclination of legs and the corresponding harmonic motion [52]. The stride

length and cadence patterns were also considered to identify an individual’s walking

because they are affected by person’s height, weight, and gender. These patterns

were employed for gait recognition in 2002 [22]. Then, the silhouette was extracted

from the videos to investigate gait recognition, avoiding the negative effects of the

background [221]. A static and dynamic fusion approach was proposed in 2004,

which combined the silhouettes and the joint-angle trajectories of lower limbs as the

features for gait recognition [222]. In addition to these carefully picked features and

patterns, Gait Energy Image (GEI) [78] and Gait History Image (GHI) [130], two
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important model-free approaches, which did not directly model the structure of the

human body, were proposed in 2006 and 2007, respectively. Recently, more and more

deep learning-based approaches [8, 192, 234, 236] have been proposed to extract

features and produce classification automatically.

The algorithms for gait recognition can be generally divided into two phases,

feature extraction and comparison/classification. The target of feature extraction is to

generate gait-related features/patterns from the raw data. These features include some

static features, such as the skeleton [160], appearance silhouette [221], and various

dynamic features, including the trajectory of joints [222] and stride length [22]. In

addition, some latent/high-dimensional patterns can be learnt from neural networks [39,

67, 187, 188]. After extraction, the features are employed to identify the individual.

Distance [33] and correlation [199] are firstly utilised to evaluate the similarity of each

record. Then, machine learning-based classifier (e.g. SVM [142], decision tree [60]

and neural networks [202]), hidden Markov model [97] and Bayesian classifier [21]

are applied for classification. Combined with these approaches, until now, the accuracy

of gait recognition can achieve about 90.4% accuracy [127] in CASIA-B [243], a

famous gait recognition benchmark.

The development of gait recognition is always associated with high-quality data-

sets. On the one hand, the real-world gait datasets provide a benchmark for various

approaches. On the other hand, researchers can investigate the robust algorithms

or train neural networks under various scenarios and different settings (e.g., differ-

ent views and clothes) using these datasets. The CMU Motion of Body (MoBo)

dataset [75] was the first gait dataset published in 2001. After that, SOTON [193],

CASIA-A [221], USF HumanID [185], CASIA-B [243] and CASIA-C [209] were

released from 2002 to 2006, where CASIA-B is one of the most widely used datasets.

CASIA-E [250] and OU-MVLP Pose [10] are available recently, showing that the gait

recognition still attracts attention after several decades’ development.

Standard gait recognition employs cameras to capture the movement, and vision-

based approaches are designed to extract features. Nowadays, many other sensors

have been applied for gait recognition, extending the application scenarios of gait

recognition. Gait recognition can also be applied to wearable sensors. For example,
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smartwatches and smart bands can identify the user by his/her gait. The accelerometer

inside these wearable devices can detect the acceleration during the user’s walking.

Accelerometer-based recognition systems have been developed [59, 68, 180]. The

vision-based techniques need monitoring a particular area, where floor sensors can

also be equipped for gait recognition [91, 205, 206]. In addition, radars can capture

the Doppler signatures of body components’ movement, achieving high accuracy for

identifying targets [164].

Gait recognition has potential values in real-world applications, and various ap-

proaches based on different sensors have managed to solve this problem. Nevertheless,

the appearance of new sensors will bring new possible approaches to achieve bet-

ter performance. These existing approaches can inspire the feature extraction and

classification for event cameras and other new sensors.

2.2.2 Feature Extraction for Gait Recogntion

Feature extraction is a critical component for gait recognition, as the extracted features

seriously affect the result of the later classification task. The feature extraction

approaches can be roughly divided into two categories, model-based and model-free.

Model-based approaches usually model the human body and extract features according

to the model. In contrast, model-free approaches treat the whole motion or trajectory as

integration and indirectly extract gait-related features. Although deep neural networks

do not solely extract features, deep learning-based feature extraction blocks are treated

as a new approach out of these categories because the extracted high-dimensional

features are more complex than that of traditional model-free approaches.

For model-based approaches, the stride length and cadence, which represent

steps per minute are firstly utilised to quantitatively describe an individual’s walking

patterns and recognise different identities [22]. Two-dimensional stick figures are used

to describe the gait process, which is obtained by linking the nine body points (such

as neck, shoulder, waist, pelvis, knees and ankles) [241]. Some distances between

different components of the body, for example, left-right-foot, head-foot distances, are

modelled for gait recognition [32]. The human movement can be abstracted as the

movement of joints, and thus, the trajectories of joint angles are considered dynamic
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information for recognition [210]. Furthermore, a fusion approach that combines

the static and dynamic features achieves more accurate results [222]. Apart from the

body features, some leg-based features are also extracted for gait recognition. Two

new approaches, coupled oscillators and the biomechanics of human locomotion, are

employed to model the thigh and leg inclination during walking and running and

achieve higher accuracy in the running scenario [239]. A Fourier series is utilised to

describe the motion of the upper leg, and temporal evidence gathering techniques are

employed to extract the model from a sequence of images [53].

Model-free feature representation pays more attention to the global motion or tra-

jectory, and the silhouette is a direct way to describe the movement of humans without

the effects of background. The baseline algorithm proposed with HumanID treats the

sequence of silhouettes as features for gait recognition [185]. In addition to directly

using the silhouette, Motion-History Images (MHI) and Motion-Energy Images (MEI)

are extracted from the sequence of silhouettes as the movement features [31]. If the

binary image sequence that represents the areas of motion is D(x, y, t), the MEI can

be defined as

MEIτ (x, y, t) =
τ−1⋃
i=0

D(x, y, t− i) (2.2)

where τ is the time duration to accumulate the motions. MEI is only a binary im-

age, which cannot describe some temporal features. Based on the MEI, MHI is

supplemented to such features and defined as:

MHIτ (x, y, t) =


τ if D(x, y, t) = 1

max(0,MHI(x, y, t− 1)− 1) otherwise.

(2.3)

Similarly, Gait Energy Images (GEI) [78] and Gait History Images (GHI) [130] are

also constructed based on the silhouette sequence, but they use the means instead of

the union. The GEI can be computed as:

GEI(x, y) =
1

N

N∑
i=1

D(x, y, t) (2.4)
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GHI combines GEI and MHI, and is defined as:

GHI(x, y) =


τ if S(x, y) = 1

τ∑
t=1

D(x, y, t) · (t− 1) otherwise.
(2.5)

where S(x, y) can be obtained from the intersection of D(x, y, t) as follow:

S(x, y) =
τ⋂
t=1

D(x, y, t) (2.6)

In addition, Frame Difference Energy Images (FDEI) [40] and Active Energy Images

(AEI) [247] are also the two-dimension feature representations based on the silhouette

sequence, focusing on the incomplete frames and the relations among gait cycle

frames, respectively.

Whatever model-based or model-free approaches need to manually design proper

features and extract them from the raw videos. Learning-based approaches provide

an opportunity to generate features from the raw images automatically. The features

extracted using convolutional neural networks also achieve high accuracy for view-

invariant gait recognition [93]. A Maximum Margin Criterion (MMC) method [14]

is designed to guide latent feature extraction, which is also robust to the noise data.

With the development of deep learning, learning-based approaches [8, 192, 234, 236]

have dominated feature extraction.

These feature extraction approaches depend on the redundant visual information

from images or videos. However, event streams lack details of objects, so model-based

approaches cannot achieve good results. Some model-free approaches can be further

explored for event cameras.

2.2.3 Classification for Gait Recogntion

After extracting the features from the raw data, the classification based on these

features decides the gait recognition performance. SVM is a widely used classification

method, which can be directly applied to high-dimensional features. Independent

Component Analysis (ICA) and Genetic Fuzzy Support Vector Machine (GFSVM)
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are combined to process the features for human identification [142]. A decision tree

has also been used for classification and achieves more than 90% accuracy [77], while

the hidden Markov model [97, 98] and Bayesian classification [21] are also suitable

for this task.

Deep learning-based approaches can perform end-to-end gait recognition without

a clear boundary to distinguish feature extraction and classification. Some blocks

of neural networks play the role of a classifier. CNN architecture with multilayer

perceptron is a fundamental structure for computer vision tasks, and it has also been

used for gait recognition. A neural network, which consists of three convolutional

blocks (including convolutional layer, non-linear activation layer, normalization layer

and pooling layer) and MLP, are designed for gait recognition directly using GEI [240],

and meanwhile, GEINet uses two similar convolutional components and two fully

connected layers [192]. 3DCNN is an extension of CNN, which performs convolution

on three-dimensional space. The 3D convolution can effectively capture the spati-

otemporal features from the gait sequence [127, 234]. Apart from the cross-entropy

loss function that is employed for the aforementioned neural networks, contrastive

loss [246], triplet loss [207, 214], Siamese loss [198], quintuplet loss [248], centre

loss [122] and centre-ranked loss [203] are also utilised for training.

Because gait can be considered as a sequence of movement, recurrent neural

network (RNN) architecture can be adopted for recognition as well. The skeleton-

based RNN approach performs the recognition using the temporal relationships of

joints [128] or between the partial features [20]. Generative Adversarial Networks

(GANs) can generate identically distributed synthesised data to form a robust classifier.

Multi-task GAN (MGAN) has been designed to recognise multi-view gait [83]. Then

Two-Stream GAN (TS-GAN) [229] synthesises GEIs from different angles of view and

the corresponding global and partial features. Capsule Network [238] and GCN [118]

have also been adopted for gait recognition.

A type of neural networks can effectively abstract a type of features, but various

types of features may be related to gait recognition. A lot of hybrid networks combine

more than one type of network to extract more valuable features. The combination

of CNN and RNN is a widely used structure. CNN is able to generate the spatial
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features from raw images or silhouettes, while RNN can capture some temporal

features [251]. The ResNet, a kind of CNN, and LSTM are packed for irregular gait

recognition [119]. This combined structure works for skeleton-based recognition

tasks as well [10]. Auto-encoder (AE) is the top half of auto encoder-decoder, which

automatically encodes the input as low-dimensional features and restore the features

to the original input. The middle outputs, low-dimensional features, are treated as the

encoding of the input. Some new neural networks that combine AE, RNN and GAN

also have some achievements in gait recognition. For the combination of AE and RNN,

AE firstly encodes the segmented images that only include the individuals, and then

LSTM works for classification [252, 253]. GaitGAN [244] and the Alpha-blending

GAN (Ab-GAN) [121] utilise AE in GAN to encode the features. These classification

approaches also can be employed for event cameras after extracted event-based gait

features.

2.2.4 Datasets for Gait Recogition

The development of gait recognition algorithms is benefiting from the increasing

number of datasets. The scale of subjects increases from tens to thousands, and

scenarios vary from simple to challenging. Different angles of view, clothes, carries,

light conditions make the captured data more similar to the real application conditions.

The performance of new algorithms keeps growing in various complex environments.

Some commonly used datasets are summarised as follows:

• CMU Motion of Body (MoBo) Dataset [75]. CMU MoBo dataset is an early

large scale gait dataset, which is released in 2001. MoBo contains 25 individuals

performing four different walking styles (slow walk, fast walk, incline walk and

walking with a ball) on a treadmill. Six cameras are evenly distributed around

the treadmill, whose resolution is 640×480. Each camera generated a video of

about 11 seconds, and more than 8000 images were captured for each individual.

This dataset provides both raw RGB images and the corresponding silhouettes.

As the earliest available dataset, some approaches [48, 116, 134, 234] are

evaluated based on this dataset.
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• USF Human ID Gait Challenge (HumanID Gait) Dataset [185]. HumanID

gait dataset is captured for the HumanID gait challenge problem, consisting of

1870 sequences from 122 individuals. This data is collected under five different

conditions, and there are various angles of view, shoe types, walking surfaces,

elapsed times and carries. The conditions can be mixed and generate up to 32

different combinations. As the complex scenarios in this dataset, some robust

algorithms [78, 135, 211] are dedicated for one of these scenarios and evaluated

using this dataset.

• CASIA Gait Database: Dataset B (CASIA-B) [243]. The CASIA-B dataset,

the second gait dataset released by CASIA, is the most widely used for gait

recognition until now. The first CASIA gait dataset, CASIA-A, only contains 20

subjects from three cameras that viewing angels are 0◦, 45◦ and 90◦, respectively.

CASIA-B is larger than CASIA-A, which consists of 124 individuals, and the 11

cameras are evenly deployed with the viewing angles from 0◦ increasing to 180◦.

In addition to the normal walking style, two additional conditions, walking with

a coat and walking with a bag, are involved in this dataset. Until now, the

state-of-the-art neural network approach, 3DCNNGait [127], can achieve more

than 90% accuracy with CASIA-B.

• CASIA Infrared Night Gait Dataset (CASIA-C) [209]. The CASIA-C data-

set includes night’s gait data captured by the thermal infrared camera. 153

individuals are involved in this dataset, who walk at different speeds (slow,

normal and fast). The condition of whether individuals carry a bag is also

considered in this dataset. A combination of CNN and RNN is employed for

gait recognition for this dataset [19].

• Osaka University and the Institute of Scientific and Industrial Research

Large Population (OU-ISIR LP) Dataset [90]. The OU-ISIR LP dataset is

extremely large-scale, including 4007 individuals. There are 2135 males and

1872 females with ages from 1 to 94 years old, and cameras with multi-views are

also employed. In addition to the general large population (OU-ISIR LP) dataset,

treadmill dataset with various speeds and clothes (OU-ISIR Treadmill) and large
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population dataset with bags (OU-ISIR LP-Bag) are additionally released. With

the large volume of this dataset, more and more algorithms [133, 237, 248]

utilise it as the benchmark for evaluation.

• TUM Gait from Audio, Image and Depth (GAID) dataset [85]. The TUM

GAID dataset provides simultaneous RGB images, depth images and audio

streams of individuals, which extends gait recognition from a single data modal-

ity task to a multi-modality task. This dataset contains 32 subjects and involves

three different conditions (time, carries and shoes). A Microsoft Kinect sensor

is employed during collection and outputs a video stream with 640×480 resolu-

tion and 30 FPS frame rate. A depth-based histogram energy image [84] was

designed to solve this problem, and the traditional RGB images are also used

for general comparison [120].

These gait datasets increasingly broaden the application scenarios of RGB cameras

for recognition. For event cameras, the dedicated gait dataset should be prepared for

both training and evaluation. On the other hand, a dataset that includes both RGB

images and event stream is also required to compare the recognition performance

using these two modalities.

2.3 Visual Privacy Protection and Encryption

2.3.1 Encryption-based Visual Privacy Protection

Privacy is a crucial challenge for all kinds of vision sensors. Prior to the presence

of event cameras, many encryption algorithms had been designed for streaming data,

such as Data Encryption Standard (DES), International Data Encryption Algorithm

(IDEA) and Advanced Encryption Standard (AES). However, these algorithms are

inefficient for vision sensors, since visual data is redundant and the scale is large.

Specific encryption schemes have been designed for various vision sensors.

The Arnold Cat Map is a basic algorithm for pixel scrambling in the space domain

for encrypting images [76]. It applies matrix transformation to scramble adjacent

pixels rapidly. Several encryption algorithms have extended Arnold Cat Map to
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achieve better performance. Furthermore, chaotic-system-based encryption algorithms

employ the pseudorandom sequence to encrypt the values of pixels, such as Logistic

Mapping [169] and Chebychev Mapping [88]. Besides, encryption schemes in the

transform domain [212, 254] and partial encryption schemes [204] are also used for

image encryption. Nevertheless, these schemes cannot be directly applied for event

cameras, since their outputs are sparse in the space domain, which are different from

images.

Video has both streaming data and image features, and thus video encryption

should be designed with considerations on both security and efficiency. VEA [174]

directly applies streaming data encryption, i.e. DES, to encrypt video stream. Com-

pared with image encryption, this approach increases the efficiency of encryption

and the security is preserved. CSC [45] utilizes three chaotic mapping algorithms

to generate a chaotic sequence, and an XOR operation is involved in generating the

ciphertext. Moreover, some video encryption algorithms take advantage of the video’s

encoding format to encrypt the key information, such as the widely-used MSE [231]

and MHT [235]. These video encryption schemes rely on the encryption of critical

information in a single frame or adjacent frames. However, such approach is not

suitable for event cameras either, because each event cameras’ output holds a small

amount of information only.

The point cloud is a new kind of visual data representing a 3D structure of an

object. Some extended chaotic mapping algorithms [92, 95] have been used to encrypt

the point cloud. Furthermore, a series of random permutations and rotations have been

employed to encrypt the point cloud by deforming the geometry [96]. One intuitive

method is processing a stream of events as a point cloud, due to the structural similarity

between them. However, the minimum and maximum values of the encrypted point

cloud in each dimension are not consistent with the original point cloud, which

prevents the application of these encryption schemes for event cameras.

2.3.2 Other Visual Privacy Protection Approaches

Encryption is a widely used approach to protect all kinds of data, and non-encrypted

privacy protection tends to make use of some characteristics of devices and data.
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For visual data, downgrading the quality of captured images is possible to protect

the related privacy. However, another problem is how to balance privacy and the

performance of downstream tasks because the degraded image generally cannot be

restored to its original quality. In some sensitive areas, a pulsing light, which distorts

imagery, is produced to prevent the unauthenticated camera[170]. A thin film organic

polymer is also utilised for the lens to block imagery[149]. These approaches focus

on the environments and devices, which thoroughly destroy the captured image. More

non-encrypted approaches destroy the sensitive part of the image and keep other

information that can be used for other tasks that are not privacy-related.

Facial features are seriously sensitive information, which has been involved in

several authentication systems. If the captured images are not used for face recognition

or other face-related tasks, the face information is sensitive and should be protected.

The K-same algorithm [157] replaces the original face with the average k face images,

efficiently preventing face identification. FaceSwapping [30] directly replaces the

face in the image with a similar image in the large-scale face image library collected

from the internet. The above approaches only solve face privacy, and some removal,

abstraction and replacement approaches can be used for general objects or people.

Some image or video inpainting approaches, such as quilting [64] and exemplar-based

methods [51], can generate the synthesized texture to compensate for the removed

sensitive part.

In addition to destroying or hiding the privacy-related part of images, they can be

described as high-dimensional features for particular tasks. Some privacy-protection

approaches convert the raw images to some secured features which do not include

visual privacy. A secure multi-party technique is involved for vision-based classific-

ation, including an oblivious transfer operation, a secure dot-production and secure

Millionaire protocols [12]. Besides, a secure fuzzy matching method based on con-

verted attributes is also employed for image matching [13]. In addition, Shashank et

al. have proposed a hierarchical index structure and a hash-based indexing scheme to

retrieve similar images from the data without exposing the visual information of the

query images [189].

These privacy protection approaches fully utilise the characteristics of images

26



and destroy the recognisable information. However, the original event streams are

not directly recognisable, which can be converted to meaningful images and videos

using some reconstruction algorithms. Thus, the balance between the security and the

application of event cameras can be further explored.
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Chapter 3

EV-Gait: Bringing Gait

Recognition from RGB Cameras

to Event Cameras

3.1 Introduction

Gait recognition is a fundamental building block in many real-world applications

such as activity tracking, digital healthcare and security surveillance, which aims to

recognise human identities based on their walking patterns captured by the sensors. A

variety of sensors have been employed for gait recognition, such as standard (RGB-

based) cameras, infrared cameras, floor sensors and inertial sensors. Event cameras

are a new kind of vision sensor, which have unique advantages over the standard

RGB cameras for gait recognition because: (i) their low energy and bandwidth

footprint make them ideal for always-on wireless monitoring; and (ii) the high dynamic

range allows them to work under challenging lighting conditions without dedicated

illumination control.

However, event cameras operate in a completely different way compared with

RGB cameras, which generate asynchronous and noisy events rather than frames when

capturing human motions. As presented in Fig. 3.1, the left figure shows the RGB

gait images captured by standard cameras, while the right figure demonstrates the gait
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Figure 3.1: Comparison of the outputs between standard cameras and event cameras

event stream generated by event cameras. For the event stream, the positive intensity

changes (+1) are denoted in red and the negative intensity changes (-1) are denoted

in blue, and the contrast decreases following the passage of time. Because of the

different structures of images and event streams, the conventional RGB-based image

processing and gait recognition approaches cannot be directly applied on the event

data.

In this chapter, we investigate the feasibility of using event cameras to tackle the

classic gait recognition problem.

• No event-based gait dataset is available for training and evaluation.

• No dedicated gait recognition approach has been designed for event stream.

In order to solve the aforementioned problems, we firstly produced two event-based

gait datasets, which can be used for training neural networks and further quantitative

evaluation. Then, we propose a new event-based gait recognition approach, namely

EV-Gait, which is able to work with the noisy event streams and accurately infer the

identities with gait recognition. Lastly, extensive experiments are conducted to analyse

the proposed approach. Concretely, major contributions in this chapter include:

• We propose a novel event-based gait recognition approach EV-Gait, which is

specifically designed for event cameras. It is able to effectively remove noise in

the event streams by enforcing motion consistency, and employs a deep neural

network to recognise gait from the asynchronous and sparse event data.

29



• We collect two event-based gait datasets DVS128-Gait and EV-CASIA-B from

both real-world experiments and public gait benchmarks. DVS128-Gait has

been utilised to train the neural network.

• Evaluations based on the two datasets show that the proposed EV-gait can

recognise identities with up to 96% accuracy in real-world settings, and achieve

comparable (even better in some angles of view) performance with the state-of-

the-art RGB-based approaches.

The rest of this chapter is organised as follows. In Section 3.2, we present two

image-like representation approaches for event streams, namely count image and

time surface, which are concatenated and utilised as the input of our proposed neural

network. In Section 3.3, a noise cancellation method is designed to mitigate the effect

of noisy events on gait recognition. In Section3.4, EV-Gait is proposed, which includes

a feature extraction network and a classification network. The collected event-based

datasets and experimental results based on the datasets are presented in Section3.6,

followed by a summary concluded in Section3.7.

3.2 Image-like Representation

Unlike conventional RGB cameras, event cameras produce asynchronous event streams

that cannot directly fit the CNN-based model. In order to utilise the existing computer

vision technologies, we choose to convert the event stream to an image-like repres-

entation. Because each event holds temporal, positional and visual information, the

converted representation can accumulate such information. EV-FlowNet [255] is a

self-supervised deep learning approach to estimate the optical flow for an event stream,

and its input is the processed event stream. Although the output of EV-FlowNet is the

optical flow whose size is different from that of the gait recognition task, its en-coder

part has inspired the design of the counterpart in our gait recognition framework,

because both of them project the events into another space as a feature matrix. In-

spired by this work, the number of events that happened at each pixel and the time

when events happened are employed as the representation approach to describe an
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Figure 3.2: Visualisation of the CI+ in 50ms

Figure 3.3: Visualisation of the CI− in 50ms

event stream. Concretely, the count image accommodates the counts of positive or

negative events at each pixel, respectively, which can effectively describe the spatial

characteristics of the event stream, and the time surface holds the time ratios describing

the temporal characteristics.

3.2.1 Count Image

An event implies that an intensity change reaches or exceeds the threshold at one

pixel, and thus, the number of events that happened at the same pixel is related to

its corresponding total intensity change in duration. The thresholds for positive and

negative events can be different, so events with different polarities are accumulated,

respectively. This count image is formulated as,


CI+(x, y) =

∑
ti∈T,pi=+1

δ(x− xi, y − yi)

CI−(x, y) =
∑

ti∈T,pi=−1

δ(x− xi, y − yi)
(3.1)

where an event ei = (ti, xi, yi, pi), T is the time duration of the event stream and
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Figure 3.4: Visualisation of the TS+ in 50ms

Figure 3.5: Visualisation of the TS− in 50ms

δ is the Kronecker delta function. CI+ and CI− are the two channels of the count

image. Some sample CI+ of event streams in the collected event-based gait dataset

are visualised as Figure 3.2, and their corresponding CI− are illustrated in Figure 3.3.

As can be seen from the figures, the count images with different polarities focus on

the changes in different directions. CI+ describes the changes on the front side, while

CI− presents the changes on the backside. Combined with these two channels, the

count image can be utilised to describe the spatial characteristics of an event stream.

However, this representation format ignores the temporal features of the event stream.

Additional representation should be used to extract the temporal characteristics.

3.2.2 Time Surface

Similar to the count image, the time surface also converts an event stream to an image-

like representation. Nevertheless, the time surface focuses on the last active events on

each pixel rather than the count. This surface encodes the temporal information from

the event stream, which is defined as,
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
TS+(x, y) =

t+x,y − tbegin
tend − tbegin

TS−(x, y) =
t−x,y − tbegin
tend − tbegin

(3.2)

where t+x,y and t−x,y are the timestamps of the last positive and negative events

at pixel (x, y), respectively, tbegin is the timestamp of the first event and tend is the

last event of the whole stream. These surfaces estimate the lifetime of object of

interest at different locations. The corresponding TS+ and TS− of Figure 3.2 and

Figure 3.3 are visualised in Figure 3.4 and Figure 3.5, respectively. Compared with

the count images, time surfaces show gradients that follows the passage of time, which

represents temporal information of the event stream.

3.3 Noise Cancellation for Event Streams

Event cameras are more sensitive to the intensity change, and thus their outputs are

noisier and more evident than traditional cameras. The quality of data heavily affects

the performance of gait recognition. Noise cancellation can improve the quality

of data as well as the algorithms’ performance. In the context of gait recognition,

we are only interested in the people walking (or generally objects moving) within

the camera field of view, while the other information captured are considered as

noise. For event cameras, such noise in the event streams are often cause by the

subtle illumination changes in the background, or the unstable nature of the electronic

circuits. Therefore, the key challenge of noise cancellation is how we can distinguish

if an event is triggered by the moving people/objects of interest or not. This is not a

straightforward task, since an event stream spans over both spatial and temporal axis

and noise can appear arbitrarily. Most of the existing approaches (e.g. [99, 129, 165])

rely on the simple assumption that the noise in the event streams are ad-hoc and sparse,

i.e. they should appear in a random fashion and isolated from the events caused by

object motion. These noise cancellation approaches for events are state-of-the-art.

Liu et al [129] discard an event as noise if there is no other event captured at its eight

neighbour pixels within a certain time period. Khoda et al [99] improve Liu’s approach
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by recov-ering events that are mistakenly classified as noise. Padala et al [165] filter

noise in the event stream by exploiting the fact that two events are fired at the same

location can’t be too close in the time domain. These approaches only consider the

basic generation mechanism of events, but the proposed approach fully employs the

characteristics of gait and the speed consistency. However this is not always true,

because when the overall lighting condition is not stable, the amount of noise may

dominate the stream and bury the events of interest.

To overcome this problem, we consider a new noise cancellation approach by

exploiting the motion consistency within the event streams. The intuition is that if

an event is caused by the genuine motion of the objects (human body in our gait

recognition case), in the near future there should be another events appearing at

locations that are consistent with the object motion. In other words, within a local

region, the events caused by object motion should be able to form a consistent “moving

plane” in the spatiotemporal domain, while the noise event should not. Figure 3.6

demonstrates an example of this idea. We see that in Figure 3.6 (a), for a valid event

(the blue dot), there should be a number of previous events that fired in its close

vicinity (the yellow dots), since they are triggered by the motion of object across both

space and time. Therefore, these events should be able to modelled as a consistent

plane Π with velocity (vx, vy). On the other hand, as shown in Figure 3.6 (b), if an

event is noise (the red dot), the recently appeared events (the yellow dots) typically

have no or little spatial correlation, i.e. they can not be described as a consistent plane.

In our approach, we exploit this property by looking at the optical flow within the

event streams [25], which can naturally assess motion consistency. Event-based visual

flow [25] calculates the dense optical flow of an event stream by fitting a surface

defined by the neighbour events. This optical flow is related to the moving speed of

objects in the real world. Because the speed of gait is in a limited range, the noise

can be removed accord-ing to the estimated speed. The proposed noise cancellation

approach is inspired by this surface fitting approach to estimate the speed and further

remove the noise.

Concretely, to compute the optical flow of an event ei, we drop its polarity, and

express it in the three dimensional space as ei = (ti, xi, yi). Then the plane where ei
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Figure 3.6: An example of our noise cancellation approach based on motion consist-
ency

is on can be described as

axi + byi + cti + d = 0 (3.3)

where a unique (a, b, c, d) ∈ R4 defines a unique plane Π.

The position for those events that are within close proximity of ei in both spatial

and temporal axis, we fit a plane via least squares:

Π̂ = argmin
Π∈R4

∑
j∈Si

∣∣∣∣∣∣∣∣∣∣∣∣∣
ΠT



xj

yj

tj

1



∣∣∣∣∣∣∣∣∣∣∣∣∣

2

(3.4)

where Si is the event set including both ei and the events appear within the 3×3

neighbourhood of (xi, yi), and the time window [ti−∆t, ti + ∆t]. In our experiments

we set ∆t to 1ms.

Let us assume that a unique plane Π̂
(
â, b̂, ĉ, d̂

)
is obtained. Then we calculate its

velocity at the event ei as:

v =

vxi
vyi

 = −ĉ

 1
â

1
b̂

 (3.5)

where vxi and vyi are the velocity of event ei along the x and y axes respectively.
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Figure 3.7: Workflow of the proposed EV-Gait.

Then we validate the motion consistency by checking the velocity v. If 0 < |v| <

Vmax, we accept ei, since a valid event caused by genuine motion should be moving,

and the speed should be within certain reasonable range. Otherwise, we declare ei as

noise, and remove it from the event stream. We do this iteratively for each event until

all the events in the stream are considered as valid.

3.4 EV-Gait: Event-based Gait Recognition

EV-Gait, as shown in Figure 3.7, starts from capturing asynchronous raw event

stream while the subject is walking through the view. Then the raw event stream is

preprocessed through event noise cancellation and represented according to the design

of the input layer of the deep neural network for gait recognition. At last, we train our

deep network and apply it to recognise the identities of the subjects based on event

streams.

Our deep neural network for event-based gait recognition can be vastly divided

into two major components: convolutional layers with Residual Block (ResBlock) are

responsible for feature extraction and fully-connected layers with softmax associate the

features to different identities. The convolutional layers have been proved an effective

way to extract features and popularly applied in image classification tasks [72, 107,

178]. The ResBlock layers [81] are able to deal with the vanishing features problem

when the network goes deeper so that features extracted by convolutional layers can

be better integrated. The fully-connected layers decode the features and pass them to

the softmax functions to execute classification tasks.
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3.4.1 Feature Extraction Network

The structure of the feature extraction network is illustrated in Figure 3.8. Because

the resolutions of event cameras are relatively small, e.g, 128×128 for DVS 128, the

vanilla convolutional layers are firstly utilized to extract low-level features. Meanwhile,

Compared with the larger convolutional kernels (7×7 or 5×5), the feature extraction

networks for events is only equipped with 3×3 kernels. The desired features for gait

recognition are the walkers’ skeletons and their walking patterns rather than their

clothing and other details. The number of convolutional layers in the feature extraction

network associates with this target, and only four downsampling convolutional layers

are employed in the first part. Their strides are two, and the numbers of output channels

are 64, 128, 256 and 512, respectively. An activation function, ReLU [156], follows

each convolutional layer. Here, we do not use any off-the-shelf RGB feature extraction

network with pre-trained parameters, such as LeNet, AlexNet and VGG, since event

images do not have image-like fine-grained details. Overly focusing on the details of

event images may lead to overfitting due to the noise and irrelevant events.

After passing through the four vanilla convolutional layers, two ResBlocks are

employed to enhance the high-level features, which structure is shown in Figure 3.9.

The input shape of the ResBlocks is 8×8×512, and the output is the same shape. A

ResBlock consist of two convolutional layers, two batch normalisation layers and one

activation function, which has two paths to directly passing the input and calculating

the residuals, respectively. For the calculating residuals path, the input goes through

the first convolutional layer with 3×3 kernels, whose stride is one, and the number

of output channels is still 512. The first batch normalisation layer and the ReLU

activation function follow the first convolutional layer. The second convolutional layer

is the same as the first convolutional layer. After this convolutional layer, the original

input, from the direct path, adds the residuals from the second batch normalisation

layer. The features generated after two ResBlocks are passed to the classification

network for the final recognition.
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Figure 3.8: The super-parameters and architecture of the feature extraction network
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Figure 3.9: The ResBlock structure
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Figure 3.10: The structure of the classification network

3.4.2 Classification Network and Loss Function

A Multi-Layer Perceptron (MLP) is employed as the classifier of the EV-Gait, which in-

cludes two hidden layers. The output shape of feature extraction network is 8×8×512,

which is flatted as a vector, which length is 32768. The first hidden layer has 1024

units, and is followed by an activation function (ReLU), a batch normalisation layer

and a dropout layer. There are 512 hidden units in the second layer, and except for the

batch normalisation layer, the rest structure is the same as the first one. A final linear

layer maps 512 hidden units to the N identities, and the length of the final output is

the number of identities that need to be recognised. The structure of the classification

network is illustrated in Figure 3.10.

The output of the classification network is converted to the probabilities of different

identities using the softmax function, which is defined as follows:

pi =
exp(ci)∑N
i=1 exp(ci)

(3.6)

where pi is the probability of the i-th identity, ci is the i-th element of the classification
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network output. At last, the cross entropy loss function (Equation 3.7) and Adam

optimizer [102] are adopted to train the network.

Loss = −
N∑
i=1

yi log(pi) (3.7)

where yi is the true label of the input in one-hot format and pi is the predicted

probability, and the prediction is to choose the result with the highest probability:

ŷ = arg max
i

(pi) (3.8)

3.5 Datasets

The event camera is an emerging vision sensor; thus, there is a limited number of

datasets for specific tasks such as gait recognition. Two datasets, DVS128-Gait and

EV-CASIA-B, are presented. They are captured by an event camera, which serves

as a basis for model training as well as quantitative evaluations and comparisons.

DVS128-Gait is captured in real-world settings in a lobby of a teaching building and

volunteers vertically walk in the front of the camera, similar to the real application

scenarios. EV-CASIA-B is generated from the widely used RBG gait benchmark,

CASIA-B, with an event camera that captures the monitor when playing the videos of

CASIA-B.

3.5.1 DVS128-Gait Dataset

The DVS128-Gait dataset is collected in real-world settings with a cohort of 21

volunteers over three weeks in a lobby of a teaching building. 15 males and 6 females

are recruited to contribute their data in two experiment sessions spanning over three

weeks time. In each session, the participants were asked to walk normally in front

of a DVS128 sensor mounted on a tripod, and repeat walking for 100 times. The

sensor viewing angle is set to approximately 90 degrees with respect to the walking

directions. The second experiment session was conducted after a week since the

end of first session to include potential variances in the participants gait. Therefore,
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Figure 3.11: Visualisation of the event streams (accumulated over 20ms) of 10 different
identities in the DVS128-Gait dataset.

in total we collected 4,200 samples of event streams capturing gait of 21 different

identities. Figure 3.11 shows visualisation of the data from 10 different identities

(events accumulated within 20ms), where the colour of pixels indicate polarity (red

for +1, green for -1). Some moving edge of the volunteers can be early recognised

from the visualisation. More statistics features of records are shown in Table 3.1. The

time lengths of records are from about three seconds to about six seconds, and their

numbers of events are from 40,000 to 100,000.

3.5.2 EV-CASIA-B Dataset

Traditional cameras and event cameras provide different modalities of vision informa-

tion. To compare the advantages and disadvantages of these two modalities, a widely

used RGB benchmark, CASIA-B, is converted to an event-based format, EV-CASIA-B.

CASIA-B is one of the most popular benchmark for RGB camera-based gait recogni-

tion methods [18, 74, 109, 112]. It contains data from 124 subjects, each of which has

66 video clips recorded by RGB camera from 11 different view angles (0◦ to 180◦),

i.e., 6 clips for each angle. The view angle is the relative angle between the view of

the camera and walking direction of the subjects. To convert the CASIA-B dataset

to event format, we use a similar approach as in [86] and use a DVS128 sensor to

record the playbacks of the video clips on a screen. In particular, we use a Dell 23 inch

monitor with resolution 1920×1080 at 60Hz. Figure 3.12 shows some examples from

the original CASIA-B dataset (top row) and the visualisation of the corresponding
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Training Sequence Validation Sequence
No. Time Length # of Events Time Length # of Events
1 5700±2868 ms 51767±3891 5599±2948 ms 50694±6317
2 5129±2427 ms 50932±5148 4007±1462 ms 49185±5824
3 4856±2304 ms 53375±7049 5626±2487 ms 46830±3752
4 4992±2459 ms 61389±7896 4261±816 ms 62323±7845
5 4812±1380 ms 40481±3147 6728±3925 ms 41829±3521
6 5714±1366 ms 60517±4641 5411±1695 ms 59076±3851
7 5675±2395 ms 46746±4702 5664±2400 ms 46746±4702
8 4112±1669 ms 49013±7964 3442±1175 ms 91538±43827
9 3737±1145 ms 51982±3370 4018±1842 ms 81876±38346
10 4644±1475 ms 49506±6990 5131±1707 ms 49427±5764
11 5457±1873 ms 49672±7623 5484±1799 ms 53724±7489
12 4556±1733 ms 55487±3700 3755±1893 ms 50453±11410
13 5765±2729 ms 41402±3149 4134±1542 ms 43897±3067
14 5638±1853 ms 60143±3698 5012±1575 ms 62567±7998
15 4820±1652 ms 53768±3669 4941±1666 ms 54317±5023
16 5030±1918 ms 50770±5803 5178±2010 ms 52618±2962
17 4764±1478 ms 70373±5414 4634±2207 ms 72839±7641
18 4322±1407 ms 61952±8051 3233±950 ms 60701±7503
19 5504±1784 ms 57938±5173 5987±1675 ms 59774±5185
20 4414±1321 ms 47299±5720 3641±1172 ms 41061±4678
21 3645±1492 ms 36117±6829 3895±1013 ms 41197±4223

Table 3.1: The time lengths and the numbers of events of each volunteer’s records
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Figure 3.12: The original CASIA-B dataset and visualisation of the corresponding
event streams (accumulated over 20ms) in our converted EV-CASIA-B dataset

event streams in our converted EV-CASIA-B dataset (bottom row). The time lengths

of records are equal to the original clips, about five seconds, and their numbers of

events are from 80,000 to 300,000.

3.6 Evaluation

In this section, we evaluate EV-Gait with both data collected in real-world experiments

and converted from publicly available RGB gait databases. In our experiments, we

use a DVS128 Dynamic Vision Sensor from iniVation [3] operating at 128×128 pixel

resolution. The event data is streamed to and processed on a desktop machine running

Ubuntu 16.04, and the deep network (discussed in Section 3.4) is trained on a single

NVIDIA 1080Ti GPU. In the following, we first evaluate the performance of event

noise cancellation of EV-Gait, and then present the gait recognition performance.

3.6.1 Baselines of Event Noise Cancellation

We compare the proposed noise cancellation technique in EV-Gait against the follow-

ing three state of the art approaches:

(1) Liu et al [129], which discards an event as noise if there is no other event

captured at its eight neighbour pixels within a certain time period;

(2) Khoda et al [99], which improves Liu’s approach by recovering events that

are mistakenly classified as noise;
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(3) Padala et al [165], which filters noise in the event stream by exploiting the

fact that two events are fired at the same location can’t be too close in time domain.

To fully investigate the noise cancellation performance of EV-Gait, we consider

two experiment scenarios, where the event camera is configured to capture: i) a

static background with nothing moving; and ii) an artificial object moving upon the

background.

3.6.2 Noise Cancellation with Static Background

In this experiment setting, we configure the DVS128 camera to face white walls and

continuously capture the event streams for fixed time intervals. The environments are

controlled and there is no moving object or shadow within the camera field of view,

so that the scene captured by the camera is purely static background. We consider

two different lighting sources, i) the light-emitting diode (LED) and ii) fluorescent

tube light (FTL), both of which are AC powered. However, the flicker frequency

of the fluorescent light is relatively slow (100Hz or 120Hz), and thus can be easily

picked up by the event camera, causing more noise in the event streams. On the other

hand, the LED lights used in our experiments are more stable, since they use rectifiers

to convert the AC to DC and smooth the output with capacitors. Figure 3.13(a) and

Figure 3.14(a) show the the recorded events accumulated within a 20ms window

under the two different lighting sources respectively. Clearly in this case, all the

events (white dots) should be noise, since the event camera is only capturing the static

white wall. We then apply the event noise cancellation technique used in EV-Gait and

the competing approaches to the recorded event streams, and Table 3.2 shows their

performance in removing noise. The first column shows the total numbers of noise

events under the two lighting conditions, while the rest show the percentage of noise

events left after applying individual approaches.

Firstly, we find that the amount of noise caused by fluorescent tube light (FTL)

is much more than that of the LED light (1,082,840 vs. 19,009 noise events), which

confirms that event cameras are very sensitive to different lighting conditions. On

the other hand, we see that our technique (Figure 3.13(b) and Figure 3.14(b)) can

effectively remove most of the noise in the event streams, up to 97.79% and 99.73%
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# of Noise EV-Gait Liu [129] Khoda [99] Padala [165]
LED 19,009 2.21% 29.3% 5.13% 15.56%
FTL 1,082,840 0.27% 48.25% 21.06% 47.37%

Table 3.2: Noise cancellation performance of the proposed and competing approaches
under LED and FTL lights.

(a) (b)

(c) (d) (e)

Figure 3.13: Visualisation of events (400ms) captured for a static background under
LED lighting

under LED and FTL. This significantly outperforms all the completing approaches (see

Figure 3.13 and Figure 3.14 for visualisation of the remaining noise events), where

the best one (Figure 3.13(d) and Figure 3.14(d), Khoda [99]) keeps almost 78 times

(21.06% v.s. 0.27%) more noise events than ours under the unstable FTL lighting.

The performance of Liu [129] is visualised as Figure 3.13(c) and Figure 3.14(c), and

that of Padala [165] is as Figure 3.13(e) and Figure 3.14(e). This is expected as the

competing approaches only use spatial and temporal inconsistencies to filter out noise

events, while the proposed EV-Gait exploits moving surfaces based on optical flow,

which is inherently more robust.
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(a) (b)

(c) (d) (e)

Figure 3.14: Visualisation of events (400ms) captured for a static background under
FTL lighting

3.6.3 Noise Cancellation with Moving Objects

The second set of experiments investigate the performance of different noise cancel-

lation approaches in the presence of moving objects. We again configure the event

camera to face the white walls in both LED and FTL lighting conditions, but rather

than capturing the background in this case we use a red laser pointer to generate a

moving dot on the wall. This moving dot can be captured by the event camera as series

of events, as well as the noise. Intuitively, an ideal noise cancellation approach should

only extract the events corresponding to that moving dot and discard all the others,

forming the complete and clean trajectories. Figure 3.15 (a) and Figure 3.16 (a) show

the visualisation of events captured by the event camera under LED and FTL lighting.

We can see that although there are trajectories visible, the noise events still occupy

most of the scene, especially in the FTL case where the lighting source is not very

stable (flickering). Figure 3.15 (b)-(e) and Figure 3.16 (b)-(e) show the visualisation

of events produced by EV-Gait and the competing approaches under LED and FTL

lighting respectively. We see that clearly the proposed EV-Gait performs the best,

in the sense that it can reject most of the noise events spread across the scene while
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(a) (b)

(c) (d) (e)

Figure 3.15: Visualisation of events (400ms) captured for a moving object under LED
lighting

retaining the positive events corresponding to the moving dot, i.e. preserving the

complete and clean trajectories. On the other hand, the competing approaches per-

forms significantly inferior: only Liu [129] and Kohoda [99] could achieve acceptable

results under the stable LED lighting (see Figure 3.15 (c)-(d)), but they immediately

fail under the unstable FTL condition (see Figure 3.16 (c)-(d)).Padala [165] fails on

both LED and FTL conditions (see Figure 3.15 (e) and Figure 3.16 (e)).

3.6.4 Noise Cancellation Sensitivity Evaluation

The event plane is constructed using neighbour events, including actual events and

noise events. This is the main limitation of the proposed noise cancellation approach.

Because the noise distribution is unknown, we assume that the noise caused by the

cir-cuit is relatively uniform, and the noise caused by light is around the actual events.

The estimated plane is calculated by minimizing the distance between the plane and

a collec-tion of events. The circuit noise is assumed to be uniform, and thus, it has

little effect on the estimated plane. The performance of plane estimation is mainly

affected by the light noise. In order to further evaluate the performance of the noise
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(a) (b)

(c) (d) (e)

Figure 3.16: Visualisation of events (400ms) captured for a moving object under FTL
lighting

cancellation approach, a set of experiments is conducted.

The original event stream with noise is firstly processed using the proposed

approach, which produces a list of actual events treated as the ground truth. In order

to evaluate the estimated plane and the noise cancellation approach, some new noise

events should be mixed into the actual events. In the original event stream, the events

which are fil-tered out can be supposed to be noise, and the new noise events are

generated by adding some jitter to the timestamp and location of these noise events.

Then the generated event stream is processed using the proposed approach again.

After the process, the number of actual and noise events is a metric to measure the

effect of noise on the plane estima-tion, and the result is shown in Table 3.3

20% 40% 60% 80% 100%
False Positive 6.28% 7.94% 9.28% 10.74% 12.18%
False Negative 16.40% 18.22% 19.42% 20.78% 22.30%

Overall 22.63% 26.37% 29.00% 31.59% 34.60%

Table 3.3: The sensitivity analysis of the noise cancellation approach

Here, the jitters of timestamp and location are 100 ms and 3 pixels. Different

percent-ages of synthesised noise events are mixed to generate the new event stream.
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As can be seen, when a small number of noise events (20%) is added, the proposed

approach also filters some actual events (about 16.40%) out. More actual events are

filtered out with the increase of added noise events. Compared with the actual events

filtered out, the percentage of the remaining noise events is low. Only 12.18% noise is

left when 100% noise events are added.

3.6.5 Gait Recognition on the Real-World Scenario

To perform the evaluation on the proposed network, the DVS128-Gait dataset is

utilised for training and evaluation.

Implementation Details: We implement the proposed deep network in EV-Gait

(discussed in Section 3.4) with TensorFlow [5]. The data collected in the first session

is used for training, while for testing we use data from the second session. During

training we set the batch size as 64 and learning rate as 3e-6. Both training and testing

were performed on a 12GB NVIDIA 1080Ti GPU.

Results: The first set of experiments investigate the recognition accuracy of EV-Gait

with respect to the amount of training samples per identity. In particular, we use data

from all 21 participants, but randomly select different numbers of training samples for

each of them, varying from 1 to 100. For each case, we retrain EV-Gait for 30 times

and report the averaged recognition accuracy. Figure 3.17(a) shows the results, and

we see that as more samples are used in training, the recognition accuracy of EV-Gait

increase immediately, while after 25 samples per identity the accuracy tends to be

stable (approximately >94%). This indicates that EV-Gait doesn’t require massive

training data to converge, and the recognition accuracy is reasonably good even with

data collected from practical settings. On the other hand, we also observe that there

is a significant performance gap between using vs. not using the noise cancellation

technique, e.g. removing the noise in the event stream using our approach can improve

recognition accuracy up to 8%. This confirms that the proposed noise cancellation

approach in EV-Gait is crucial, and have very positive knock-on effect on the overall

gait recognition performance.

We then study the impact on recognition accuracy when the number of identities

considered vary. We randomly select a subset of identities (i.e. participants) in the
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(b)recognition accuracy with different number of identities

Figure 3.17: Recognition accuracy of EV-Gait under different conditions

dataset, from 1 to 21 respectively, and use all samples of the selected identities in the

training set (data from the first session) to train EV-Gait. We again retrain the model

and report the averaged recognition accuracy over 30 inference on the test set, and

Figure 3.17(b) shows the results. We see that as the number of identities increases,

the recognition accuracy drops accordingly. This is expected because although we

have extra data for training, it is more challenging to distinguish more identities.

However, we see that even with 20 identities, EV-Gait can still achieve almost 96%

recognition accuracy. In addition, similar with the previous case we observe that the

noise cancellation technique in EV-Gait helps a lot, e.g. increasing the accuracy up to

8%.

3.6.6 Gait Recognition on the Synthesis Benchmark

We have showed that EV-Gait performs well in data collected from real-world settings,

and now we show that it could also achieve comparable performance with the state-of-
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the-art gait recognition approaches that are designed for RGB images. Since those

approaches do not work on event streams, for fair comparison, we convert the widely

used CASIA-B [243] benchmark into its event version EV-CASIA-B. Then we run

EV-Gait on the converted EV-CASIA-B dataset, and compare the resulting recognition

accuracy with that of the state-of-the-art approaches on the original CASIA-B dataset.

Implementation Details: We consider the same deep network structure as in the

previous experiments on the DVS128-Gait dataset. For training, we use the data of

the first 74 subjects to pre-train the network. Then for the other 50 subjects, for each

viewing angle we use the first 4 out of 6 clips to fine-tune the network, and the rest

2 clips are used for testing. We implement two competing approaches that work on

RGB images: i) 3D-CNN [236] and ii) Ensemble-CNN [236], which can achieve

state-of-the-art gait recognition performance on the original CASIA-B benchmark.

Results: Table 3.4 shows the gait recognition accuracy of the proposed EV-Gait

with the competing approaches 3D-CNN and Ensemble-CNN. It is worth pointing

out that the frame rate of the video clips in CASIA-B dataset is only 25 FPS, with a

low resolution at 320×240. As a result when converting such data into event format

via playback on the screen, the event camera will inevitably pick up lots of noise. In

addition, unlike the original RGB data, the event streams inherently contain much

less information (see Figure 3.12). However, as we can see from Table 3.4, the

proposed EV-Gait can still achieve comparable gait recognition accuracy (89.9%) with

the competing RGB camera based approaches overall (94.1%). For some viewing

angles, especially when the walking directions of the subjects are perpendicular with

the camera optical axis (e.g. around 90◦), the proposed EV-Gait even outperforms

the state-of-the-art 3D-CNN and Ensemble-CNN (96.2% vs. 88.3% and 91.5%).

This is because in such settings the event streams captured by the event camera can

preserve most of the motion features, while removing the gait irrelevant information

in RGB images such as cloth texture. On the other hand, for the viewing angles that

the subjects walk towards/away from the camera (e.g. 0◦ or 162◦), the accuracy of

EV-Gait is slightly inferior to the RGB-based approaches. This is expected, since in

those cases compared to RGB images, the event streams contain fewer informative

features on the subjects’ motion patterns, and thus struggle to extract their identities.
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Angle\Methods 3D-CNN Ensemble-CNN EV-Gait (Ours)
0◦ 87.1% 88.7% 77.3%
18◦ 93.2% 95.1% 89.3%
36◦ 97.0% 98.2% 94.0%
54◦ 94.6% 96.4% 91.8%
72◦ 90.2% 94.1% 92.3%
90◦ 88.3% 91.5% 96.2%
108◦ 91.1% 93.9% 91.8%
126◦ 93.8% 97.5% 91.8%
144◦ 96.5% 98.4% 91.4%
162◦ 96.0% 95.8% 87.8%
180◦ 85.7% 85.6% 85.7%

Table 3.4: Gait recognition accuracy of EV-Gait and two competing RGB based
approaches (evaluated on CASIA-B dataset).

3.7 Summary

In this chapter, we have demonstrated the possibility of applying event cameras for

gait recognition. After collecting two event-based gait datasets, a neural network

is trained based on the datasets, and the result shows that CNN-based approaches

are possible to solve gait recognition problems with event cameras. Some takeaway

lessons from this chapter are as follows:

• Although each event holds far less information than a single image, the event

stream still has enough features for gait recognition. The aggregation approaches

for events, such as count image and time surface, can effectively produce an

image-like representation for downstream tasks.

• Noisy events in a event stream seriously affect the accuracy of gait recognition

with event cameras, and a motion consistency based noise cancellation method

can effectively remove the noisy events for gait recognition, which can improve

the gait recognition accuracy.

• CNN-based architecture can extract useful features from an image-like represent-

ation of an event stream. These features can be used for gait recognition, which

achieves comparable results of gait recognition with standard RGB cameras.

• For the multi-view gait recognition problem, the event camera based approach

outperforms the state-of-the-art approaches using standard RGB cameras in
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some specific angles, probably because gait-irrelevant information, such as cloth

texture, is not captured.

In summary, we propose EV-Gait, a novel approach for gait recognition using event

cameras in this chapter. EV-Gait features a new event noise cancellation technique

exploiting motion consistency of the moving objects to clean up event streams, and

can be generally applied on a wide range of applications on tracking, localisation, and

activity recognition using event cameras. Then, a deep neural network in EV-Gait is

designed for recognising gait from event streams. We collect two event-based gait

datasets from both real-world experiments and an RGB-based benchmark. According

to the evaluations on the datasets, EV-Gait achieves up to 96% accuracy in real-world

settings and comparable performance with state-of-the-art RGB-based approaches on

the benchmark.

However, the work in this chapter is an initial step on gait recognition with event

cameras, and there are some issues that deserve further exploration:

• Besides the image-like representation, is there any other representation approach

that can be used for event stream to recognise persons?

• Apart from the CNN-based architecture, is there any other type of neural

network that can extract better features and achieve better results?

• The EV-Gait can perform gait recognition using the whole event stream, and is

it possible to conduct gait recognition by using only a partition of event streams?

How efficiently can event-based gait recognition achieve that objective?
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Chapter 4

3DGraph-Gait: Real-Time

Accurate Gait Recognition with

Event Cameras

4.1 Introduction

With event-based gait datasets, data-driven neural networks can be trained and quantit-

atively evaluated. Inspired by traditional computer vision algorithms, a CNN-based

approach has been proposed to accomplish gait recognition with event cameras, demon-

strating the feasibility of using an event stream to identify persons. However, the

characteristics of event streams for gait recognition have not been fully explored and

utilised. CNN-based approaches can effectively capture image-like features after

packing an event stream into an image-like representation, but spatiotemporal features

and local features for event streams have not been considered. On the other hand, the

packing-based aggregation method cannot fully utilise event cameras’ advantages,

such as broad dynamic range and high temporal resolution. These advantages should

have the capability of benefiting gait recognition, and the dedicated gait recognition

approaches for event cameras should make use of some advantages. Events accumu-

lated in a short period might be enough for gait recognition, but the spatiotemporal

features of event stream deserve further exploration.
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In this chapter, we propose another representation approach, namely graph-based

representation, and develop a corresponding graph-based neural network. Such repres-

entation can effectively present spatiotemporal features for an event stream to improve

the accuracy of model, and a GCN-based architecture is proposed based on this graph-

based representation. Furthermore, we extend the GCN-based architecture from global

spatiotemporal feature extraction to local spatiotemporal feature extraction, to support

gait recognition with a short period of events only. Extensive experiments are also

performed to evaluate the representation approach and the GCN-based model for both

the entire event stream and the partial event stream (with events in a short period).

Major contributions in this chapter include:

• We explore a 3D graph representation for an event stream, which fully models

events’ spatiotemporal characteristics. The construction of such a 3D graph

includes mapping, sampling and edge generation. Because the constructed

3D graph is further utilised for gait recognition, the remaining spatiotemporal

features should be distinct for each identity. Compared with previous image-like

representation, this representation is more effective for gait recognition.

• We proposed 3DGraph-Gait, a GCN-based architecture, to extract the spati-

otemporal features from the constructed 3D graph. This network includes

GMM-based graph convolutional layers, graph residual blocks, graph node clus-

tering and max-pooling layers. After extracting features, some fully connected

layers are employed for classification, and the accuracy of this GCN-based

approach is higher than the previously proposed EV-Gait.

• We further extend 3DGraph-Gait for supporting events in a short period (about

5-8 milliseconds). Considering the sparsity of such events, a new graph construc-

tion method is designed accordingly, and an ensemble mechanism is employed

to combine GCNs that deal with multi-time scale features. This architecture

can accomplish gait recognition only using events accumulated in several milli-

seconds, and the ensembled network can achieve higher accuracy.

The background, problems and contributions of this chapter are introduced in this
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section. In Section 4.2, we present a graph-based representation approach for event

streams, which projects the events to a three-dimensional space. The distances of

space and time are the constrains to generate the edges. In Section 4.3, two different

sampling methods are described, which are employed for the whole event stream,

because the network cannot deal with such a huge number of events. In Section 4.4,

we propose 3DGraph-Gait and explain each component of this neural network in

details. In Section 4.5, we extend this neural network for supporting events in a short

period, and the corresponding ensemble network is presented as well. Evaluations on

3DGraph-Gait and comparisons are demonstrated in Section 4.6, and a summary is

made in Section 4.7.

4.2 Graph-based Representation

Compared with the representation approaches described in Section 3.2, the graph-

based representation focuses on the spatiotemporal structure of the event stream

rather than the image-like visual features. Because an event includes time t, and

position (x, y), the outline and the walking trajectory of identity can be recognised by

projecting the information into a 3D space, visualised as Figure 4.1. This visualised

structure is similar to the point cloud, and the difference is that the third dimension of

the event stream is time rather than depth. Thus, some feature extraction approaches

for the point cloud can be used for the event stream. The extracted features are spatial

features for the point cloud, while spatiotemporal features for the event stream. The

graph neural networks have shown their ability in processing point clouds. Because

the distance between each point pair among the point cloud represents their spatial

distance, individual points can be linked according to their distance to construct a

graph. If the distance is less than a given value, an edge will be added for these two

points; otherwise, there is no edge. Here, we use a similar approach to construct a

graph based on the unlinked events.

An event-based 3D-Graph is constructed by connecting neighboring event nodes

with bi-directional edges. Two event nodes vi = (xi, yi, ti, pi) and vj = (xj , yj , tj , pj)
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Figure 4.1: Projecting gait events into a 3D space.

are neighbors if their predefined distance is less than the threshold of radius R:

√
(xi − xj)2 + (yi − yj)2 + α(ti − tj)2 < R (4.1)

where α is a scaling factor to tune the difference between temporal and spatial resol-

ution of the event-streams. A connected 3D-Graph is represented as G = (V,E, P )

where V are the set of vertices and E are the set of the edges. The set of the polarity

P are regarded as the input feature set for the graph-based convolution. After the

connectivity of the 3D-Graph is determined, the adjacency matrix A of the graph

can be generated whose element Ai,j equals to 1 if nodes vi and vj are connected

otherwise it equals to 0. An example 3D-Graph is illustrated in Figure 4.2, where

three dimensions are x, y and t. The elements on the diagonal of the adjacency matrix

are also set to 1s to include the features of the center nodes when aggregating its

neighbors.

The number of events in one gait record is more than tens of thousands. If the

construction is directly based on the entire event stream, there are over millions of

edges in the graph, which consumes a large amount of time and memory to train the

GCN. In order to improve the training efficiency and the generalisation of the model,

some sampling methods are required, which need keeping the principal spatiotemporal

features of the event stream.
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Figure 4.2: A graph-based representation of a event stream.

4.3 Event Sampling Strategy

The sampling strategy should keep the events’ distribution in both spatial and temporal

dimensions. Random sampling, a commonly used strategy, is employed to reduce

the number of events and maintain the generalisation of the data. The octree is a

data structure, which has been used to sample points according to the density, and

OctreeGrid sampling strategy utilise this data structure’s advantage to filter events

depending on the spatiotemporal density of the stream.

4.3.1 Random Sampling

For random sampling, the events are filtered based on the percentage of the total

number or a predefined number. Some examples of randomly sampled events are

illustrated in Figure 4.3, where only 5% original events are left. Figure 4.3(a) shows

the sampled events, and Figure 4.3(b) illustrates the graph after sampling. As can be

seen from the figure, the constructed graphs still maintain strong connectivity, and the

graph-based neural networks are applied to the sampled event stream. The random

sampling strategy employed in the training phase can keep the distribution of the

original data without losing the generalization ability.
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(a) (b)

Figure 4.3: Randomly sampled events and the constructed graphs

4.3.2 OctreeGrid Sampling

OctreeGrid sampling [1, 115] can be used to reduce the number of events while the

spatiotemporal structure of the original event-stream can still be well-preserved. The

strategy firstly divides the whole 3D space into eight zones, and numbers them from

zero to seven. The number of events in each zone is calculated, and if the number

exceeds a predefined threshold, the corresponding zone will be further divided into

eight small zones. Then, each zone is divided until that the number of events in this

zone is equal to or less than the predefined threshold, and an event is randomly selected

from the zone to represent this area. An example is illustrated in Figure 4.4(a). In

the example, the number of events in the first zone exceeds the threshold. The first

zone is then divided and number from 10 to 17. In the 11th zone, the number is still

larger than the threshold. This zone is further divided into eight zones, from 110 to

117. An octree is employed to build the structure of these zones, which is shown

in Figure 4.4(b). Each node with the number will randomly generate an event in its

corresponding zone to represent this node. This strategy ensures that the density of
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Figure 4.4: OctreeGrid structure (adapted from [115])

sampled events is similar to that of the original events, because the dense area will be

divided smaller and more events will be left. The predefined threshold is the parameter

to determine the maximum number of points in each leaf node (or grid) when building

the structure of OctreeGrid, therefore, controls the downsampling rate.

The sampled events are shown in Figure 4.5 (a), and the corresponding graphs

are illustrated in Figure 4.5 (b). Compared with the random sampling, there is no too

dense area and the linked zone is larger. This structure is more similar to the original’s,

meanwhile decreasing the density of the points and edges.

4.4 Graph Neural Network Architecture

The workflow of Gait-3DGraph and the key components of the proposed GCN are

shown in Figure 4.6. It starts with collecting event-streams consisting of hundreds of

thousands events. Considering the computational complexity, the sampling strategy is

applied to significantly reduce the number of events while preserving the spatiotem-

poral structure of the event-streams. The connectivity between the remaining events

after downsampling is calculated according to the predefined radius of neighborhood

to construct 3D-Graph representation of the event-streams. Finally, the 3D-Graphs are

taken as the inputs to train GCN for event-based gait recognition.

After the event streams are downsampled and transformed to 3D-Graphs, we

design a GCN-based deep recognition network for extracting features and recognising
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Figure 4.5: Sampled events using the OctreeGrid sampling and the constructed graphs
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Figure 4.6: Workflow of 3DGraph-Gait.
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human gaits. The key components of the network include Gaussian Mixture Model

(GMM)-based graph convolution, Graph Residual Network, graph clustering and

MaxPooling which are shown in lower part of Figure 4.6.

4.4.1 GMM-based Graph Convolution

Spatial-based convolution operation aggregates feature vectors among neighboring

nodes by convolving with learned weights matrices to output a P -dimensional feature

vector f ′. The GMM-based convolution centered at node vx can be expressed as

weighted summation of J Gaussian kernels,

f ′p =
K∑
k=1

∑
y∈N (x)

gkw
p
k(u(x, y))f(y) p = 1, 2, 3, ..., P (4.2)

where f ′p is one entry of the P -dimensional output feature vector. gk is the weight

associated to the kth Gaussian kernel and f(y) is the feature vector of node vy. N (x)

are the collection of the neighbors of the node vx. The learnable weighting function

wpk(u(x, y)) is defined on the pseudo-coordinates u(x, y) for aggregating feature

vectors of the neighboring nodes.

One of the key design factors of the graph-based convolutions is the choice of

weighting functions or kernel functions such as B-spline kernels [65] and Gaussian

Mixture Model (GMM)-based kernels [150].

In this chapter, we choose GMM-based kernel for convolution operations. Spe-

cifically, GMM-based convolution adopts K Gaussian models as the kernel functions

and the weighting function of the kth Gaussian model can be written as:

wk(u) = exp

(
−1

2
(u− µk)

>Σ−1
k (u− µk)

)
(4.3)

where Σ−1
k is the covariance matrix and the µk is the mean vector of the kth Gaussian

model. We denote the kernel size (number of Gaussian models) as K in the following

manuscript.

The choice of the pseudo-coordinates is another important design factor for graph-

based convolutions. In this chapter, we use relative Cartesian coordinates in three
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dimensions (x, y, t) to estimate the relative position between neighbors so that both

the spatial and temporal information can be extracted from the 3D-Graphs through

GMM-based convolution.

4.4.2 Graph-ResNet Layer

The residual blocks have shown their ability in CNN-based neural networks [81].

They can improve the performance of the networks with the growth of the number

of layers. The Graph-ResNet is similar to the residual blocks for the CNN, and the

main difference is that the GCNcomponent replaces the CNN component. The Graph-

ResNet layer of the GCN-based deep recognition network is designed according to

the approach proposed in [27]. The major difference is the choice of the kernels

and definition of the kernel size when operating graph convolution. Graph-ResNet is

believed to be able to address the gradient degradation issue when the network depth

goes deep. Lower-left of Figure 4.6 shows an example of the Graph-ResNet using

GMM-based convolution. The kernel size K1 in our Graph-ResNet is the number of

Gaussian Models used for graph-based convolution (refer to Equation 4.3). Batch

normalization (BN) is applied after each GMM-based convolution operation and a

shortcut connection is added with kernel size K2 = 1. As the results of our evaluation,

the Graph-ResNet brings significant improvement on the recognition accuracy when

incorporated in our GCN-based deep recognition network.

4.4.3 Graph Nodes Clustering and MaxPooling

Graph nodes clustering and MaxPooling strategy [194] is another important component

in our approach. It is applied to reduce the complexity and alleviate the issue of over-

fitting of when the network goes deep. MaxPooling aggregates feature vectors of the

nodes in the same cluster to obtain the abstract representation so that the dense graph

is transformed to a coarsen graph. The clusters are formed by evenly dividing the

spatiotemporal space into 3D grids with size d (number of pixels) in each dimension,

which is also known as pooling size. The nodes falling into the same grid will be

merged together via MaxPooling. MaxPooling picks up the maximum value from

dimension of the feature vectors of the nodes clustered together as the representation of
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the corresponding node in the graph of the next layer. If the size of the spatiotemporal

space in three dimensions is D1, D2, D3 respectively, the maximum number of nodes

after MaxPooling will be bD1
d c × b

D2
d c × b

D3
d c.

4.4.4 Detailed Network Architecture

With the key components introduced above, we design a GCN-based deep recognition

network for identifying gait from event-streams. The 3D-Graphs constructed from

event-streams are taken as inputs to train the network. It starts with convolving the

input graphs with a GMM-based Graph-ConvNet, GC0(5,64), whose kernel size is 5

and output feature size is 64. A MaxPooling layer, MP0(4), with grid size 4 is applied

to merge the graph nodes from the first Graph-ConvNet layer. Then three Graph-

ResNet layers, GRes1(5,1,128), GRes1(5,1,256) and GRes1(5,1,512) with K1 = 5

and K2 = 1 are stacked sequentially whose output feature sizes are 128, 256 and

512 respectively. The resultant activations of ReLu [156] functions from each Graph-

ResNet are passed to MaxPooling layers with pooling size d = 6, d = 24 and d = 64

respectively. At last, a fully-connected layer with 1024 nodes (FC(1024)) is connected

to the last MaxPooling layer and softmax functions are used for obtaining the final

recognition results. The detailed parameter settings of the network layers in sequence

are GC0(5, 64)- MP0(4)- GRes1(5, 1, 128)- MP1(6)- GRes2(5, 1, 256)- MP2(24)-

GRes3(5, 1, 512)- MP3(64)- FC(1024).

The proposed GCN processes the constructed graph of the event stream. In order

to analyse the time and space complexity, we define V as the number of vertexes,

E as the number of edges in the graph, K as the number of Gaussian kernels, and

P as the number of the feature vectors to analyse the memory consumption and

scalability. For the graph convolution layer, the time complexity is O(KPE), and the

space complexity is O(PV + E). For the graph residual layer, the time and space

complexity are the same as the graph convolution layer. Finally, the time complexity

of clustering and pooling is O(E), and the space complexity is O(PV + E). The

overall time and space complexities are therefore O(KPE) and O(PV + E). The

number of original events is more than several tens of thousands, and the number of

constructed edges is more than many tens of millions. It will consume a lot of time
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and memory to process events in several seconds, and downsampling is definitely

required. There are only about 2,000 events and several hundreds of thousands of

edges after downsampling, which satisfies the real-time requirement.

4.5 The Ensemble of 3DGraph-Gaits for Real-Time Recog-

nition

Because the 3DGraph-Gait for gait recognition using a short partition of event streams

cannot achieve the same accuracy using the full-length streams, some modifications

are made for the graph-based representation to allow 3DGraph-Gait can be applied to

a short stream that only contains several hundred events. One of the event cameras’

advantages is their temporal resolution, which is several microseconds. In order to

make use of this advantage, we choose the length of 100 events (about 8 milliseconds),

250 events (about 20 milliseconds), and 500 events (about 41 milliseconds) to build

three base models and stack them as an ensemble network to achieve the competitive

accuracy with the 3DGraph-Gait using the full-length streams.

4.5.1 Base Models

Three base models hold the same architecture described in Section 4.4, but are trained

using different numbers of events. Unlike a full-size image that contains enough

information, the length of an event stream decides the useful volume of information for

gait recognition. Insufficient information leads to the network’s inability to recognise

people, while superfluous information increases the difficulty of features extraction,

losing accuracy. Meanwhile, the difficulty of gait recognition also varies depending on

not only the length but also the walking status of the target. In other words, the long

event stream does not always perform better than the short event stream. Therefore,

the three base models are trained for different stream lengths and the stack as an

ensemble network for gait recognition with short-time event streams.

Compared with several hundred thousand events of the full-length stream, 500

events, 250 events and 100 events are relatively small. 3DGraph-Gait is able to process

these events directly, so no sampling strategy is adopted in all base models. As the
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(a) graph with 500 events (a) graph with 250 events (a) graph with 100 events

Figure 4.7: Constructed graphs for different base models

scale of the time domain is not adaptive to the space domain, the normalisation is

conducted on the time domain and can be computed as:

t′i =
ti − t1
tn − t1

×min(X,Y ) (4.4)

where t′i is the normalised timestamp, ti is the original timestamp of the ith event,

X and Y are the height and width of the receptive field of the event camera. This

normalisation aligns the scale of the time domain to that of the space domain. For

graph construction, the parameters in Equation 4.1, α and R, are set as 1 and 5,

respectively, which are same as the original 3DGraph-Gait.

Streams with 250 events and 100 events are more sparse than the streams with

500 events after mapping into the same size space. After mapping these events using

the Equation 4.4, a larger radius should be used to construct the graph, and R in

Equation 4.1 for 250 events is set as 10, and that for 100 events increases to 20. The

constructed graphs are illustrated in Figure 4.7. The model for a large number of

events will focus more on details and local features, while that for a small number

of events makes the most of the whole structure. Each base model extracts different

timescale features from the event stream, and the ensemble of these base models can

achieve better accuracy than each of them.
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4.5.2 Attention-Based Ensemble Method

When the base models are ready, the ensemble approach directly decides the accuracy

of the final predictions. Because the structure of each base model is nearly identical,

we use the logits, the features before the softmax layer, as the input for the ensemble

rather than the low-level features and final probabilities. Although different base

models extract different time scale features, there are some similar features, so directly

fusing these features incurs redundancy. In contrast, the final prediction is not enough

to estimate the confidence or relationship between base models. Therefore, the logits

as the middle features are selected for fusion.

This attention-based ensemble method is visualised in Figure 4.8. Similar to the

attention mechanism, the logits of base models are utilised to generate the correspond-

ing weights. The same fully connected layer with the same parameters is employed

for the base models, following the generation of logits. The target of this layer is to

compute the confidence of base models for gait recognition. If all base models have

identical predictions, the final prediction is with high probability, but if the predictions

are different, a decision-making strategy should solve this problem. Because each

base model is trained separately, no attention or confidence is included. The additional

attention method is to generate the attention for outputs according to the logits, which

can be donated as:

atti = Fatt(logitsi) (4.5)

where Fatt is the shared attention layer and logitsi is a feature vector.

Finally, the logits are aggregated according to the generated attention, and the

softmax is utilised to compute each class’s probability, which can be calculated as:

prediction = arg max(softmax(

n∑
i=1

(atti × logitsi))) (4.6)

where logitsi is the logits of the ith base model, atti is the corresponding attention,

and n indicates the number of base models. The final result has the same shape with

logitsi and the prediction is the class with the highest probability.
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Figure 4.8: The ensemble network of 3DGraph-Gaits

4.6 Evaluation

Firstly, in order to determine appropriate parameter settings of 3DGraph-Gait, we

evaluate the recognition accuracy of the proposed method by varying settings, in-

cluding sampling strategies, MaxNumEvents, neighboring range, last pooling size,

convolution kernel size, the influence of Graph-ResNet and complexity of the net-

work architecture. Secondly, 3DGraph-Gait is compared with other event-based gait

recognition approaches in overall accuracy, the number of training samples and re-

source consumption. Finally, the ensemble network of 3DGraph-Gait is evaluated for

real-time recognition accuracy.

4.6.1 Evaluation on Sampling Strategies

Sampling Method Random Sampling OctreeGrid Sampling
Accuracy 91.0±1.1% 93.0±0.8%

Table 4.1: Recognition accuracy using different sampling strategies

As GCN cannot directly deal with the entire event stream, sampling strategies act

as a pre-processing component to remain a proper number of events, and the similarity
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between the remaining events and the original events affects the accuracy of GCN.

In this part, we evaluate the effects of different sampling strategies on the accuracy,

and the results are shown in Table 4.1. OctreeGrid sampling strategy can stably keep

the remaining events with a similar spatiotemporal density with the originals, which

achieves about 93% accuracy and has a lower deviation. The random strategy cannot

strictly generate similar distribution, and thus, the accuracy is lower than OctreeGrid,

about 91.0%, and the deviation is also large. In summary, a dedicated sampling

strategy, OctreeGrid, outperforms the random sampling.

4.6.2 Comparison with Different Event-based Gait Recognition Approaches

After quantitatively evaluating the effects of various parameters and components of

3DGraph-Gait on the accuracy, we compare the recognition accuracy of different

event-based deep recognition networks. We also include SVM as a benchmark to

determine if deep neural networks are necessary for the event-based gait recognition

task. Besides 3DGraph-Gait and EV-Gait, the other competing approaches are as

follows:

2DGraph-3DCNN [28] was proposed to extract the spatiotemporal features from

event streams. It splits each event stream into multiple slices over time. For each slice,

a very short-term of period (e.g., 30ms) is picked to construct a 2D-Graph and spatial

features are extracted through graph-based convolution with a B-spline kernel [65].

Then the 2D-Graphs are transferred to a grid representation through Graph2Grid

operations [28]. Finally, 3DCNN [249] is applied to extract the spatiotemporal

features for action recognition. We optimize the network structure of 2DGraph-

3DCNN for the gait recognition task, and the final detailed network settings are

GC0(5, 64) - MP0(2) - GC1(5, 128) - MP1(4) - Graph2Grid(8, 32, 128) - 3DConv0(3,

128) - 3DMP0(2) - 3DConv1(3, 256) - 3DMP1(2) - 3DConv2(3, 512) - 3DMP2(2)

- 3DConv3(3, 512) - 3DMP3(2) - GA(512) - FC(256) - Dropout(0.5). GC(5, 64)

is a graph-based convolution with kernel size 5 and output feature size 64. MP(2)

and 3DMP(2) are two or three dimensional MaxPooling layer with pooling size 2

for each dimension. Graph2Grid(8, 32, 128) converts a stack of graphs constructed

from 8 slices of event-stream to eight 32 × 32 matrices and the output feature size
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(depth) is 128. 3DConv(3, 512) is 3D-convolution layer with kernel size 3 and output

feature size 512. GA(512) merges multiple features from previous layer into a one-

dimensional global feature. Finally, FC(256) is fully-connected layer with 256 nodes

and Dropout(0.5) randomly throws half of the coefficients to alleviate the problem of

overfitting.

LSTM-CNN is based on EV-Gait but considers the variance of human gait through

time. It splits the whole event-stream into multiple slices and we set the number of

slices as 8 which produces the highest accuracy. Each short-term slice is converted to

the image-like representation. The CNN-based network inheriting from EV-Gait is

applied to extract spatial feature from each slice. Then the sequence of feature vectors

are taken as the input of a LSTM network with 100 hidden states to recognize gaits

from the event-streams.

SVM-PCA is a benchmark method to determine if the deep neural networks are

necessary for our event-based gait recognition task. SVM-PCA adopts the same

event images as EV-Gait and concatenates the event images by columns to form

high-dimensional vectors. Principal Component Analysis (PCA) is applied on the

high-dimensional vectors to extract features (we set the output dimension of PCA as

500) to train SVM-based classifier for gait recognition.

Comparison on Best Accuracy. We compute the average and standard deviation

of the recognition accuracy of the five competing approaches over 30 independent

training and inference trials. The parameters of the five approaches are all carefully

tuned and the best averaged accuracy is reported in Table 4.2. The results show that,

the two approaches with graph-based representations achieves significantly higher

recognition accuracy than those with image-like representations and the gap is up to

8.4% (94.9% v.s. 86.5%). By further comparing the two graph-based approaches, we

find the 3D-Graph representation produces higher recognition accuracy than 2D-Graph

as it can better preserve the spatiotemporal information of the asynchronous event

streams than a sequence of discrete 2D-Graphs in a human gait recognition task. It is

worth noting that, the accuracy of SVM-based classifier cannot compete with the four

deep learning approaches and the difference is up to 16.5%.

There are a number of reasons that 3D-Graph representation generates the highest
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Methods 3DGraph-Gait 2DGraph-3DCNN EV-Gait LSTM-CNN SVM-PCA
Accuracy 94.9±1.5% 92.2±2.1% 87.3±0.9% 86.5±0.8% 78.05%

Table 4.2: Recognition accuracy of different event-based gait recognition approaches

recognition accuracy among the competing approaches for event-based gait recogni-

tion. First, image-like representations suffer from misalignment and noisy background

issues, the recognition accuracy cannot be guaranteed if the distance between the

walking subject and the camera is not well-controlled, which leads to various scales of

the recorded subject. However, event stream alignment is challenging and still remains

unsolved. On the contrary, graph-based representation focuses on the moving subject

in the view directly, therefore alleviates the influence of misalignment and background

noises. 2DGraph-3DCNN employs 2D-Graphs for spatial feature extraction, however,

the 3DCNN component requires careful alignment when mapping the 2D-Graphs to

grid representation. Finally, 2DGraph-3DCNN converts the event stream to discrete

2D-Graphs by picking up very short-term period from the slices of the event stream

and the information in between is discarded. While 3DGraph-Gait takes the whole

event-stream as an entirety and preserves most of the shape when constructing the

3D-Graph.

Comparison on Number of Training Samples. We then compare the recognition

accuracy of the event-based approaches with respect of the amount of training samples

per subject. The amount of samples per subject required for training is important as

few shot learning can save significant training efforts especially when registering new

subjects. It has significant impact on user experience. In particular, we randomly

select different number of training samples from each subject, varying from 5 to

100. For each case, we retrain all the four event-based approaches for 30 times and

report the average and standard deviation of recognition accuracy. Table 4.3 shows

the results, and we see that as more samples are used in training, the recognition

accuracy of all approaches grows, but with different growth rates. By comparing the

results across different approaches, EV-Gait produces significantly higher recognition

accuracy than graph-based approaches when number of training samples is low and

becomes almost level after 10 or more training samples are used. The accuracy of
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3DGraph-Gait surpasses other approaches when sufficient training samples (over 50 in

the table) are used. This indicates that EV-Gait doesn’t require massive training data

to converge so the image-like representation is the choice when only limited number

of training samples are available. In contrast, 3DGraph-Gait shows a significantly

higher performance cap than those using image-like representation, therefore, is more

preferable when sufficient training data could be sourced.

Samples\Methods 3DGraph-Gait 2DGraph-3DCNN EV-Gait LSTM-CNN
5 Samples 36.3±2.2% 6.1±1.3% 79.9±2.0% 33.1±6.3%
10 Samples 61.7±4.1% 14.5±2.7% 85.9±1.8% 57.6±8.6%
20 Samples 78.6±1.1% 48.2±7.3% 86.5±0.7% 76.0±4.2%
50 Samples 90.0±1.2% 82.9±3.2% 87.2±0.8% 85.5%±1.4
100 Samples 94.9±1.5% 92.2±2.1% 87.3±0.9% 86.5±0.8%

Table 4.3: The recognition accuracy of event-based deep recognition networks with
different number of training samples per subject

Comparison of Resource Consumption. In addition to the recognition accuracy,

the resources consumption of the event-based gait recognition approaches are also

important for practical use. We implement both 3DGraph-Gait and EV-Gait on Intel

UP Board [4] with a Quad-core 1.44Ghz Intel Atom x5-Z8350 microprocessor on

board. The RAM of the board is 1G and ROM is 16G. The operating system is Ubuntu

16.04. After implementation, we profile the resources consumption of the total number

of coefficients, averaged inference time, memory usage and energy consumption of

the proposed event-based gait recognition approaches. The number of coefficients

can be conveniently obtained from Pytorch API. Average inference time and memory

usage can be drawn from the system when running the programs. We use external tool

to monitor the power consumption (current and voltage) of the board when running

the inference of different event-based gait recognition approaches.

Methods 3DGraph-Gait EV-Gait
Number of Coefficients 7.15 M 64.61 M
Average Inference Time 436.23 ms 238.43 ms

Memory Usage 410.87 Mbytes 413.05 Mbytes
Energy Consumption 0.876 J 0.238 J

Table 4.4: Resources consumption of 3DGraph-Gait and EV-Gait on UP board

The resources consumption of gait recognition on UP board are shown in Table 4.4.
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First of all, the average inference time is acceptable on the resource-constrained plat-

form; the inference can made within half second with the slower approach (3DGraph-

Gait). Then by comparing the resources consumption of different EV-Gait approaches,

we can observe the number of coefficients of GCN-based approach is only about one

ninth of CNN-based approach (7.15 million v.s. 64.61 million), however, it requires

almost the same running memory (410.87Mbytes v.s. 413.05Mbytes), 1.8 times infer-

ence time and 3.7 times energy consumption compared with CNN-based approach.

Our conjecture is because the graph-based convolution is based on an extension library

for Pytorch (Pytorch Geometric [2]) which is implemented by third-party and not well

optimized. Therefore, we can claim that, with the popularity of GCNs, the resources

consumption of the GCN-based approach can be significantly reduced when proper

optimization on the implementation of graph convolution are available in the future.

Comparison with the other geometry-based approach. As an event can be ex-

pressed as (t, x, y, p), the projection of a stream of events’ timestamps and locations

into a 3D space resembles a point cloud. The main difference is that the space of the

point cloud only describes spacial information, whereas the space of the projected

events includes spatial and temporal information. To leverage such similar features

of the point cloud, a Point-Net-based neural network [226] is designed for gesture

recognition of event cameras. Inspired by the power of graph neural networks for

point clouds, we introduce this kind of neural network for events. Compared with

PointNet, the graph neural network can extract and propagate features along the edge,

which may achieve a higher accuracy of gait recognition with event cameras. Here,

we chose the PointNet as a baseline to verify the advantage of graph neural network.

The result is presented in Table 4.5:

Sampling Method PointNet 3DGraph-Gait
Farthest Point Sampling 50.5±1.8% 86.9±2.3%

Random Sampling 64.5±1.3% 91.0±1.1%
OctreeGrid Sampling 67.2±0.9% 93.0±0.8%

Table 4.5: Recognition accuracy using geometry-based different neural networks with
different sampling strategy

As can be seen from the table, the graph neural network, 3DGraph-Gait, out-
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performs PointNet, which is designed for point clouds. Compared with the shape

and the local features extracted from the PointNet, the rich features extracted from

3DGraph-Gait are more relevant to the relationships and links between events, which

is more critical for gait recognition tasks.

4.6.3 Evaluation of the Ensemble Network for Real-Time Gait Recogni-

tion

Previous experiments are based on the entire event streams for gait recognition, but

these streams are not suitable for investigating real-time gait recognition performance.

Therefore, we divide an entire stream into several sequential short event streams, and

each of them includes continuous 500 events. The following evaluations are conducted

using these short streams.

Firstly, the similarity between the features extracted from the base models is

analysed. Because the ensemble utilises the features from the base models, the

accuracy increase should be limited if these features are similar. Canonical correlation

analysis (CCA) is a tool to evaluate the similarity of the features from different neural

networks and further analyse the similarity of these networks. It finds bases for

two feature matrices, so the correlation is maximised when the original matrices are

projected onto the bases [105]. Here, the features before the fully-connected layers are

acquired from the will-trained base models for comparison. Other randomly generated

matrices are employed as the baseline. The results are shown in Figure 4.9. As can be

seen, the difference between 3DGraph-Gait500 and 3DGraph-Gait100 is larger than

the difference between 3DGraph-Gait500 and 3DGraph-Gait250. With the different

numbers of used events increasing, the extracted features are more different. The gap

between the features from the same models and that from different models shows that

these features from the different base models are different enough for the ensemble.

Secondly, we evaluate the overall accuracy, and the results are shown in Table 4.6.

Due to the radius limitation, the accuracy of 3DGraph-Gait for 500 events is near

90.0%, which is relatively lower than other base models. In contrast, although the

radius of 3DGraph-Gait for 100 events is large enough, the accuracy is about 90.4%

because of the limited number of events. The 3DGraph-Gait for 250 events, benefiting
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(a) 3DGraph-Gait500

(b) 3DGraph-Gait250

(c) 3DGraph-Gait100

Figure 4.9: CCA similarity between the features extracted from different base models
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from the balance of events and the radius, achieves the best performance in base models.

Compared with these based models, the ensemble network achieves the highest

accuracy, which means that multi-time scale features describe the different patterns of

gait recognition and the ensemble network can make the most of them. Therefore, the

ensemble network is better than base models for real-time gait recognition.

Model 3DGraph-Gait500 3DGraph-Gait250 3DGraph-Gait100 Ensemble
Accuracy 89.7±0.4% 93.0±0.3% 90.4±0.2% 94.6±0.4%

Table 4.6: Accuracy of base and ensemble models for real-time gait recognition

The ensemble mechanism benefits from the diverse accuracy for the different

classes of each base model. Thus, we then further evaluate the accuracy for the

different classes using confusion matrixes. The confusion matrixes of based models

are visualised in Figure 4.10, while that of the ensemble network is illustrated in

Figure 4.11. Although there are some similarities between base models, the accuracy

for each class still has some differences. For example, the accuracy for class 0 of

3DGraph-Gait100 is worse than the other base models, but that for class 17 is better

than others. The ensemble network achieves the best accuracy for each class compared

with all base models, which implies the ensemble method can effectively fuse the

generated logits of each base model and make the decision.

Finally, we evaluate the accuracy varying over time from the beginning of the

event streams, and the results are shown in Figure 4.12. At the beginning, the target

has not entirely entered the surveillance area, so the accuracy is relatively low. When

the entire gait pattern is fully captured, i.e., after 5000 events passing, the accuracy

of base models for 250 events and 500 events increases to more than 90%, and that

for 100 events is more than 80%. The ensemble network consistently achieves better

accuracy than these base models, demonstrating its ability to apply in real-time gait

recognition scenarios.

To sum up, extending 3DGraph-Gait for real-time gait recognition achieves the

competing accuracy with the recognition using the entire event stream, which reveals

the possibility for real-time gait recognition using GCN-based architecture. Multi-time

scale features can improve gait recognition performance compared with single time
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(a) 3DGraph-Gait500

(b) 3DGraph-Gait250

(c) 3DGraph-Gait100

Figure 4.10: Confusion matrixes of base models
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Figure 4.11: Confusion matrixes of the ensemble of 3DGraph-Gaits

scale features, and the attention-based ensemble method can effectively aggerate the

logits from based models. The ensemble network outperforms each based model for

both overall accuracy and time-varied real-time accuracy.

4.7 Summary

In this chapter, we have proposed another representation approach for event streams.

Compared with the previous image-like representation, this graph-based representa-

tion focuses on the inherent spatiotemporal relationship between events and builds a

three-dimensional structure rather than a two-dimensional image. In order to extract

spatiotemporal features from the graph, a GCN-based approach, 3DGraph-Gait, is de-

signed for gait recognition, which performs graph convolution among sampled events

to generate features and performs the classification. For real-time gait recognition

with fewer events, 3DGraph-Gait is extended to support short event streams, and the

ensemble of multi-time scale 3DGraph-Gaits can achieve nearly the same accuracy

with the entire event stream. Some lessons can be learnt from this chapter:

• The graph-based representation can maintain spatiotemporal features, which
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Figure 4.12: Gait recognition accuracy at different place of event streams

is more effective for gait recognition than the image-like representation. The

image-like representation reduces the time dimension, although the time surface

preserves the time information of the last events in each pixel. This represent-

ation well keeps the visual information but ignores the temporal features. In

contrast, the graph-based presentation can solve this problem, which constructs

a 3D graph to present even streams. The drawback of graph-based represent-

ation is that an entire event stream cannot be all constructed due to a large

number of events, and the sampling strategy should be applied.

• Sampling strategies affect the performance of the GCN-based approaches for

gait recognition. Because of a large number of events, the graph construction

cannot use all events, and sampling strategies directly affect the final perform-

ance. The strategy should keep the same distribution and density in global space

and each dimension, and the Octree Grid sampling strategy outperforms the

random sampling strategy for gait recognition.

• 3DGraph-Gait, a GCN-based approach, can effectively extract gait-related
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spatiotemporal features from the constructed graph, including GMM-based

graph convolution layers, Graph-ResNet layers, graph node clustering layers

and max-pooling layers. This GCN-based approach outperforms EV-Gait for

gait recognition.

• The original 3DGraph-Gait is designed for the entire event stream, and fur-

thermore, can also extract some features based on a few events after extending

the graph-based representation. The ensemble of several 3DGraph-Gait base

models based on different time scales can boost the performance of real-time

gait recognition with a short part of the event stream.

In summary, we proposed 3DGraph-Gait, a graph-based representation and learn-

ing approach for gait recognition with event cameras in this chapter. This approach

can effectively extract spatiotemporal features from both the entire event streams and

a short part of them. The ensemble of multi-time scale 3DGraph-Gaits can achieve

about 94% accuracy with only 500 events (accumulated in approximately 5 ms).

Some related challenges should be further explored:

• When event cameras keep monitoring some areas, will some information unre-

lated to gait recognition be inferred?

• Is there a mechanism compatible with the generation rate and transmission

requirement for event cameras that also ensures security?
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Chapter 5

EV-Encryp: Efficient Encryption

Framework for Gait Recognition

with Event Cameras

5.1 Introduction

Event cameras have demonstrated their capability in gait recognition, activity re-

cognition [173], aided driving [146], localisation [245], and anomaly detection [42].

With event cameras applied for recognition and other privacy-related tasks, security

is another major concern that should be resolved. Gait recognition, a sensitive task,

may expose personal position information and access statues to some areas and even

be copied for authentication and other security-critical tasks. However, no security

mechanism has been designed for event cameras. In this chapter, we investigate the

security risks and privacy challenges of event cameras, and propose an encryption

framework to protect gait recognition with event cameras and other general tasks.

It is certain that unprotected images and videos would threaten users’ privacy

and security, and accordingly, there exist many mature approaches (such as [76, 88,

169, 174, 231, 235]) in solving traditional image and video security issues. Unlike

RGB cameras which produce pixel-based images, an event camera outputs a stream

of events, which captures luminous intensity changes at each pixel in a fine-grained
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manner. Prior work assumed that event cameras are secure and privacy-preserving

simply because it does not produce visible images, and directly applied event cameras

in privacy-related scenarios. For example, Samsung developed an event camera-

based in-home monitoring solution named SmartThings Vision [183]. However, the

occurrence of grayscale image reconstruction approaches [177, 223, 242] seriously

threatens the security of event cameras. These approaches can be used to generate

visible images from the event cameras’ output, and therefore all security issues related

to traditional images and videos remain existing and applicable to event cameras’

applications, which are worth revisiting and investigating.

To enhance the security of events of event cameras with affordable overhead in

communication and storage, we analyze potential security risks, design a threat model

dedicated for event cameras’ data, and propose a novel encryption framework that can

protect event cameras’ data against image reconstruction and human identification

attacks with efficient performance on various platforms. Major contributions in this

chapter include:

• Based on existing datasets, algorithms and systems, we have proposed a novel

privacy threat model dedicated for events. The adversary’s target is to perform

gait recognition and even reconstruct visible grayscale images from an event

stream.

• We have proposed and designed an efficient encryption framework for events,

which employs 2D chaotic mapping and effectively protects events against

human identification and grayscale image reconstruction.

• Extensive experiments have demonstrated both effectiveness and high efficiency

of the proposed framework on a wide range of platforms, including resource-

constrained devices.

The rest of this chapter is organized as follows. In Section 5.2, we analyze security

issues and privacy challenges related to event cameras, and propose a dedicated threat

model. In Section 5.3, we propose a novel encryption framework with in-depth

elaborations. In Section 5.4, we evaluate the framework in terms of its security and
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efficiency, using different datasets on various devices. Finally, we conclude this work

in Section 5.5.

5.2 Security Risks and Privacy Challenges

5.2.1 Event-based Applications in Private Scenarios

Taking advantage of event cameras, some datasets, approaches and solutions have been

proposed in privacy-related scenarios. Samsung designs SmartThings Vision [183], an

event camera-based home monitoring vision sensor. It can detect unexpected intruders

and alert fall by analysing the movements with a privacy-preserving approach. This is

the first event camera-based commercial product which employs its characteristics in

security domains.

Face and eye tracking are also sensitive tasks, which involve facial and iris in-

formation. A direct face detection approach has been designed in [17], which utilises

random forest and chooses the histogram of oriented gradients as features. Besides, an

eye-blink tracking algorithm combined with face detection has been proposed in [117].

It firstly captures the temporal signature of an eye blink and then detects the face by the

recognized eyes. In [175], kernelized correlation filters have been employed for face

detection, and an event-based face dataset was published. Furthermore, an event-based

near-eye gaze tracking dataset was made available to the public. These algorithms

and datasets extended the applications of event cameras in private scenarios, but the

security issues in these scenarios deserve further attentions, since the event cameras’

outputs can be reconstructed to traditional images.

Besides facial and iris features, other biometrics can also be used for human

identification. In [196], a human identification approach is directly drawn from the

gait recognition in RGB videos. This approach involves five phases: visualization

of the event stream, human figure detection, estimation of optical flow, human pose

estimation, and gait recognition based on neural features. DVS128-Gait has collected

several gait datasets using event cameras and trains a CNN to tackle the gait recog-

nition problem. 3DGraph-Gait has applied a GCN to identify human by the gait.

These algorithms can even utilise event cameras’ outputs for recognition without the
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reconstruction of images or videos. As a countermeasure, encryption can effectively

prevent recognizing objects and other unauthorised access, to protect the outputs in

more general scenarios.

5.2.2 Security Risks of Event Cameras

Event cameras have shown their capability to solve some privacy-related tasks. How-

ever, some algorithms can be used to reconstruct high-resolution grayscale images

from the stream of events, and it threatens the privacy of event camera-based applic-

ations. Given the requirement to apply existing vision algorithms to event cameras,

reconstruction has been accompanying event cameras since its appearance. In [17],

a patch-based dictionary is learnt from event streams offline, and reconstruction is

executed online based on the dictionary. A variational model is proposed to estimate

the behaviour of a event camera, and the grayscale images are reconstructed from

the model [155]. A self-supervised learning approach is proposed in [167], which

combines optical flow and event-based photometric constancy.

In addition to grayscale image reconstruction, some video synthesis algorithms

have been further proposed. E2VID [177] is an end-to-end neural network-based

approach, which is trained with the data generated from the simulator. This approach

shows a good generalization with real-world data. Generative Adversarial Networks

(GANs) have been used to generate videos from event streams. Both conditional

GAN [223] and enhanced Cycle-GAN [242] have shown their capabilities in generat-

ing high-quality videos.

Some works managed to generate super-resolution intensity images from events.

EventSR [224] utilizes three neural networks to complete reconstruction, restoration

and super-resolution tasks, respectively. Besides, another end-to-end neural network

for super-resolution reconstruction is proposed in [46], which pairs the events and the

optical flow to generate images.

These reconstruction and generation approaches have brought traditional vision

algorithms into the domain of event cameras, together with the security issues associ-

ated with traditional cameras. These approaches are treated as a means of attack for

acquiring privacy-related visual information.
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Figure 5.1: The different approaches to visualise a sample event stream

Figure 5.2: Reconstructed images from the DAVIS dataset [154] and DDD17 [29]

5.2.3 Privacy Challenges and Threat Model

Compared with a traditional RGB-based image, an event frame lacks detailed visual

information, which drives its application in private scenarios such as in-home sur-

veillance. Fig. 5.1 (a) illustrates a sample event stream in the duration of 0.1 second,

while red and green points represent positive and negative events, respectively. How-

ever, some new algorithms can reconstruct grayscale frames from a series of events,

threatening privacy-related applications. For example, events in a short period can be

directly accumulated and normalized as an image as Fig. 5.1 (b), and a reconstructed

image is shown in Fig. 5.1(c) using the approach in [177], whose angle, edge and other

details can be clearly recognized. More real-world reconstructed images are illustrated
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Figure 5.3: Failed reconstruction images based on the DVS128-Gait dataset [227]

in Fig. 5.2. These reconstruction algorithms are treated as a means of visualisation

attacks. However, such attack may not be successful at all times. When the number of

events is limited or no event appears in an area, the reconstructed images are blurry

and cannot be recognised clearly. Some examples of failed visualization attacks are

illustrated in Fig. 5.3. However, this does not imply that attackers cannot obtain any

valuable information. Event-based recognition algorithms commonly enable attackers

to acquire desired information without image reconstruction. One example is a variety

of human identification algorithms, which reaches up to 90% accuracy. Due to the

privacy issues in identification tasks, these identification approaches are treated as

another kind of attack, namely recognition attack. Based on aforementioned assump-

tions, the objectives, capabilities and knowledge of the threat model are defined as

follows:

Objectives. The adversary wants to (i) reconstruct the visible images from the event

streams (visualization attack) and/or (ii) identify different people (recognition attack)

under the condition that no clear grayscale image can be reconstructed.
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Capabilities. The adversary can access events during the transmission and storage

processes. The adversary may not acquire the continuous integrated event stream, but

a part of (maybe nonadjacent) events for attacking.

Knowledge. The adversary is supposed to know the encoding format of events and

is able to use some public event-based algorithms to identify different people and

reconstruct images.

Concretely, E2VID [177] is utilized to carry out the visualization attack, while EV-

Gait and 3DGraph-Gait are used to perform the recognition attack. E2VID provides

a well-trained end-to-end neural network to reconstruct images from a stream of

events. It firstly packs the events in a short period to a 3D tensor and then cooperates

with several previously reconstructed images to generate a new image following the

recurrent UNet architecture. This neural network is trained on synthetic data from

an event simulator and performs well on real data. Its well-trained model weights

have been released, and are utilized for attacks and evaluation in this work. EV-

Gait and 3DGraph-Gait can identify different people using event streams without

reconstructing grey-scale images. EV-Gait packs events to an event frame, and a

ResNet with a fully connected neural network is employed to extract features and

identify different people. 3DGraph-Gait models a stream of events as a 3D graph and

applies OctreeGrid sampling strategy for downsampling. A 3D-graph is constructed

according to the distance of x, y and t, and the GCN-based approach can work on the

constructed graph for identification.

5.3 The Proposed Efficient Encryption Framework

Inspired by the encryption scheme for traditional images [132], we extend the approach

of scrambling pixels’ positions for shuffling both events’ positions and their polarities.

The encryption and decryption framework is illustrated as Fig. 5.4. The main idea of

the proposed framework is that several pseudo-random sequences, generated using a

chaotic map and updated over a period of time, can securely map an event’s position

and polarity to another position and polarity. Concretely, a two-dimensional chaotic

map [132] firstly generates six pseudo-random sequences, which are employed to
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Figure 5.4: The flowchart of the proposed encryption and decryption framework. The
updating score controls the updating speed of pseudo-random sequences, which are
generated using chaotic mapping. The encryption (decryption) process consists of
scrambling (restoring) positions and flipping (restoring) polarities.

randomly shuffle original events (scrambling position and flipping polarity), and an

indicator, updating score, is designed to control the updating speed of the sequences

according to the type of event cameras and the hardware configuration.

5.3.1 Pseudo-Random Sequence Generation

Chaotic systems are widely used techniques to generate pseudo-random sequences,

which are applicable in image encryption. Due to its high sensitivity to initial con-

ditions and parameters, chaotic systems can be employed to secure the generated

pseudo-random sequence. For example, the sine map is a typical chaotic system,

which is defined as:

xi+1 = α sin(xi) (5.1)

where α is a control parameter, and the xi+1 and xi should be ranged in [0, 1]. Here, x0,

α and the iterations i jointly decide the current status of the chaotic system. However,

a 1D chaotic system, such as a sine map, has few parameters and initial status, and the

system status is relatively simple. To overcome such a disadvantage, high-dimensional

chaotic maps have been proposed, but their computational complexity increases

heavily compared with that of 1D chaotic systems. As a trade-off, two-dimensional

(2D) chaotic maps can achieve better chaotic performance and introduce acceptable

overhead.

A 2D chaotic map combines two different types of 1D chaotic maps. Besides the

sine map, the iterative chaotic map with infinite collapse (ICMIC) [80] also shows
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robust chaotic characteristics, expressed as:

xi+1 = sin(
β

xi
) (5.2)

where xi ∈ (−1, 1), x0 6= 0 and β ∈ (0,+∞). β is also a control parameter.

Based on these 1D chaotic maps, a two-dimensional Sine ICMIC modulation map

(2D-SIMM) [132] is defined as:


xi+1 = a sin(πyi) sin(

b

xi
)

yi+1 = a sin(πxi+1) sin(
b

yi
)

(5.3)

where system parameters a, b ∈ (0,+∞). Here, a, b, x0 and y0 collectively describe

the initial status of the chaotic system, and the iterations i decides the current status.

a and b have been set as 1 and 5 respectively to generate pseudo-random sequences,

because the system is a hyperchaotic map in this setting.

Since more than one pseudo-random sequences are required, to reduce the length

of keys, the initial status of the system is decomposed to x0(52 bits), y0(52 bits),

H(52 bits) and G(25 bits). The encryption key is a 306-bit string, including x0, y0

H and G0-G5, where x0, y0 and H are 52 bits each, and G0-G5 is 25 bits each. The

sequences share the same x0, y0 and H , but have different G values. According to the

designed encryption and decryption frame, six pseudo-random sequences are required.

If different X, Y, H and G are set for each sequence, the length of the encryption key

is more than 1000 bits. By balancing the length of the key and the security strength,

this shared key approach has been designed. The initial status under condition G, xG0

and yG0 is donated as: 
xG0 = (x0 +GH)mod1

yG0 = (y0 +GH)mod1

(5.4)

Given that the width and height of the event cameras’ resolution are M and N , we

generate six pseudo-random sequences, whose lengths are N , M , N , M , 2N and 2M ,

respectively, and number these sequences from r1 to r6.
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5.3.2 Encryption and Decryption Algorithms

The generated pseudo-random sequences are utilized to scramble the positions of

events and flip the corresponding polarities. During the encryption process, there

are two rounds for scrambling and one round for flipping. The former focuses on

changing the positions of events, and the latter modifies the polarities with the position

shuffle.

Position Scrambling Round. The first round of scrambling utilizes the sequence r1

and r2, while r3 and r4 are used for the second round. Here, ri1 denotes the ith element

of the sequence r1. The scrambling on y under r1 is formulated as:

fr1(x, y) = (x, (y + rx1 ) mod M)) (5.5)

which means that an event at the position (x, y) moves rx1 steps right-forward to

(x, y + rx1 ). If the changed y exceeds the boundary M , the movement will start from

the (x, 0) and end with (x, (y+ rx1 ) mod M)). Similarly, the scrambling on x under

r2 is formulated as:

fr2(x, y) = ((x+ ry2) mod N, y) (5.6)

The scrambling in the x direction is conducted after the y direction scrambling. After

completing the first x and y direction scrambling, spatially adjacent events will be

distributed to different positions. However, one round is not enough to scramble all

events thoroughly [132]. Thus, the second round scrambling is executed again using

the same methods but based on r3 and r4.

Polarity Flipping Round. After scrambling the positions of events, polarity flipping

is associated with the scrambled position and the original polarity. There are two

steps to flip the polarity, which shuttle the position as well. The first step is to flip the

polarity based on the scrambled y and the original polarity, while the second step flips

it according to the scrambled y and the first step’s result. Specifically, the r5 is utilized

for the first step, whose length is 2N . An event, which is processed after position

scrambling round and is located at (x, y, p), is associated with the (p ∗ N + y)th
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Figure 5.5: A polarity flipping example using r5 to shuttle y and p

element of the r5, where x ∈ [0,M − 1], y ∈ [0, N − 1] and p ∈ 0, 1. Then, a sort

operation S is conducted on the r5, denoted as Sr5 . A new sequence r′5 is acquired,

and the original element, located at p∗N+y, will be relocated at l′ = Sr5(p ∗N + y).

l′ is mapped to (l′ mod N, b l′N c). This transformation can be expressed as:

fr5(x, y, p) = (x,Sr5(p ∗N + y) mod N, bSr5(p ∗N + y)

N
c)) (5.7)

Similarly, the transformation of second step is conducted as:

fr6(x, y, p) = (Sr6(p ∗M + x) mod M,y, bSr6(p ∗M + x)

M
c)) (5.8)

An example of polarity flipping using r5 is illustrated in Fig. 5.5. In this example,

(x, 0, 0) is mapped to (x, 1, 1), which is marked as the blue line, while the orange line

shows that (x, 1, 1) is mapped to (x, 3, 0).

The encryption algorithm can be summarized in Algorithm 1. The position

scrambling is from line 1 to line 4, while the polarity flipping begins from line 5.

The processes of encryption and decryption are symmetrical because the opera-

tions in encryption are reversible. The decryption begins with recovering the polarity,

and then each pixel is restored to its corresponding location. Algorithm 2 presents the

decryption process. Similar to encryption, the sorted sequences r′6 and r′5 are gener-

ated from the pseudo-random sequences r6 and r5. Given the indexes of the sorted

sequences, the inverse map S ′ returns the indexes of the pseudo-random sequences.
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Algorithm 1: Encryption Algorithm
Input :r1, ..., r6: pseudo-random sequences

(t, x, y, p): an event
M,N : the width and height of the event camera

Output :(t, x′, y′, p′): an encrypted event
1 y′ = (y + rx1 ) mod N ;

2 x′ = (x+ ry
′

2 ) mod M ;
3 y′ = (y + rx

′
3 ) mod N ;

4 x′ = (x+ ry
′

4 ) mod M ;
5 r′5 = Sort(r5);
6 Generate Sr5 which maps the index of each element in the original sequence

of r5 to the sorted r′5;

7 ptemp = bSr5 (p∗N+y′)
N c;

8 y′ = Sr5(p ∗N + y′) mod N ;
9 r′6 = Sort(r6);

10 Generate Sr6 which maps the index of each element in the original sequence
of r6 to the sorted r′6;

11 p′ = bSr6 (ptemp∗M+x′)
M c;

12 x′ = Sr6(ptemp ∗M + x′) mod M ;

From line 1 to line 8, the randomly flipping polarity is recovered back to its original

polarity. Line 12 to line 15 shows the inverse transformation of position scrambling.

5.3.3 Pseudo-Random Sequence Updating

Although the encryption on the event stream prevents reconstructing grayscale images,

events with the same position and polarity will be mapped to another same position

and polarity. If constant pseudo-random sequences are used from the beginning to the

end, the adversary can attack by mapping the original event stream to the encrypted

one before the transmission. It is therefore necessary to update the pseudo-random

sequences frequently. However, high updating frequency will reduce the efficiency of

encryption , and thus it is an important factor to decide when to update the sequences.

Here, we define an updating score to decide whether to update the pseudo-random

sequences when a new event occurs, according to the type of a event camera and

hardware configuration. Three parameters, the sensor’s resolution (N × M ), the

platform’s processing speed (K), and the number of processed events since the last

update (L), are considered affecting the updating score. The relationship between
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Algorithm 2: Decryption Algorithm
Input :r1, ..., r6: pseudo-random sequences

(t, x′, y′, p′): an encrypted event
M,N : the width and height of the event camera

Output :(t, x, y, p): an event
1 r′6 = Sort(r6);
2 Generate S ′r6 which maps the index of each element in the sorted sequence r′6

to the original sequence r6;

3 ptemp = bS
′
r6

(p′∗M+x′)

M c;
4 x = Sr6(p′ ∗M + x′) mod M ;
5 r′5 = Sort(r5);
6 Generate S ′r5 which maps the index of each element in the sorted sequence of

r′5 to the original sequence r5;

7 p = bS
′
r5

(ptemp∗N+y′)

N c;
8 y = Sr5(ptemp ∗N + y′) mod N ;
9 x = (x− ry4) mod M ;

10 y = (y − rx3 ) mod N ;
11 x = (x− ry2) mod M ;
12 y = (y − rx1 ) mod N ;

these three values and the score is expressed as:

Updating Score = log10(
L

N ×M
×K) (5.9)

The large resolution leads to more relational mappings between unencrypted

events and encrypted events. When the number of events processed is fixed, higher

resolution implies that more relational mappings have not been involved, and thus the

level of security is relatively higher. Moreover, the higher processing speed of the

platform enables more frequent updating. For example, compared with Raspberry

Pi, the cloud server can perform updates more frequently to achieve higher security.

Finally, the effect of L is intuitive: with the more events processed since the last

update, it is more desirable to perform the update.

5.4 Evaluation

In order to conduct evaluations in several perspectives, three public event-based

datasets are utilised. The first one is the DAVIS event camera dataset [154], a real-

world dataset captured in various scenarios such as labs, offices and campuses. This
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dataset is published in 2017, which has been used for evaluations in a number of prior

studies. DDD17 [29] is an end-to-end DAVIS driving dataset, which records events in

driving scenarios on a highway and in a city under different weather conditions. In this

study, qualitative and quantitative evaluations for visualization attacks are conducted

using these datasets, as well as efficiency analysis and secret key analysis. DVS128-

Gait is collected for human identification by their gaits. Because the number of

events for each record is small, the visualization attack on this dataset did not succeed.

Therefore, this dataset is employed to evaluate all tasks except for visualization attack

prevention.

Due to the lack of previous encryption schemes for event cameras, we define two

kinds of partial encryption schemes, inspired by the keyframe encryption method on

video [6], to evaluate the proposed encryption framework. The first baseline encryption

schemes is to apply streaming data encryption, Advanced Encryption Standard (AES),

directly to a part of events. Under this scheme, encrypted events and unencrypted

events can be easily distinguished, and attackers can utilize unencrypted events to

perform attacks. We call this encryption algorithm the partial discarding algorithm.

The second baseline is to apply the scrambling method to a part of events, which

means that the unencrypted events cannot be identified from all events. We name this

algorithm as the partial scrambling algorithm.

5.4.1 Evaluation for Visualization Attacks

To perform the evaluation for visualization attacks, the grayscale images are firstly

reconstructed from the original stream using E2VID [177]. After encrypting the event

stream, the same configuration of E2VID is utilized to generate encrypted grayscale

images.

Qualitative Evaluation. The reconstructed image produced from the original event

stream is shown as Fig. 5.6(a), while the corresponding image produced from the

encrypted event stream is illustrated as Fig. 5.6(b). Since the architecture of E2VID

is recurrent, an error in the previous reconstruction will be propagated to the next,

and thus the generated image after encryption is nearly all dark. The reconstructed

images corresponding to the partial discarding algorithm with different encryption
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percentage values are illustrated as Fig 5.6(c)-(e). It can be observed that even when

discarding 75% events, the outline of a person and a screen can still be recognized.

The partial scrambling algorithm cannot effectively prevent the visualization attacks,

shown in Fig 5.6(f)-(h), although it outperforms the partial discarding algorithm. Some

shadows of the person and the screen can still be figured out. Compared with these

two baselines, our proposed encryption algorithm achieves the best effectiveness.

(a) (b)

(c) (d) (e)

(f) (g) (h)

Figure 5.6: The reconstructed grayscale images of the same event stream under
different conditions. (a) Image reconstructed from the original event stream. (b)
Image reconstructed from encrypted events using our proposed framework. (c-e)
Images reconstructed from 50%, 67%, and 75% encrypted events using the partial
discarding algorithm, respectively. (f-h) Images reconstructed from 50%, 67%, and
75% encrypted events using the partial scrambling algorithm, respectively.

Here, more event frames and reconstructed images before and after using the

proposed encryption algorithm are shown in Fig. 5.7. The first column presents the

raw event frames, and the second column presents the reconstructed grayscale images
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produced by the unencrypted data. The third column shows the event frames after

encryption, while the last column displays the reconstructed images after encryption.

The first two rows present the results using the DAVIS dataset, while the last two rows

demonstrate the results using DDD17. As shown in Fig. 5.7, no outline or detail can

be distinguished in the encrypted images (both event images and grayscale images),

and the two images, before and after encryption, are totally different. It can therefore

be concluded that the proposed encryption algorithm could be applied for diverse

event cameras’ hardware and scenarios.

(a) (b) (c) (d)

Figure 5.7: The qualitative evaluation of encryption. (a) The event images based on
unencrypted events. (b) The reconstructed images based on unencrypted events. (c)
The event images based on encrypted events using the proposed algorithm. (d) The
reconstructed images based on encrypted events using the proposed algorithm.

Quantitative Evaluation. In order to quantitatively evaluate the proposed encryption

algorithm’s performance, we adopt Peak Signal to Noise Ratio (PSNR), Structural

Similarity (SSIM), Unified Averaged Changed Intensity (UACI) and the Number of

Pixel Changing Rate (NPCR) as metrics for comparing the images reconstructed from

the original event stream and the encrypted one. Given the original reconstructed
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image I and the reconstructed image I ′ based on the encrypted event stream, the

definitions of these metrics are as follows:

PSNR = 10 log10(
M ×N∑n≤N,m≤M

n,m (I(n,m)− I ′(m,n))2
) (5.10)

SSIM =
(2µIµI′ + C1)(2σII′ + C2)

(µ2
I + µ2

I′ + C1)(σ2
I + σ2

I′ + C2)
(5.11)

UACI =
1

M ×N

n≤N,m≤M∑
n,m

(I(n,m)− I ′(m,n)) (5.12)

PNCR =
1

M ×N

n≤N,m≤M∑
n,m

δ(I(n,m)− I ′(m,n)) (5.13)

The comparison is performed between the original reconstructed images and the

processed images after the proposed encryption and the other two baselines, and the

results are presented in Table 5.1 and Table 5.2. According to the results, the proposed

encryption algorithm achieves the lowest values for PSNR and SSIM, and the highest

for UACI and NPCR, compared with the baselines. The average PSNR value based

on our algorithm is lower than 6.5, while that of other baselines exceed 10.5. Our

algorithm also achieves the lowest SSIM values in all sequences. The UACI and

NPCR of the proposed algorithm are the best for most of the sequences, and slightly

lower than that of the partial scrambling encryption algorithm. The PSNR between

the original reconstructed image and the reconstructed image after encryption with

the outdoor running sequence is higher than that with other sequences, because most

of the pixels in the reconstructed images with the outdoor running sequence are gray,

which implies that their intensity value is close to 0.5. Compared with scrambling 95%

of events, the proposed encryption algorithm additionally flips the polarity of events,

making the encrypted events’ polarities distributed uniformly in {+1,−1}. Under

this mechanism, the pixel values of the reconstructed image after encryption are also

close to 0.5. Although our algorithm does not achieve the best performance on PSNR,

UACI and NPCR using the outdoor running sequence, the uniformly distribution

characteristic can effectively destroy the original pixel value distribution, leading to
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the best SSIM performance. Overall, our algorithm also outperforms others in the

quantitative evaluation.

Dataset Sequence Ours 95% discarding 95% scrambling
PSNR SSIM PSNR SSIM PSNR SSIM

DAVIS

dynamic 6dof 5.43 0.07 14.60 0.53 13.47 0.13
poster 6dof 7.27 0.06 15.26 0.21 14.19 0.10

shapes rotation 5.98 0.11 14.86 0.79 8.16 0.15
outdoors running 11.77 0.09 12.06 0.40 10.82 0.16

DDD17
rec1487779465 5.17 0.07 13.32 0.61 9.19 0.13
rec1487839456 4.02 0.03 14.84 0.53 4.47 0.06
rec1487609463 3.97 0.07 17.49 0.83 14.04 0.15

Table 5.1: The PSNR and SSIM results of the comparison between the original
reconstructed images and the reconstructed images after using different encryption
algorithms

Dataset Sequence Ours 95% discarding 95% scrambling
UACI NPCR UACI NPCR UACI NPCR

DAVIS

dynamic 6dof 52.00 99.96 15.10 98.94 18.78 99.55
poster 6dof 41.43 99.89 14.19 99.13 16.07 99.25

shapes rotation 50.03 99.99 16.34 99.49 39.30 99.97
outdoors running 22.54 99.34 23.15 99.35 25.22 99.56

DDD17
rec1487779465 54.35 99.95 18.91 98.99 31.76 99.74
rec1487839456 61.35 99.99 14.81 99.07 58.32 99.99
rec1487609463 64.30 99.99 10.55 97.82 16.90 99.23

Table 5.2: The UACI and NPCR results of the comparison between the original
reconstructed images and the reconstructed images after using different encryption
algorithms

5.4.2 Evaluation for Recognition Attacks

For the recognition attacks, the accuracy is employed as the metric to quantitatively

validate how the encryption algorithm prevents the deep learning-based identification

attacks, including an event frame-based CNN and a sparse event-based GCN. The

accuracy values with different encryption algorithms at different epochs are presented

in Fig. 5.8.

Using the CNN approach, recognition attack can achieve 86% accuracy on original

events and 81% accuracy on 95%-encrypted events using the partial discarding al-

gorithm. Moreover, For 95%-encrypted events using the partial scrambling algorithm,

the attack reaches approximately 60% accuracy. In contrast, based on the our proposed
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(a) The recognition accuracy using CNN

(b) The recognition accuracy using GCN

Figure 5.8: The accuracy of recognition attacks using event frame-based CNN and
sparse event-based GCN under different conditions

algorithm, only 5% identification is correct, equal to the random guess. It is clear that

the performance of our algorithm in recognition attack is as good as its performance in

visualization attack, because the CNN-based attack extracts features from the packed

frames, which are similar to the reconstructed images. In conclusion, the proposed

algorithm effectively prevent the CNN-based attack approach and outperforms other

encryption algorithms.

The performance under the GCN based-attack depends on the events that are used

to constructed the 3D graph. The attack on the events using the partial discarding

algorithm can achieve about 73% accuracy before the 50th epochs, while that using
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the partial scrambling algorithm can achieve about 20% accuracy. In contrast, with our

proposed encryption algorithm, the attack achieves only 5% accuracy. In conclusion,

the proposed algorithm successfully destroys the relationships among events in 3D

spaces.

5.4.3 Secret Key Analysis

The space of the secret key is an important factor affecting the application security

in real scenarios. A large keyspace can make it difficult for attackers to enumerate

the possible keys. The secrete key, including x0, y0, H and Gs, is 306 bits in length,

and thus, the keyspace is about 2306. It is impossible to crack the key by the brute-

force attacks in a reasonable duration. Apart from the keyspace, the sensitivity of

the encryption algorithm to the secrete key also affects the usage. The original event

frame and the decrypted event frames are illustrated in Fig. 5.9. The correct key, K0,

can be used to decrypt the encrypted event frame. K1 −K6 are the incorrect keys,

which are produced by modifying the last bits of Gs. The images produced by the

decrypted events with slightly different keys, K1 to K6, are totally different from

the event image using the right key. Therefore, the proposed encryption algorithm is

sensitive enough to the secrete key.

Dataset Sequence Events/Sec
Updating Score

7.2 7.6 8.0 8.4 8.8

Gait
128*128

2-1 17034 0.549 0.261 0.114 0.179 0.115
2-2 14036 0.513 0.242 0.177 0.115 0.104
2-3 11545 0.535 0.252 0.183 0.110 0.111

DAVIS
240*180

shape 6dof 299375 0.463 0.200 0.113 0.055 0.039
shapes rotation 385438 0.511 0.222 0.097 0.056 0.039

shapes translation 289400 0.461 0.200 0.099 0.055 0.039

DDD17
346*260

rec1487609463 153625 0.563 0.243 0.127 0.069 0.050
rec1487779465 474789 0.559 0.245 0.124 0.075 0.051
rec1487839456 680153 0.564 0.246 0.120 0.072 0.051

Table 5.3: Time (µs) spent on encrypting one event on Raspberry Pi (K=36,694,061)
using different updating scores and event cameras with different resolutions

100



(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5.9: The sensitivity study on the secret keys. (a) The original event image.
(b) The event image after encryption. (c) The event image after decryption with the
correct secrete key K0. (d-i) The event images after decryption with incorrect secrete
keys K1, K2, K3, K4, K5 and K6, respectively.

5.4.4 Efficiency Analysis

The proposed encryption has been performed on different platforms for evaluation.

For outdoor surveillance purpose, the real-time requirement on a resource-constrained

platform is compulsory. The communication between the platforms of event cameras

and the servers requires both encryption and decryption. These experiments are

conducted on a Raspberry Pi, a desktop server and a cloud server. The Raspberry

Pi (4b edition) is equipped with 8GB RAM. The desktop server is equipped with an

Intel Core i9-9900K@3.6GHz processor with 32GB RAM, and the cloud server is

equipped with an Intel Xeon Platinum 8269CY@2.5GHz and 64GB RAM.

The time (µs) spent on encrypting each event is measured and listed in Table 5.3,

Table 5.4 and Table 5.5. When the updating score is 7.2, the average time to encrypt

one event is less than 0.60 µs on Raspberry Pi. When the updating score increases to
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Dataset Sequence Events/Sec
Updating Score

7.2 7.6 8.0 8.4 8.8

Gait
128*128

2-1 17034 0.619 0.180 0.086 0.039 0.024
2-2 14036 0.415 0.167 0.080 0.038 0.023
2-3 11545 0.418 0.175 0.084 0.041 0.023

DAVIS
240*180

shape 6dof 299375 0.398 0.163 0.068 0.031 0.016
shapes rotation 385438 0.398 0.163 0.069 0.032 0.016

shapes translation 289400 0.398 0.163 0.068 0.031 0.016

DDD17
346*260

rec1487609463 153625 0.419 0.171 0.072 0.033 0.017
rec1487779465 474789 0.418 0.171 0.072 0.033 0.018
rec1487839456 680153 0.420 0.171 0.073 0.035 0.018

Table 5.4: Time (µs) spent on encrypting one event on desktop server (K=253,725,220)
using different updating scores and event cameras with different resolutions

Dataset Sequence Events/Sec
Updating Score

7.2 7.6 8.0 8.4 8.8

Gait
128*128

2-1 17034 0.406 0.173 0.069 0.034 0.023
2-2 14036 0.413 0.170 0.075 0.032 0.023
2-3 11545 0.416 0.169 0.068 0.032 0.024

DAVIS
240*180

shape 6dof 299375 0.400 0.161 0.067 0.029 0.014
shapes rotation 385438 0.399 0.161 0.067 0.029 0.014

shapes translation 289400 0.400 0.162 0.067 0.029 0.014

DDD17
346*260

rec1487609463 153625 0.406 0.165 0.069 0.030 0.015
rec1487779465 474789 0.406 0.166 0.069 0.030 0.015
rec1487839456 680153 0.411 0.166 0.069 0.031 0.015

Table 5.5: Time (µs) spent on encrypting one event on cloud server (K=152,031,121)
using different updating scores and event cameras with different resolutions

8.4, encrypting one event only consumes about 0.20 µs on Raspberry Pi, and only 0.04

µs on both desktop and cloud servers. The numbers of processed events per second

with different updating scores are demonstrated in Fig. 5.10. On the Raspberry Pi,

more than tens of millions of events can be encrypted per second. These experimental

results indicate that the proposed encryption framework works efficiently on various

platforms, including resource-constrained devices.

5.5 Summary

Gait recognition with event cameras has demonstrated some advantages, such as

energy consumption and efficiency, and competing accuracy with traditional RGB

cameras. As event cameras generate a stream of impulse-like events (rather than
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Figure 5.10: The relationship between the updating score and the number of events
processed per second (in µs) using different event cameras on various platforms

synchronized image frames generated by traditional RGB-based vision sensors), prior

work assumed they are privacy-preserving. However, applying event cameras for

sensitive tasks or on sensitive scenarios should carefully consider their security and

users’ privacy. Major contributions in this chapter are summarized as follows:

• Firstly, we have identified and investigated major privacy issues related to event

cameras, and proposed a threat model that reveals serious security risks of event

camera-based applications. Given the capabilities and knowledge defined in the

model, adversaries can perform visualization and recognition attacks to achieve

their objectives.

• Secondly, we have proposed and designed an efficient encryption framework

for protecting event cameras’ data against visualization and recognition attacks.

The framework incorporates a 2D chaotic mapping-based encryption algorithm

and a secret key updating mechanism based on an updating score.

• Finally, extensive experiments have been conducted, which demonstrated that

the proposed framework can effectively and efficiently protect events of event

cameras against grayscale image reconstruction and human identification. Spe-

cifically, the proposed encryption framework can be efficiently executed on
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resource-constrained devices.

We expect that privacy and security issues related to event cameras would attract

increasing attentions and interests from both academia and industry in the upcoming

years, given the promising advantages and applications of event cameras. We will

be continuously working in this emerging field, exploring more potential threats to

event cameras, and proposing novel approaches and solutions to meet the challenges.

Furthermore, some dedicated privacy-preserving approaches can be designed for

different tasks, such as gait recognition and object detection, protecting the privacy

and keeping high accuracy for target tasks.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

Nowadays, our daily lives have been benefiting from various computer vision techno-

logies, from robotic vacuums to autonomous driving vehicles. Recognising objects or

people is a fundamental task for more complex tasks, such as manipulating objects

and tracking. Some biometric characteristics, such as face, iris and gait, have been

employed for human identification. Compared with the widely used face recognition,

gait-based approaches can work remotely and are unlikely to leak sensitive information

that can be used for some high-level security systems, such as the biometric pass-

port. Many kinds of sensors have been utilised for gait recognition, such as standard

cameras, infrared cameras, floor sensors and inertial sensors. However, devices for

gait recognition should be available any time and are able to respond quickly. The

emerging of event cameras exactly satisfies such requirements. The event camera

is a bio-inspired sensor with a high temporal resolution, wide dynamic range, and

low energy consumption. Although such advantages make it suitable for surveillance,

there is no dedicated solution that can process the outputs of this new camera, which

makes it difficult to solve gait recognition tasks directly.

In this thesis, we have focused on gait recognition with event cameras. As the

outputs of event cameras are not similar to that of standard cameras, two event-based

gait datasets, namely DVS128-Gait and EV-CASIA-B, are firstly constructed for

further learning and evaluation. EV-Gait, a CNN-based model, has been proposed for
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human identification using the event stream, which packs the stream into an image-like

frame and utilises a ResNet-like structure to extract features and recognise targets.

Furthermore, 3DGraph-Gait, a GCN-based model, has been proposed, which can

effectively capture the spatiotemporal features from events and perform well by either

using the whole event stream or using only several hundred events produced in several

milliseconds. In addition, a dedicated encryption framework for events, namely EV-

Encryp, has been proposed, which can secure the applications of event cameras while

introducing little overheads for data transmission and storage on various platforms.

These contributions have enabled event cameras to perform gait recognition tasks in

real-world scenarios.

6.1.1 Event-Based Datasets for Gait Recognition

In order to provide training samples and to perform quantitative evaluation, event-

based gait dataset is required. We have produced two gait recognition datasets, namely

DVS128-Gait and EV-CASIA-B. DVS128-Gait is captured in real-world settings,

where 21 volunteers were involved for more than three weeks. This dataset can be

used to train a gait recognition neural network, which can serve as the benchmark to

evaluate the performance of gait recognition approaches based on event cameras. On

the other hand, CASIA-B is the most widely used traditional-camera-based dataset

for gait recognition, including data records generated from various angles of view.

Based on this dataset, we have employed a DVS128 to record the playbacks of the

video on a screen and generated the EV-CASIA-B dataset. Although EV-CASIA-B is

synthesized, it provides a benchmark for comparison with traditional cameras. With

the help of DVS128-Gait and EV-CASIA-B, some models for gait recognition are

trained and evaluated.

6.1.2 Image-Based Convolution Enabling Gait Recognition with Event

Cameras

Because the generation mechanism of events is related to intensity changes, an image-

like representation method is utilised. Given CNN’s capability in extracting features

from RGB images, the proposed EV-Gait utilises a CNN structure to extract features
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from the packed frames. Prior to feature extraction, a noise cancellation method with

gait recognition is applied, which removes noise by enforcing motion consistency.

The accuracy of EV-Gait enables the possibility of using event cameras to solve

gait recognition tasks, which reaches more than 80% accuracy on DVS128-Gait.

According to the comparison before and after noise cancellation, noise in event

streams has negative effects on gait recognition, and the proposed cancellation can

effectively filter the noise. EV-Gait brings traditional feature extraction methods

directly to event streams and completes the gait recognition task.

6.1.3 Graph-Based Convolution Capturing Spatiotemporal Features for

Event Stream

Events sparsely distribute in the spatiotemporal domain, which is similar to the

point cloud in a 3D space. Although CNN achieves good performance for feature

extraction on packed frames, some spatiotemporal features have been lost during the

packing process. A GCN combined with 3D coordinate information can be utilised

to extract 3D features. The proposed 3DGraph-Gait utilises such GCN to generate

spatiotemporal features for gait recognition. Because the number of events generated

in one second is large, some sampling approaches have been designed to enable the

neural network to deal with the processed events. In addition, this network also shows

a powerful capability to extract features using a limited number of events. By using

only several hundred events, the ensemble model can achieve more than 90% accuracy.

Compared with features captured by CNN, the extracted spatiotemporal features by

GCN are more valuable for gait recognition.

6.1.4 Event-Oriented Encryption Framework

As the event camera is an emerging vision sensor, no prior work had investigated its

security issues. However, security and privacy may seriously affect the application

of event cameras for gait recognition. Firstly, gait recognition is a sensitive task, and

the lack of protection on event streams limits the application in some security-critical

scenarios. Besides gait information, other information that is irrelevant to the gait, such

as environments and surroundings, may cause potential privacy leakage. EV-Encryp,
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an efficient encryption framework for event cameras, has been proposed to cope with

such challenges. The number of events generated in a short period is large, and thus

the two-dimensional chaotic map approach is utilised to generate a pseudo-random

sequence efficiently. Based on the sequence, the position and polarity of events are

scrambled and shuffled. Furthermore, this encryption framework can work efficiently

on different platforms, based on a specific mechanism with an updating score. Under

the protection by this encryption framework, event cameras can securely work for gait

recognition.

6.2 Future Work

Following our existing achievements on gait recognition with event cameras, several

research issues have been identified for further exploration. Different kinds of rep-

resentation methods and neural networks have different capabilities to present and

extract features from the event stream. If different features, such as static features and

dynamic features, are considered to be used jointly, how to choose representations

and networks and how to fuse the extracted features are valuable issues, which may

boost the accuracy of gait recognition for event cameras. Furthermore, a universal gait

recognition approach can be explored for both standard cameras and event cameras.

There are many existing approaches for standard camera-based gait recognition, and

our designed gait recognition solutions are dedicated for event cameras. These two

modalities may share similar gait recognition features, which can be used as a univer-

sal describer to link the traditional gait recognition and event-based gait recognition.

In addition, the privacy issues of event cameras deserve further exploration. The

encryption is generally for all scenarios, and other privacy-preserving approaches that

keep gait-related features and other hidden visual features can be further devised for

event cameras.
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6.2.1 Static Features and Dynamic Features Fusion for Gait Recogni-

tion

The features extracted from both packed frames and constructed 3D graphs describe

dynamic patterns of gait. Some static features, such as the distance between a person’s

head and leg, also can be used to express the special characteristics of a particular

person. Combing dynamic features with static features may improve the accuracy of

gait recognition, but there are several critical problems associated with static feature

extraction and fusion. The first problem is what kind of representation can most

effectively express the gait-related static features of event streams. Both packed frames

and 3D graphs are considered to present the dynamic information, but whether these

two representation approaches can be further used to demonstrate static information

could be explored. How many events most clearly show the static information is the

second problem. There is no fixed exposure time for event cameras and no full image

with all information. A single event lacks enough information, and events in a long

period will cause unclear packed frames and redundant spatiotemporal features for

graphs. An event stream with a proper length may benefit the static feature extraction.

After extracting static features, the last problem is what kind of neural network can

be utilised to fuse the static and dynamic features. Static features can help recognise

people quickly, and combining these two features may improve the accuracy when

using events in a short period.

6.2.2 Universal Gait Recognition for Standard Cameras and Event Cam-

eras

Event cameras are a new kind of vision sensors and cannot be deployed widely

quickly. In most scenarios, they act as an important supplement to traditional cameras.

How to make event cameras cooperatively working with standard cameras will be an

essential research problem in the upcoming years. For gait recognition with event

cameras, can the standard camera-based algorithms and neural networks work for

event cameras without being retrained or deep modification? If possible, a universal

framework can work for both standard cameras and event cameras, which implies
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that gait recognition can be conducted across different platforms. There are some

image-oriented representation approaches for gait recognition, such as silhouette and

GEI. That can be treated as the intermediate outcome of gait recognition. The feature

extraction and classification components can be shared between standard and event

cameras if they are possible to construct such intermediate results using event streams.

Therefore, the key problem for building a universal gait recognition framework is

proposing approaches to generating similar features between videos and event streams.

6.2.3 Event Camera Oriented Privacy-Preserving for Recognition

Encryption-based privacy protection approaches provide a general way to prevent

illegal and unauthorised access. However, it introduces additional overhead for

encryption and decryption, and cannot deal with privacy at different levels. An event-

based privacy-preserving approach can be designed for recognition to overcome these

limitations, which should satisfy the following requirements. Firstly, less overhead

should be introduced at the same security level. Encryption-based approaches include

two operations, encryption and decryption. If an irreversible operation that keeps

relevant features and hidden privacy-related features can be designed, it will be more

efficient than encryption. Secondly, only target-oriented features should be preserved

and extracted. i.e., a proper privacy-preserving scheme can scramble the distribution of

events in the spatiotemporal domain so that recognition-related features are preserved

and other features are destroyed. Finally, the processed event streams cannot be

restored. Because a single event holds limited information, the privacy-preserving

approaches should focus on hiding the features of event streams rather than the

information of a single event. As long as the main features of event streams cannot be

restored, the privacy-preserving approaches for event cameras are effective.
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