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Abstract

Our understanding of the physics of neutrino oscillations has evolved rapidly
over the past decade or so, with results from the SNO, Super-K, MINOS and
CHOOZ experiments, among others, producing results favouring a three-neutrino
mixing model, and significantly constraining the parameter space for this mixing.
There are still several important questions to be answered however: we do not
know whether θ13 is non-zero, or whether (sin2 2θ23) is maximal; also, we do not
know the sign of the large mass splitting ∆M2, or whether CP-violation occurs in
the lepton sector. The latter is possibly the most exciting of all — leptonic CP-
violation is a requirement for leptogenesis, and could therefore indicate a solution
to the matter-antimatter asymmetry problem in cosmology.

The T2K long-baseline neutrino experiment is one of a new generation of
neutrino projects, which will make more precise measurements of θ13 and θ23 than
has been achieved by previous experiments. It uses the Super-K water Čerenkov
detector at Kamioka as a far detector, and also has a suite of new near detec-
tors. These are largely scintillator-based, but use a novel photosensor, the silicon
photomultiplier (SiPM), for light readout. T2K has been leading the effort to
understand and model these new sensors, and the present work will describe the
current state-of-the-art in device characterisation, and also the effort to ensure the
quality of the devices installed in the calorimeter of the ND280 near detector.

An important part of a long-baseline analysis is the extrapolation of the
neutrino flux measured at the near detector to predict that at the far detector.
Methods to do this have been developed by previous experiments; however T2K
uses an innovative configuration whereby the main detectors are displaced from
the neutrino beam centre, removing much of the high-energy tail in the neutrino
flux to reduce background from non-quasielastic events. This thesis evaluates the
effectiveness of two extrapolation techniques, used by previous experiments, for
the T2K configuration.
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Chapter 1

Overview of neutrino theory and

the experimental determination of

mixing parameters

1.1 History

1.1.1 Discovery of the neutrino

The neutrinos (νe, νµ and ντ ) are the electrically neutral weak-isospin partners of

the charged leptons (e, µ and τ) in the Standard Model. They interact with other

particles via only the weak interaction, and have extremely small masses — the

limit on the sum of neutrino masses set by cosmology is of the order a few eV,

though it is rather model-dependent [2]. Until recently neutrinos were thought to

be completely massless.
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The neutrino was originally proposed by Pauli to explain the continuous

electron spectrum observed in beta-decay experiments. The decay

A
ZN → A

Z+1N
′ + e− (1.1)

is modified by the inclusion of a neutrino to

A
ZN → A

Z+1N
′ + e− + ν̄e. (1.2)

Since the latter decay has three daughters, their energies are not uniquely deter-

mined. The shape of the electron energy spectrum, and its endpoint relative to

the Q-value of the decay, suggest a massless, or nearly massless, neutrino [3] [4].

The neutrino was first directly detected by Reines and Cowan in experiments

conducted between 1953 and 1956 [5], observing the interaction

ν̄ + p→ e+ + n (1.3)

with neutrinos from a fission reactor in liquid scintillator. The neutrino signature

was a coincidence between a prompt positron scintillation pulse and a delayed

pulse from neutron capture on cadmium.

The neutrino accompanying a µ-lepton in interactions was shown to be

distinct from the electron neutrino in an experiment carried out at Brookhaven by

Lederman, Schwartz and Steinberger in 1962 [6]. They used an aluminium spark

chamber, surrounded by passive shielding and anticoincidence triggers, to observe

the interactions of neutrinos produced via pion decays

π+/− → µ+/− + ν/ν̄ (1.4)
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The interactions of these neutrinos in the aluminium were observed to produce only

muons, not electrons, indicating that the observed events were νµ charged-current

interactions and no νe were present.

The presence of a tau neutrino was inferred from the structure of the first

two lepton generations once the tau lepton was discovered — this was indirectly

confirmed by the LEP measurement of the number of active neutrinos from the Z

boson width [7]. The tau neutrino was directly detected in 2000 by the DONUT

collaboration [8], using photographic emulsion to capture the “kinked” track of a

short-lived tau lepton, produced by a neutrino interaction, decaying to a muon.

1.1.2 Neutrino mixing

Shortly before the discovery of the muon neutrino, it was suggested by Pontecorvo

[9], and Maki, Nakagawa and Sakata [10], that two-flavour mixing, analogous to

that observed in the K0 system, should be seen in the neutrino system. Such

mixing requires that the Hamiltonian matrix for the neutrino system mixes the νe

and νµ flavour states; this is equivalent to saying that the flavour-basis eigenstates

of the neutrino are not identical with the energy-basis states. For mixing to be

observed, the two energy (or mass) eigenstates must be non-degenerate, so at

least one must have non-zero mass. After the discovery of the tau, this theory was

extended for three generations of leptons, by introducing a mixing matrix (called

the PMNS matrix) analogous to the CKM matrix governing quark mixing [7].

The first experimental hint toward neutrino oscillations was the result from

Ray Davis’ solar neutrino observatory at Homestake mine [11]. Davis used a tank of
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390,000 litres of tetrochloroethylene (C2Cl4, otherwise known as dry-cleaning fluid)

as a target for solar neutrinos produced by 8B decay. The neutrinos transmuted

the chlorine in the tank via the reaction

37Cl + νe → 37Ar + e−. (1.5)

The resultant argon (of the order 100 atoms in 390,000 litres) was flushed from

the tank after about a month by purging the fluid with helium. The argon was

then separated from the helium by adsorption onto charcoal and the radioactive

atoms counted, via observation of their decays in a proportional counter. The

results suggested a neutrino flux smaller than the prediction of the Standard Solar

Model (SSM), developed by Bahcall and others [12].

A deficit in the solar neutrino flux was confirmed by later experiments in-

cluding SAGE [13], GALLEX [14] and Kamiokande-II [15]. Several possible expla-

nations existed for this discrepancy, including potential problems with the SSM.

The solar model was exonerated by the SNO heavy-water Čerenkov detector in

Canada [16], which was able to measure the total flux of neutrinos via neutral-

current neutrino interactions on deuterium

να + 2H→ να + p+ n (α = e, µ, τ). (1.6)

SNO was able to combine this measurement with the charged-current and elastic-

scattering event rates to confirm that the total neutrino flux agreed with the

SSM. This result, backed up by the deficits reported by experiments sensitive to

only νe, led to the conclusion that neutrinos must change flavour as they propagate

through space. Other mechanisms, such as neutrino decay and decoherence, have
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been proposed to explain the SNO results. However, once all oscillation data is

considered, these “exotic” models are disfavoured [17] [18].

1.2 Neutrino theory

1.2.1 Mass generation

As discussed above, the explanation of neutrino flavour mixing requires massive

neutrinos. Full derivations for the generation of Dirac and Majorana masses will

not be given here, but this section outlines the key arguments needed — a more

complete treatment can be found in, e.g., [19] [20].

In the Standard Model Lagrangian, explicit mass terms for fermions are

forbidden — a Dirac mass term mDψ̄ψ can be split into its chiral components:

LmD
=mDψ̄ψ = mD(ψ̄L + ψ̄R)(ψL + ψR), (1.7)

where ψL = PLψ = (1− γ5)ψ, ψR = PRψ = (1 + γ5)ψ.

Since γ†5 = −γ5, ψ̄L = ψ̄PR, and we have the result:

ψ̄LψL = ψ̄PRPLψ = 0; similarly ψ̄RψR = 0. (1.8)

Setting these terms to zero, (1.7) becomes

LmD
= mD(ψ̄RψL + ψ̄LψR). (1.9)

However, in the Standard Model each lepton generation is described by an SU(2)

doublet and a singlet:
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ψL ≡

νl
l


L

; lR l = e, µ, τ. (1.10)

The ψL doublet cannot be contracted with the singlet to give a numerical result,

so terms like those in (1.9) cannot exist in the Standard Model Lagrangian.

Introducing the Standard Model Higgs doublet allows fermion masses to be

generated through interactions with the Higgs vacuum expectation value (vev),

which multiplies with the doublet vector ψL to give two terms which do give a

numerical result when multiplied by the singlet. One of these terms is a mass term

for the charged lepton

mD l̄l = mD(l̄LlR + l̄RlL), (1.11)

where mD is equal to the product of the Higgs vev and coupling, multiplied by a

factor 1/
√

2. A term in ν̄ν, giving a Dirac mass to the neutrino, can also exist

if νR is added to the Standard Model. This does not present a problem — the

lack of a right-handed neutrino in the Standard Model is a consequence of non-

zero neutrino masses not being discovered until recently, rather than of theoretical

prejudice.

It is also possible to generate neutrino masses by a different mechanism

than for other fermions, by assuming that the neutrino is its own antiparticle.

This means that the neutrino field behaves under the charge conjugation operator

C as

CνL = νCL = ±νR, CνR = νCR = ±νL. (1.12)

Such a particle is called a Majorana particle. In this case, we can include terms in

the Lagrangian which directly couple the left-handed neutrino to the right-handed
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antineutrino and vice versa:

LL =
1

2
mL(ψ̄Lψ

C
R + ψ̄CRψL) (1.13)

LR =
1

2
mR(ψ̄Rψ

C
L + ψ̄CLψR). (1.14)

In the case that mD is zero, there will be two mass states (mL, mR). If the Dirac

mass is non-zero, there is coupling of the left and right-handed neutrino states,

and the physical neutrino states (mass eigenstates) will be a superposition of pure

left and right handed states. It can be shown that this gives mass eigenstates

m1,2 =
1

2

[
(mL +mR)±

√
(mL −mR)2 + 4m2

D

]
. (1.15)

A case which is particularly interesting is mL = 0, mD � mR. This will give mass

eigenstates m1 ' mR, m2 ' m2
D

mR
. The state m1 is dominated by a νR component,

and m2 by νL. This could explain why the neutrino is observed to have a much

smaller mass than other fermions — for a Dirac mass on a similar scale to the

other fermions, a light left-handed neutrino, and heavy unobserved right-handed

neutrino, will be produced. This is called the Seesaw Mechanism.

1.2.2 PMNS neutrino mixing matrix

The PMNS model for neutrino mixing is based on the hypothesis that the neutrino

mass eigenstates νi are not identical with the weak (flavour) eigenstates να, but

are related to them by a unitary transformation:

|νi〉 =
3∑

α=1

Uαi|να〉 (1.16)

where U †U = I; i.e.
3∑
i=1

U∗αiUβi = δαβ. (1.17)
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Here (1.17) is just the condition satisfied by a unitary matrix. The matrix U is

referred to as the PMNS matrix. We will show that this relationship between

mass and flavour states leads to distance-dependent neutrino oscillations. The

free neutrinos will be treated as plane waves — it has been shown [21] that a full

wave-packet treatment gives the same result.

A neutrino produced by a weak process will be in a state of definite flavour

α. In order to evolve the state to a later time t, the flavour state must be expressed

in terms of mass basis states:

|να〉 =
3∑

ı=1

U∗αi|νi〉. (1.18)

This expression is found by premultiplying (1.16) by U∗βi, performing the summation∑3
i=1, and applying the unitarity condition (1.17). The mass states have definite

energy, and therefore have a plane-wave space-time dependence ei(p.x−Et). We

suppose that the momentum p of the produced neutrino has a definite value; then

if p� mi for all i, the energies for each mass state are given by Ei =
√
p2 +m2

i '

p+
m2
i

2p
. The state (1.18) evolves in time, neglecting an unobservable phase common

to all terms, as

|να(t)〉 =
3∑
i=1

e−im
2
i t/2pU∗αi|νi〉. (1.19)

The overlap of this state with the flavour state β is given by

〈νβ|να(t)〉 =
∑
i,j

(〈νj|Uβj)(e−im
2
i t/2pU∗αi|νi〉). (1.20)

Since the overlap of the basis states 〈νj|νi〉 = δij, we can drop one of the sum-

mation indices. The probability to observe state β is then

Pα→β = |〈νβ|να(t)〉|2 =
∑
i,k

UβiU
∗
αiU

∗
βkUαke

−i(m2
i−m2

k)t/2p. (1.21)
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This expression is positive definite as expected, since the terms linked by inter-

changing i and k are complex conjugates. Using this fact to justify explicitly taking

the real part of the expression, and also using the unitarity of the PMNS matrix,

it follows that

Pα→β = δαβ − 4
∑
i>j

<(UβiU
∗
αiU

∗
βjUαj) sin2

(
∆m2

ijL

4E

)

+ 2
∑
i>j

=(UβiU
∗
αiU

∗
βjUαj) sin

(
∆m2

ijL

2E

)
(1.22)

where we have replaced the elapsed time t with the distance travelled L, and the

momentum p with the energy E. For p � mi for all i, these replacements are

valid. We have also introduced the symbol ∆m2
ij = m2

j −m2
i .

It can easily be shown that for ultra-relativistic neutrinos, assuming a single

energy for all mass eigenstates (and therefore different momenta) gives the same

result as (1.22). There is no particular significance in assuming a fixed value for

one or the other quantity, unless one is known with an uncertainty on the level of

the neutrino mass scale.
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1.2.3 Vacuum mixing phenomenology

It is common to parameterise the PMNS matrix using an xyz Euler angle factori-

sation, with the inclusion of one non-trivial phase:

UPMNS =


1 0 0

0 c23 s23

0 −s23 c23




c13 0 s13e
−iδ

0 1 0

−s13e
iδ 0 c13




c12 s12 0

−s12 c12 0

0 0 1



=


c12c13 s12c13 s13e

−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13

 (1.23)

where sij = sin θij, cij = cos θij. This form of the matrix factorises mixing into

three “two-flavour” cases, though of course the two leftmost matrices operate on

an already-rotated basis so the interpretation is not completely elementary. Five

complex phases are omitted; three of these correspond to unobservable rotations

of the neutrino flavour eigenstates, the other two to relative phases of the mass

eigenstates. These latter phases are unobservable for a Dirac neutrino, but affect

the amplitude for neutrinoless double-beta decay [7] if the neutrino is a Majo-

rana particle. These phases are included by postmultiplying (1.23) by the matrix

diag(eiα1/2, eiα2/2, 1), with α1, α2 real, but the phases do not affect oscillation

behaviour for either Dirac or Majorana neutrinos, so they will not be discussed

further here.

For the three-flavour Dirac case, then, mixing is determined by seven pa-

rameters: three mixing angles θ12, θ13 and θ23, three mass splittings ∆m2
12, ∆m2

13

and ∆m2
23 (only two of which are independent), and one phase δ. Experimentally,
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Figure 1.1: Schematic showing the mass states and their approximate flavour
composition in the normal and inverted mass hierarchies. The νe component of ν3

is small and may be zero. The size of ∆m2 relative to ∆M2 is exaggerated, and
the absolute mass values are unknown.

the mass difference between states 1 and 2 is much smaller than the difference

between these and state 3, so the approximate parameterisation (∆m2, ∆M2) is

often used, where ∆m2 = ∆m2
12 and ∆M2 ' ∆m2

13 ' ∆m2
23. Vacuum oscil-

lations cannot determine the sign of the mass splittings; these can be measured

using matter effects (discussed in Section 1.2.4). ∆m2 is known to be positive

from solar neutrino data, but the sign of ∆M2 is presently unknown. The case

where m3 is the most massive state is referred to as the normal mass hierarchy,

and the case where it is least massive as the inverted mass hierarchy, as shown in

Figure 1.1.

It is expected that CP-violation is present in the lepton sector, since it

has been observed in the quark sector, which exhibits otherwise analogous mixing

behaviour. For antineutrino mixing, the oscillation probability is the same as that
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given for neutrinos in (1.22), except that the matrix U → U∗, so that CP-violation

is only present if the PMNS matrix is not real (δ 6= 0). δ has not yet been

measured; a measurement will be challenging since it only appears in the PMNS

matrix alongside s13, and θ13-driven oscillations are known to be small and yet to

be observed. δ can be measured either by comparing ν to ν̄ oscillations, or by

precisely measuring the shape of the oscillation probability as a function of L/E,

since the last two terms in (1.22) have different L/E dependencies.

For the present work, the key result is the probability for a neutrino created

with muon flavour to be detected later as a muon neutrino, or as an electron

neutrino. This probability is somewhat simplified in the case that ∆m2L/2E � 1

— when we remove terms in ∆m2 from (1.22) and apply the unitarity constraint∑
i U
∗
βiUαi = δαβ, we are left with

Pα→β ' δαβ − 4
(
δαβ|Uα3|2 − |Uβ3|2|Uα3|2

)
sin2

(
∆M2L

4E

)
. (1.24)

Note that this expression does not depend on the phases of the PMNS matrix ele-

ments, so CP violation is not included in this approximation. The results obtained

from (1.24) are equally valid for neutrinos and antineutrinos.

Using the mixing-angle convention (1.23) for the PMNS matrix elements,
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and converting the ∆M2L
4E

from natural to experimental units, we obtain

Pµ→µ ' 1− 4s2
23c

2
13(1− s2

23c
2
13) sin2

(
1.27

∆M2(eV)2L(km)

E(GeV)

)

' 1− sin2(2θ23) sin2

(
1.27

∆M2(eV)2L(km)

E(GeV)

)
, (1.25)

Pµ→e ' 4s2
23c

2
13s

2
13 sin2

(
1.27

∆M2(eV)2L(km)

E(GeV)

)

' s2
23 sin2(2θ13) sin2

(
1.27

∆M2(eV)2L(km)

E(GeV)

)
, (1.26)

where in equation (1.25) we have used the approximation c13 ' 1.These equations

describe the physics relevant for the initial configuration of the T2K experiment.

Similarly, we can obtain the survival probability for an electron neutrino in the

same L/E regime:

Pe→e ' 1− sin2(2θ13) sin2

(
1.27

∆M2(eV)2L(km)

E(GeV)

)
. (1.27)

This expression is relevant to short-baseline reactor neutrino experiments.

1.2.4 Neutrino mixing in matter

It was discovered by Wolfenstein in 1978 [22] that the Hamiltonian of a neutrino in

matter is subject to perturbations from coherent forward scattering with electrons

and nucleons. Such a perturbation can be shown to have an effect on the mixing

of neutrino flavour states. It was later shown by Mikheev and Smirnov [23] that

matter effects can lead to a resonant enhancement of the mixing angle, producing

large flavour transitions even where the vacuum angle is small (MSW effect). The

treatment of mixing in matter is rather more complex than the vacuum case, even
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for two flavours. A fairly complete discussion is given by, for example [19]; an

overview of this will be presented here.

At energies much less than the weak boson masses, the Hamiltonian asso-

ciated with tree-level charged-current coherent forward scattering (νee
− → νee

−)

can be shown to lead to an increase in energy for an electron neutrino passing

through matter, of

VCC =
√

2GFNe, (1.28)

where Ne is the electron number density. Similarly all weakly-interacting neutrinos

also gain a potential due to the neutral current,

VNC = −1

2

√
2GFNn, (1.29)

depending only on the neutron density Nn since electron and proton contributions

cancel. The neutral-current term does not affect oscillations if only active neutrino

flavours exist, since the potential for each flavour state is the same. If sterile

flavours exist, which do not interact with the weak bosons, mixing will be affected

by the neutral-current potential of the active flavours.

The effect of the matter potential on oscillations may be calculated by

adding it to the vacuum Hamiltonian H0. The eigenstates of the vacuum Hamil-

tonian are the neutrino mass states |νk〉:

H0|νk〉 =
√
p2 +m2

k|νk〉 (1.30)

and the eigenstates of the matter interaction Hamiltonian HI are the flavour states

|να〉:

HI|να〉 = Vα|να〉 Vα = VCC for α = e, 0 otherwise. (1.31)
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Since the vacuum mass eigenstates are no longer eigenstates of the full Hamilto-

nian, we must find the new energy-eigenstate basis by calculating the Hamiltonian

matrix in the flavour basis, and finding a transformation which diagonalises it. It

turns out that the flavour-basis Hamiltonian, in the two-flavour case, is given by

HF =
1

4E

−∆m2 cos 2θ + ACC ∆m2 sin 2θ

∆m2 sin 2θ ∆m2 cos 2θ − ACC

 , (1.32)

where the term due to matter, ACC, is given by

ACC = 2
√

2EGFNe, (1.33)

and θ and ∆m2 are the vacuum mixing angle and mass splitting respectively. ACC

takes the opposite sign for antineutrinos since the potentials change sign.

(1.32) is diagonalised by the transformation UT
MHFUM = HM, with

UM =

 cos θM sin θM

− sin θM cos θM

 , HM =
1

4E

−∆m2
M 0

0 ∆m2
M

 (1.34)

where ∆m2
M and θM are the effective mass splitting and mixing angle in matter.

They are related to the vacuum values by

∆m2
M =

√
(∆m2 cos 2θ − ACC)2 + (∆m2 sin 2θ)2 (1.35)

tan 2θM =
tan 2θ

1− ACC

∆m2 cos 2θ

. (1.36)

It can be seen that the mixing angle in matter has a resonance for neutrinos

at ACC = ∆m2 cos 2θ. Whether such a resonance exists depends on the sign of

ACC (i.e. whether we have a neutrino or antineutrino), and on the sign of the

mass splitting. Experiments sensitive to matter effects are thus useful probes of
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the neutrino mass spectrum. However, CP-violation also introduces differences in

neutrino and antineutrino behaviour, and results from such experiments may need

to be combined with other data in order to resolve ambiguities.

In the case of constant matter density along the neutrino path, we can

simply replace the vacuum mixing angle and mass splitting with their matter coun-

terparts to obtain an oscillation probability. In this two-flavour approximation, the

relevant expression for a νe appearance experiment is

Pνµ→νe = sin2 2θM sin2

(
1.27

∆m2
M(eV)L(km)

E(GeV)

)
. (1.37)

This constant-density formula is sufficient for long-baseline experiments (though

a 3-flavour analysis may be needed). Atmospheric and solar analyses, where the

density profile changes along the neutrino path, require a more complicated treat-

ment, because the effective mass basis changes with the density, leading to mixing

of the effective mass states as well as the flavour states. This is a difficult problem

to solve, and in general it cannot be done analytically.

1.2.5 Neutrino interactions with matter

In order to make quantitative measurements of oscillation phenomena, it is neces-

sary to have some understanding of the interaction of neutrinos with matter. To

calculate the flux and energy spectrum of neutrinos incident on a detector from

the observed event spectrum, we must know the interaction cross-sections, as well

as the kinematics, for the processes which can give the event topologies which will

be observed. At the energies used for long-baseline experiments (a few hundred

MeV to ∼10 GeV), the neutrino interaction cross-section is completely dominated
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by interactions with nuclei, whose cross-sections cannot be calculated exactly from

electroweak physics and must be determined experimentally.

Several underlying interaction types have been identified as contributing to

the νN cross-section. Their contributions to the total cross-section as a function

of energy are shown in Figure 1.2. The most important at low neutrino energies

are quasi-elastic processes:

νln→ l−p, ν̄lp→ l+n, (1.38)

(−)
νl n→

(−)
νl n,

(−)
νl p→

(−)
νl p, (1.39)

where (1.38) are mediated by the charged current (CC) interaction, and (1.39) by

the neutral current (NC).

At slightly higher energies, resonance interactions become important, since

sufficient energy can be transferred to the interacting nucleon for a baryonic res-

onance to be formed. The sharp peaks in cross-section corresponding to the res-

onance masses are smeared by the Fermi momentum of the interacting nucleon,

and would be difficult to measure in any case due to the spread in energy of a

realistic neutrino beam. Resonance states like the ∆(1232) decay to a nucleon

and pion, and π0s produced in this way form the most important background for

the νe-CCQE analysis in T2K. All members of the pion triplet can be produced by

resonance interactions:

νlp→ l−pπ+, νln→ l−nπ+, νln→ l−pπ0; (CC) (1.40)

νlp→ νlpπ
0, νlp→ νlnπ

+,

νln→ νlnπ
0, νln→ νlpπ

−

 (NC) (1.41)
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At still higher energies, it is necessary to consider the quark constituents

of the interacting nucleon, and the cross-section is dominated by deep-inelastic

scattering (DIS), where the nucleon itself is broken up. Cross-section calculations

for DIS processes rely on the structure functions describing the distribution of

partons as a function of their momentum fraction, which must be derived from

experiment. Since the nucleon itself is not left intact in the interaction, a variety of

hadronic states, including heavy-flavoured mesons, can be produced. Because the

kinematics of DIS interactions are rather different to CCQE, if they are misidenti-

fied as CCQE events then the reconstructed Eν will be somewhat lower than the

true value. High-energy tails in a neutrino beam can thus produce backgrounds to

CCQE measurements at lower energies.

In addition to these dominant scattering channels, other interactions are

also possible. It is possible for a neutrino to interact coherently with the nucleus

via the neutral current; this process produces pions at an extremely forward an-

gle, allowing the events, at least in principle, to be distinguished from resonant

production. Diffractive production, in which a W or Z particle produces a vector

meson in the nuclear field, can also occur. These smaller effects are modelled in

the GENIE MC, which is used for generating neutrino interactions in the T2K near

detectors [24].

It should be noted that for interactions with nucleons in nuclei, further

intra-nuclear processes, including charge exchange, absorption and additional par-

ticle production, can occur while the neutrino interaction products are still inside

the nucleus. These effects complicate the development of models which pre-
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Figure 1.2: νµ CC cross-sections on nucleons as a function of energy [25]. The 1-π
cross-section is dominated by resonance production. Note that the y-axis shows
σCC/Eν .

dict cross-sections on nuclei, since a re-interaction model must be used to relate

these to the neutrino-nucleon cross-sections. Because experimental data contains

only information on the final state, cleanly separating the parameterisation of the

nucleon-level event and the tuning of the re-interaction model is difficult, though

this can be helped by considering data from many nuclei.

In practice, experiments to measure neutrino-nucleus scattering are diffi-

cult, because production of neutrinos by conventional means, using the decays of

hadrons in a secondary beamline, does not produce neutrinos of a well-defined

energy, or in a tightly focused beam. This necessitates the use of detectors with

large fiducial volumes, which consequently have relatively coarse granularity. Also,

the vertex for an interaction must be reconstructed from the observed products,

rather than being a known quantity which can itself aid reconstruction as in collider

experiments. Because of these difficulties, neutrino oscillation experiments often
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use configurations where systematics relating to neutrino cross-sections largely

cancel — for example in T2K, CCQE event rates will be measured on water in

the ND280 near detector so that the cross-section cancels when extrapolating to

Super-K. However, as discussed in Chapter 5, the near and far detector fluxes are

related non-trivially, and so the cancellation is not perfect. Also, the ability to dis-

criminate between interaction types is different at the near and far detectors, and

interactions on other materials are important in ND280. Because of these consid-

erations, a precise understanding of interaction physics will still be an important

contribution to the effort to reduce systematic errors.

1.3 Review of oscillation measurements

1.3.1 Present constraints on mixing parameters

A varied program of oscillation experiments has been undertaken around the world

to constrain the PMNS and mass splitting parameters. The discussion here will

focus on results which contribute to the current constraints on the parameter space.

Solar-sector measurements will be briefly summarised, followed by a more detailed

description of atmospheric-sector measurements, which are directly relevant to

T2K.

1.3.2 Solar-sector oscillations

The parameters responsible for solar neutrino mixing, sin2 2θ12 and ∆m2, have

been well measured. The current constraints on the parameter space come mainly
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from the SNO experiment (see Section 1.1.2), Super-Kamiokande observations

of solar neutrinos (Section 1.3.3) and KamLAND [26], a long-baseline reactor

neutrino experiment located at Kamioka, which used a liquid scintillator-based

detector to observe antineutrinos from several reactors around Japan.

About two-thirds of the neutrino flux in the spectral region observed by SNO

was observed to have changed flavour from νe to νµ or ντ . If the MSW effect is

included in the solar oscillation fit, then good agreement is seen between the solar

data and the vacuum mixing-driven oscillations from the KamLAND experiment.

The allowed region for solar mixing parameters is shown in Figure 1.3. This region

is referred to as the “Large Mixing Angle” (LMA) solution.

1.3.3 Present constraints on ∆M 2-driven oscillations

Super-Kamiokande

Large numbers of neutrinos are produced in the Earth’s upper atmosphere by the

decays of particles produced by cosmic ray interactions. Evidence for the oscilla-

tion of these atmospheric neutrinos was first obtained by the Super-Kamiokande

experiment in 1998 [27]. The Super-K detector, shown in Figure 1.4, was built

mainly to search for proton decay, and consists of a tank holding 50 ktonne of wa-

ter (22.5 ktonne fiducial mass), divided into an inner main detector and outer veto

detector, with the dividing wall instrumented with inward- and outward-looking

PMTs. Atmospheric neutrinos undergo charged-current interactions in the water,

producing charged leptons, which are detected via the Čerenkov radiation they

emit. Discrimination between electron-like and muon-like events is mainly via a
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Figure 1.3: Limits on solar-sector mixing parameters from solar and KamLAND
data [7].
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Figure 1.4: Drawing of the Super-K detector [28].

(a) (b)

Figure 1.5: Muon (a) and electron (b) events in Super-K. The colours indicate
PMT hit times [29].

likelihood analysis based on the shape of the Čerenkov ring — electrons tend to

produce a “fuzzy” ring because of multiple scattering. This difference is shown

in Figure 1.5. The detector cannot distinguish positive from negative leptons, so

observed events may have come from ν or ν̄.

Since Super-K is sensitive to both νe and νµ, the results enable an estimate

to be made of the ratio of the νµ + ν̄µ flux to the νe + ν̄e flux. The expected

value of this ratio depends on the details of cosmic ray production of neutrinos,
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but it can be more precisely calculated than the absolute neutrino flux. Super-K

measured a value for this ratio of about 0.65 times the expected value without

oscillations.

Since the direction and energy of the incoming neutrino can be recon-

structed from the kinematics of the daughter lepton, the ratio L/E can be esti-

mated for each event. The muon neutrino flux was seen to have a deficit dependent

on L/E, as expected by an oscillation hypothesis (1.25). No such structure was

seen in the νe flux, so the results suggest that some of the νµs oscillate to ντ

or some sterile flavour νs, and the νes do not participate in oscillations on this

L/E scale. A detailed analysis of the Super-K dataset [30] favours νµ → ντ

oscillations over νµ → νs; the two cases can be differentiated without direct iden-

tification of ντ events, by looking at the number of NC events in the detector, and

by looking for distortions in the νµ survival probability arising from the different

matter potential for νs compared to νµ and ντ , which couple to matter via the

weak neutral current. A statistical study of the Super-K data [31], looking for

hadronic τ decays, favours a ντ appearance signal compatible with the νµ → ντ

hypothesis. The best-fit point for the Super-K data, assuming a standard 3-

flavour oscillation model with matter effects and normal mass hierarchy [32], is

(sin2 θ13 = 0, sin2 θ23 = 0.5, ∆M2 = 2.5 × 10−3 eV2). The 90% C.L. intervals

are sin2 θ13 < 0.14, 0.37 < sin2 θ23 < 0.65.
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K2K

The K2K experiment [33] was a long-baseline νµ disappearance experiment con-

ducted in Japan. 12 GeV protons from the KEK-PS proton beam were used to

produce pions by collision with an aluminium target, which were then focused by

a set of magnetic horns and decayed to give neutrinos, in a similar manner to the

T2K experiment. K2K used the Super-K detector, 250 km away, to measure the

oscillated neutrino flux. A dedicated near detector was constructed and installed

at KEK to measure the unoscillated flux; the expected far detector flux, without

oscillations, was then calculated using a far/near ratio method (see Chapter 5).

The neutrino beam flux was predicted using data from the HARP aluminium-target

proton experiment at CERN [34], and the flux of parent pions was also measured

in situ using a temporary pion monitor downstream of the target.

The K2K near detector comprised several different modules with com-

plementary capabilities, arranged linearly along the beam axis. The detectors

consisted of a water Čerenkov module to provide a high-statistics cross-section-

independent estimate of the Super-K event rate, scintillating bar and fibre modules

for precise tracking, and a downstream muon range detector. Events from the K2K

beam were identified at Super-K by timing, using a GPS system. 112 events were

observed which passed quality cuts, with 158.1 expected without oscillations. By

fitting a 2-flavour oscillation hypothesis (1.25) to the observed energy spectrum,

a best fit value of (sin2(2θ23) = 1.0, ∆M2 = 2.8 × 10−3 eV2) was obtained.

These results are in good agreement with those obtained using Super-K atmo-

spheric data. A search for νe appearance in the K2K beam was also made [35]; no
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evidence for appearance was seen and a 90% C.L. limit (sin θ13 < 0.13) was set

using the preferred value of ∆M2.

MINOS

The MINOS experiment [36] is a long-baseline accelerator experiment built to

measure νµ disappearance. 120 GeV protons from the Fermilab Main Injector

beam are collided with a graphite target to produce neutrinos via pion decay.

The neutrino beam is sampled at source by a near detector, and 735 km away

by a far detector at Soudan mine in Minnesota. The near detector measures the

unoscillated neutrino flux, and detailed constraints on hadron production in the

target have also been obtained by moving the target with respect to the focusing

system, and by changing the horn currents. The near and far detectors have

different dimensions but share the same technology, so that some systematics

cancel between them — both consist of layers of scintillator strips interleaved with

layers of steel target material. The scintillation light is collected by wavelength-

shifting fibres and read out by PMTs.

The neutrino beam is sampled on-axis by both detectors, and the neutrino

energy spectrum at the detectors peaks around 3–4 GeV. In this energy region, DIS,

QE and resonance processes (see section 1.2.5) all contribute significantly to the

neutrino cross-section, and the inclusive charged-current interaction rate is used

to determine the neutrino flux. CC and NC events are distinguished by separating

the detector hits into a muon track and hadronic shower, and applying a likelihood

analysis based on properties of these objects. νµ can be separated from events
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due to ν̄µ contamination by track curvature, since the detectors are magnetised.

Neutrino energy is estimated from the muon track energy (by curvature or range),

and the visible shower energy.

The measured near detector flux is extrapolated to the far detector using

a beam matrix method similar to that described in Chapter 5, and the observed

deviation from this prediction is used to determine the best-fit values for the

mixing parameters θ23 and ∆M2. The most recent published analysis [37] gives

|∆M2| = (2.43±0.13)×10−3 eV2 (68% C.L.), and sin2(2θ23) > 0.90 (90% C.L.).

CHOOZ

The parameters θ23 and ∆M2 are now known with some precision; however the

mixing angle θ13 is still unmeasured. The best upper limit on its value comes from

the CHOOZ experiment in France [38]. CHOOZ attempted to measure electron

antineutrino disappearance using neutrinos produced by two fission reactors at a

power plant. The neutrinos had a mean energy around 3 MeV, and the average

propagation distance was about 1 km, making the experiment most sensitive to

∆M2 in the region of a few ×10−3 eV.

The neutrino flux from the reactors was almost entirely ν̄e, and was cal-

culated using the isotopic content of the reactor cores, their fission rates and

the neutrino yield for each isotope — no near detector was employed. The de-

tector consisted of an inner target region encased in plexiglass, a containment

region around the target instrumented with inward-looking PMTs, and an outer

veto region similarly instrumented. The detector was filled with scintillator-doped
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paraffin, and the target region was loaded with gadolinium. The neutrinos were

detected via the process ν̄e + p→ e+ + n on the hydrogen nuclei in the paraffin,

and the neutrino signature was a prompt scintillation signal from the positron, in

coincidence with a delayed γ from neutron capture on the Gd. Additional spatial

and energy cuts were also applied, and the neutrino energy was reconstructed from

the size of the positron signal.

The neutrino flux measured by CHOOZ is compatible with a “no oscillation”

hypothesis at 90% C.L. — the final limit for sin2(2θ13) is shown in Figure 1.6. The

Palo Verde experiment, another reactor neutrino detector with a similar baseline,

confirmed the CHOOZ result with a looser bound of sin2(2θ13) < 0.17 for large

∆M2 [39] [40].

LSND, MiniBooNE and MicroBooNE

LSND [42] was a very-short baseline ν̄µ → ν̄e accelerator experiment at Los

Alamos, using a 798 MeV (kinetic energy) proton beam from the LANSCE ac-

celerator. Pions were produced in a target (either water or a high-Z material), and

stopped by a Cu block. Neutrinos were mostly produced by decay-at-rest, in the

chain:

π+ → µ+νµ; µ+ → e+νeν̄µ; (1.42)

the charge conjugated processes were much less frequent since stopped π− and

µ− are susceptible to nuclear capture. Producing the beam in this way virtually

eliminated ν̄e contamination, limiting the irreducible background for the ν̄µ →

ν̄e search. Also, the neutrino spectrum was dominated by decay-at-rest events,
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Figure 1.6: CHOOZ exclusion region for sin2(2θ13) [41]. Analysis A uses all
experimental data. Analysis B uses the ratio of fluxes from the two reactors rather
than the overall flux — it is therefore mostly independent of errors in the overall
neutrino flux and detection efficiencies. Analysis C uses only the shapes of the
neutrino spectra rather than the normalisations — the resulting limit is much less
stringent.
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making it easy to calculate.

The detector used was liquid scintillator instrumented with PMTs, with an

outer veto tank, and placed with its centre 30 m from the neutrino source. ν̄e

CC events were identified by the coincidence of an electron signal with a γ from

neutron capture. The experiment observed an excess of such events, which can be

attributed to ν̄µ → ν̄e oscillations with probability (0.264±0.067±0.045)%. Be-

cause of the small L/E, this result favours oscillations with a mass splitting ∼1 eV,

and is therefore incompatible with other neutrino oscillation results unless a more

complex neutrino-sector model, including sterile neutrino flavours, is introduced.

The MiniBooNE experiment was built at Fermilab to directly corroborate

or refute the LSND results by looking for oscillations on a similar L/E scale.

MiniBooNE uses an 8 GeV proton beam, with a Be target and magnetic focus-

ing system, to produce muon neutrinos. The detector is liquid scintillator. The

first phase of MiniBooNE searched for νµ → νe oscillations [43] — an excess of

low-energy events was observed, but this excess is not well-accommodated by an

oscillation hypothesis, and is incompatible with oscillations on the mass scale re-

quired by LSND, in the absence of CP-violation. MiniBooNE has now also taken

data in antineutrino mode [44]; the initial results from this run do not show a

positive oscillation signal, but do not yet exclude the LSND-allowed oscillation

region.

The MicroBooNE experiment [45], currently moving into its construction

phase, will use a∼100 tonne liquid Argon TPC in the same beamline as MiniBooNE

to study this region of the neutrino parameter space more precisely. This project
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Figure 1.7: Allowed region in (∆M2, sin2(2θ23)) space, from the MINOS, Super-K
and K2K experiments [7].

also serves as an important R&D exercise for the development of much larger

detectors of the same type.

Summary

The current constraints on the parameters ∆M2 and sin2(2θ23) are shown in

Figure 1.7. Maximal mixing is currently favoured by the data. MINOS has been

able to put a rather better limit on the atmospheric mass splitting than Super-

K, because the neutrino propagation distance is well known; for Super-K, it is a

sensitive function of zenith angle, whose calculation has considerable uncertainties

associated with it. As stated above, the LSND results are incompatible with this

allowed region in the standard three-neutrino model.
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1.3.4 Overall constraints on the PMNS matrix

Based on all the experimental results discussed, we can put limits on the individual

elements of the PMNS matrix:

UPMNS =


Ue1 Ue2 Ue3

Uµ1 Uµ1 Uµ1

Uτ1 Uτ1 Uτ1

 =


0.77–0.86 0.50–0.63 0.00–0.22

0.22–0.56 0.44–0.73 0.57–0.80

0.21–0.55 0.40–0.71 0.59–0.82

 , (1.43)

where the ranges shown are 3σ limits [46].

1.4 Projects under construction

1.4.1 NOνA

NOνA [47] is a long-baseline neutrino oscillation experiment under construction in

the United States, utilising the existing NuMI beamline used by the MINOS exper-

iment, but with a new set of near and far detectors. Its main goals are to measure

θ13 and determine the mass hierarchy (sign of ∆M2). It uses a higher-energy

configuration than MINOS (by altering the target position and horn currents), but

the detectors are placed off the beam axis, giving a peak neutrino energy at the

far detector of around 5 GeV. The off-axis configuration serves to substantially

reduce the high-energy tail of the neutrino spectrum, which is a major source of

background events. The baseline of the experiment is 810 km.

The NOνA near and far detectors are very similar, in order to minimise sys-

tematic uncertainties in extrapolating measurements between them. The far detec-

tor is a completely active design, made from plastic cells 15.5 m×3.9 cm×6.00 cm
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doped with TiO2 and filled with mineral oil-based liquid scintillator. Wavelength-

shifting fibres are strung through the cells and read out using APDs. The cells are

arranged in a crossed layer structure, and the total mass is 15 ktonne. The near

detector also consists mostly of fully active cells, with an iron-liquid scintillator

segmented region downstream for muon catching.

1.4.2 Daya Bay and Double CHOOZ

Daya Bay [48] is a short-baseline (i.e. sensitive to only ∆M2-driven mixing) reac-

tor ν̄e disappearance experiment in China. This experiment will use antineutrinos

generated by six fission reactors, with a total power of 17.4 GW, to make a pre-

cision measurement of sin2(2θ13). In order to achieve the goal of sensitivity to

sin2(2θ13) > 0.01, Daya Bay must achieve considerably lower systematic errors

than the previous generation of reactor projects. In particular, this requires a

measurement of the ν̄e flux more precise than that given by reactor power mea-

surements, so both near and far detectors must be used.

All detector modules used by the experiment will be identical. The modules

have a similar design to the CHOOZ detector, with an inner Gd-doped liquid

scintillator region serving as the fiducial volume, surrounded by an undoped γ-

catching region, and an outer veto. Modules will be surrounded by a PMT-

instrumented water chamber with resistive plate chambers above, to act as a veto

for muons and other radiation. The positions of the detector modules are chosen

to be suitable distances from the reactors, while maintaining sufficient overburden

to reduce cosmic radiation levels. There are two main blocks of reactors, with
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two near detector modules situated close to each; the far detector will consist of

four modules, approximately 2 km from each set of reactors. Since the modules are

identical, results of similarly-situated modules can be compared to give consistency

checks, and it is also planned to swap modules between locations.

Another reactor experiment, Double CHOOZ [49], is being prepared on

the site of the CHOOZ project. The experiment has a similar far detector to

CHOOZ, but with a larger mass and additional outer veto detectors to reduce

cosmic background. A near detector will be added in order to reduce systematic

errors from the neutrino flux. Double CHOOZ aims to achieve a sensitivity to

sin2θ13 > 0.03.

1.4.3 Summary

The estimated sin2(2θ13) sensitivities and timescales for the new generation of

neutrino experiments are compared to that of the T2K project in Figure 1.8. The

T2K proposal corresponds to 5 years of running at a beam power of 0.75 MW,

though in practice this will take somewhat longer since the proton beam will take

some time to ramp up to full intensity (see Section 2.2). This is reflected in its

sensitivity curve.

Although all the experiments discussed are designed to measure θ13, they

are highly complementary because of their different configurations. Because Daya

Bay and Double CHOOZ are ν̄e disappearance searches, they are insensitive to

CP-violation, and to the size of θ23. They are also insensitive to matter effects

because of the low neutrino energy and short baseline. This means that a reactor
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search alone cannot measure all the unknown neutrino-sector parameters, but it

also means that it is able to make an unambiguous determination of θ13 which

may be needed to resolve the degeneracies in the results of long-baseline searches

which are sensitive to more effects.

T2K and NOνA will also sample different parts of the parameter space,

since the neutrino energy peak is much higher at NOνA. This means, from (1.33),

that matter effects are much more significant for NOνA. NOνA will attempt to

determine the neutrino mass hierarchy by running with both neutrinos and antineu-

trinos, but the measurement will contain some ambiguity, since both CP-violation

and matter effects produce an asymmetry between neutrino and antineutrino os-

cillations. In this case, it may not be possible to make a separate determination of

the parameters using NOνA data alone, but a combination of the measurements

with T2K, which is sensitive to CP-violation but has limited sensitivity to matter

effects, may allow the ambiguities to be removed.
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Figure 1.8: Comparison of projected sin2 2θ13 sensitivities and timelines, for T2K
and its contemporaries. For T2K, a beam power of 0.1 MW in the first year,
0.75 MW from year 3, and a linear transition in between, are assumed. For NOνA,
6.5× 1020 protons on target/yr is assumed [50].
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Chapter 2

The T2K experiment

The T2K project [51] is a long-baseline neutrino oscillation experiment, searching

for νµ disappearance and νe appearance in a beam of mainly νµ. The experiment

is based in Japan, and uses beam from the 30 GeV proton synchrotron at the

J-PARC facility in Tokai. The Super-Kamiokande water Čerenkov (see Section

1.3.3) is used as the far detector, and is complemented by a suite of new near

detectors at Tokai. The experiment started taking data in November 2009 with a

low-power beam and incomplete near detector, and commissioning of the full near

detector is due to finish in September 2010.

The present chapter will begin with a discussion of the motivation and

physics goals of the T2K experiment. The beamline and near detectors will be

briefly described, along with a discussion of the modifications made to Super-K to

accommodate T2K data taking. Finally, the physics reach of the experiment over

its planned duration will be presented. The context of T2K within the broader

field of neutrino physics, and possible extensions and successors to the experiment,
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will be discussed in Chapter 6.

2.1 Motivation and physics goals

The primary goal of T2K is to measure the neutrino mixing parameter θ13. As dis-

cussed in Chapter 1, previous measurements have only been able to place an upper

limit on this parameter. Because all non-real terms in the PMNS matrix (1.23)

contain a factor of sin θ13, it must be non-zero for CP-violation in the lepton sector

to be observed in flavour oscillations. Since leptonic CP-violation is a requirement

of a leptogenesis-based explanation of the matter-antimatter asymmetry in the

universe [52], a measurement of θ13 is important for cosmology as well as particle

physics. The value of θ13 will also affect the decisions made regarding the next

generation of neutrino projects, which will be built to measure δ (see Chapter 6).

T2K will also make a more precise measurement of the atmospheric mixing

parameters θ23 and ∆M2 than has been achieved by the MINOS and Super-K ex-

periments. The Standard Model makes no predictions regarding the values of the

mixing angles, but they are predicted by some GUT models [53], so precise mea-

surement of θ13 and θ23 will put constraints on new physics beyond the Standard

Model.

In addition to mixing measurements, the ND280 near detector will measure

the cross-sections for various neutrino interaction processes on both plastic scintil-

lator (carbon) and water. Measurements of the cross-sections for pion production

processes are especially important, since these form significant backgrounds for

the CCQE channels to be observed at Super-K in the oscillation searches. Specifi-
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cally, CC-π± production (where either the pion or muon is undetected) and NC-π±

production, can look like νµ CCQE. NC-π0 production where one γ is missed can

imitate νe CCQE. Although the primary purpose of these cross-section measure-

ments is to reduce systematic errors in the T2K oscillation searches, they will also

have a broader value since the current data on neutrino cross-sections in the T2K

energy range is extremely limited.

2.2 Primary beamline

The primary beamline for T2K is the proton accelerator complex at the J-PARC

facility in Tokai, Japan. This facility is shown in Figure 2.1 - a pair of Linacs boost

the protons to 600 MeV, and they are then fed into a 3 GeV synchrotron (RCS).

This low-energy beam is used for several experiments, including feeding a spallation

neutron source. Some of the 3 GeV protons are fed into the main synchrotron ring

(MR), which has a design energy of 50 GeV, and is currently running at 30 GeV.

The design beam power is about 0.75 MW.

The MR beam is shared between several experiments, including T2K. The

nominal T2K run plan is for 120 days of beam per year for 5 years, with a total

exposure of 5 × 1021 50 GeV protons on the T2K target (p.o.t.), or equivalent.

The beam intensity is gradually being ramped up — The projected beam output,

as a function of time, is shown in Figure 2.2. In order to reach the design intensity,

the magnet system will have to be improved in order to allow an increase in the

spill repetition rate, and the beam power delivered by the RCS must also increase.

The improvements in power and stability from gaining experience with running the
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Figure 2.1: A bird’s-eye view of the J-PARC accelerator complex, with the main
accelerator components identified.

accelerator system will also play an important role in reaching this goal.

After the proton beam has been extracted from the main synchrotron, it

passes through another section of beamline, which contains monitors to measure

the beam’s phase space profile and intensity using electromagnetic and optical

effects. The beam then impacts on a fixed 900 mm graphite target. The bunch

structure of the proton beam at the target is shown in Figure 2.3. Each beam

spill is split into 8 bunches, with a repetition rate of around 0.3–0.5 Hz which will

be increased as the beamline ramps up. In the first beam run (to summer 2010),

only the first 6 bunches were present, since the kicker magnets required for fast

extraction of the beam from the MR did not have a sufficiently fast rise time to

extract from a fully occupied ring. These have now been upgraded.
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Figure 2.2: Planned ramp-up of the power supplied by the MR for the T2K beam.
This depends on the input power from the RCS and the MR cycle time (time
between beam spills), which are also shown [54].

580 ns50 ns

~3 s

Time

Figure 2.3: Illustration of the bunch structure for the T2K beam. Each beam spill
consists of 8 bunches.
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Figure 2.4: A simplified schematic of the T2K experiment.

2.3 Secondary beamline and detector configura-

tion

A simplified schematic of the T2K configuration, showing the locations of the

secondary beamline components and detectors, is shown in Figure 2.4. A more

detailed schematic, showing the target and horn assembly, is shown in Figure

2.5. The proton beam interacts with the target, after being collimated by a baffle

upstream to remove the beam halo and prevent damage to the target station. The

proton interactions in the target produce large numbers of pions, and also some

kaons. These are focused by a series of three magnetic horns, and then pass into

a decay pipe. Neutrinos are produced in the decay pipe mainly by the following
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Figure 2.5: Diagram showing the proton target and horns for the T2K beam. The
diagram is not to scale but the dimensions shown are accurate. All dimensions are
in mm.

processes:

π+ → µ+νµ (2.1)

K+ → µ+νµ (2.2)

K+ → e+νeπ
0 (2.3)

K0
L → e+νeπ

− (2.4)

µ+ → e+νeν̄µ (2.5)

where the muons in (2.5) come from primary pion or kaon decays. The charge

conjugate processes also occur, but in normal running the horn current focuses

positive particles, so few negative hadrons are present in the beam. It is possible

to reverse the horn polarity and produce a beam of mainly ν̄µ, but since more π+

than π− are produced in the target, the beam flux obtained will be lower. A beam

dump downstream of the decay pipe absorbs any remaining hadrons and muons.

The beamline geometry is such that Super-K and ND280, the main near

detector, are 2–2.5◦ from the beam axis. At this angle, the mean neutrino energy

is lower than on-axis, putting the mean L/E of the beam at Super-K near the
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first oscillation maximum. The off-axis beam flux is also much shorter-tailed than

on-axis, reducing the rate of high-energy non-CCQE events which may be mis-

reconstructed as CCQE events at lower energy. Since many of these high-energy

events may be reconstructed as lying in the first oscillation peak, they form an

important background to the νe appearance signal, and reducing the number of

these events is the main motivation for using an off-axis beam. The Monte Carlo

fluxes for 1021 p.o.t. are shown in Figure 2.6(a) for ND280, with the Super-K νµ

flux shown for comparison.

In addition to the off-axis detectors, there is an on-axis neutrino detector

(INGRID) in the same pit as the ND280 detector. A muon monitor in the beam

dump also provides a cross-check of the beam flux by comparing the number of

surviving muons to that expected for the observed number of neutrinos at INGRID.

The expected on-axis neutrino flux is shown in Figure 2.6(b).

2.4 The ND280 detector

The ND280 detector [55] is a general-purpose particle detector which is placed

280 m downstream of the T2K proton target. Its main goals are to measure the

neutrino flux at a similar off-axis angle to Super-K, and to determine the event

rates for various background processes relative to CCQE. These measurements

are necessary to control the systematic errors on the oscillation measurements at

Super-K.

The detector, shown in Figure 2.7, consists of several modules. The cen-

tral (basket) region contains a detector optimised for π0 detection (P0D), and a
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Figure 2.7: The ND280 detector.
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Figure 2.8: The ND280 pit containing the open UA1 magnet.

general-purpose tracker consisting of three time projection chambers (TPCs) sepa-

rated by two fine-grained scintillator detectors (FGDs). Electromagnetic calorime-

ters (ECals) surround the basket on all sides except the upstream edge, and the

P0D also contains submodules optimised for calorimetry. The detector is enclosed

in a magnet, recycled from the UA1 experiment at CERN and providing a field of

0.2 T with a current of 2.9 kA. Side muon range detectors (SMRDs) are built into

the magnet yokes in order to measure the energy of outgoing muons and trigger

on incoming cosmics and magnet interactions. A view of the ND280 pit, with the

magnet open before the installation of detectors, is shown in Figure 2.8.

All of the modules apart from the TPCs are scintillator-based. The active

detector volumes are made up of bars of plastic scintillator extruded at Fermilab,

coated with reflective TiO2. The predominantly blue scintillator light is collected

using Y11 wavelength-shifting fibres1, which re-emit the light in the green part

1The specific fibre type used is Y11(200) S-35, 1 mm diameter and double-clad, with a WLS
dye concentration of 200 ppm. S-35 fibres are optimised somewhat for flexibility at the expense
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of the spectrum. The light is coupled into silicon Geiger-mode APDs (MPPCs

manufactured by Hamamatsu — see Chapters 3 and 4) and these are read out

using custom front-end boards. In all subdetectors apart from the SMRD, the

scintillator bars are co-extruded with central holes to hold the wavelength-shifting

fibre. All of the Y11 fibres, except for some ECal and all SMRD components, are

read out at one end only, and mirrored at the other end.

2.4.1 The P0D

The ND280 Pi-0 detector sits upstream of the other detector components. It is

designed to detect the γs from π0s produced by νµ-NC interactions, and hence

measure the cross-section for NC-π0 production. It consists of three sections or

“Super P0Dules” — a main fiducial volume in the centre, with modules optimised

for calorimetry upstream and downstream (Figure 2.9). All modules are instru-

mented with triangular scintillator bars (33 mm base, 17 mm height, 2.14 m long),

with two perpendicular layers glued together to give both X and Y information.

The central module has cavities between every second X-Y block, which can be

filled with water, and also thin lead sheets between the X and Y layers to convert

photons, as in Figure 2.10. The calorimeter modules contain no water cavities,

and have thicker lead to ensure EM shower containment. The mass of the fiducial

region of the detector is 5.1 tonnes, of which 2 tonnes is water. A photograph of

the P0D is shown in Figure 2.11.

π0s in the P0D are identified by finding a pair of showers which extrapolate

of light yield. The fibres are manufactured by Kuraray Co., Ote Center Building,1-1-3, Otemachi,
Chiyoda-ku, Tokyo 100-8115, Japan.
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Figure 2.9: Schematic showing the structure of the P0D detector. The interleaving
of active detector layers with water volumes in the central module is shown.

Figure 2.10: Schematic of a single P0D X-Y layer, showing the lead plane and
water region.
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Figure 2.11: The P0D detector, open at the side so that the water system is
visible.

back to a common vertex, and have an invariant mass close to the pion mass. This

analysis relies on good tracking and energy resolution. The cross-section on water,

which is important to reduce systematics on the νe appearance measurement at

Super-K, is extracted by comparing the rates with the water cavities full with the

rate when they are empty.

2.4.2 The Tracker

The main tracker region of ND280, shown in schematic in Figure 2.12, is down-

stream of the P0D, and is responsible for measuring the νµ and νe fluxes and

energy spectra via the respective CCQE event rates, as well as the cross-sections

for charged pion production. In order to distinguish these channels efficiently, and

reconstruct neutrino momenta precisely, the detector must have good tracking and
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Figure 2.12: Diagram showing the structure of the ND280 main tracking region.

momentum measurement capabilities, while having a large enough mass to collect

sufficient statistics.

The target mass is provided by the FGDs, which are made up of crossed

X-Y layers of scintillator bars with a cross-section of 10×10 mm2, and a length

of 184 cm. The fine granularity of the FGDs allows the separation of the short-

range recoiling hadronic system from the lepton in CC interactions. One of the

FGDs is made up entirely of scintillator and has 15 X-Y layers; the other has 7

X-Y layers, interspersed with 6 water targets. The difference between the results

obtained in the two FGDs allows to extract cross-sections on water. Each FGD

has a mass of around 1 tonne; the FGD mass is somewhat lower than the P0D

and tensions the need to collect sufficient statistics with the requirement that the

leptons from FGD interactions escape into a TPC before depositing much energy,

to allow momentum measurement. A photograph of one of the FGDs is shown in
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Figure 2.13: Photograph of an FGD in its shipping jig.

Figure 2.13.

Most of the tracker volume is occupied by three Time Projection Chambers,

which provide fully three-dimensional particle tracking, as well as momentum mea-

surement from track curvature. The TPCs are shown in schematic in Figure 2.14,

and an in-assembly photograph is shown in Figure 2.15. They are mainly filled

with gaseous argon, and work by using a highly uniform electric field, produced by

applying a voltage across the gas volume, to drift ionisation electrons and positive

ions, produced by charged particles, towards Micromegas readout planes. These

planes consist of a micromesh separated from a segmented anode by ∼ 100µm,

with a large electric field in the gap which allows avalanche amplification of the

ionisation charge. The size of the charge deposit allows electrons and muons to

be distinguished via their different specific energy deposition. The position of the
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Figure 2.14: Schematic diagram of the TPC, showing the alignment of the readout
planes (side with electronics boards) with respect to the beam and magnet field,
and the central cathode dividing the TPC into two chambers.

anode segment hit provides two coordinates of the particle location. The position

along the drift direction is calculated from the electron drift time, which requires

matching TPC tracks to timestamped hits in the FGDs or ECals in order to get

the electron production time.

2.4.3 The SMRD

The Side Muon Range Detector consists of many elements distributed in the air

gaps of the magnet yoke, providing complete coverage of the sides of the detector.

It is able to measure the energy of muons leaving the detector via the number of

SMRD layers crossed, since the SMRD layers are interspersed with sections of iron

magnet, where significant ionisation loss occurs. This is important, since muons
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Figure 2.15: Photograph of a TPC during assembly.

produced at large angles to the beam are more likely to escape and not have their

momenta measured by the TPCs — if their momenta coincide closely with the

magnetic field direction their momentum cannot be measured by track curvature

in any case. The SMRD is also able to tag and veto incoming particles from

neutrino interactions in the magnet, and cosmic ray muons.

The SMRD elements are scintillator panels 0.7×17.5×87 cm3 in dimension.

A wavelength-shifting fibre sits in an S-shape groove in the panel (Figure 2.16),

since the panel is too wide for a straight fibre to collect sufficient light from tracks

at all points. The fibres are 255 cm long and are read out at both ends, both to

ensure a sufficient signal size and to give some position information. The regions

of the magnet yoke to the left and right of the inner detectors are instrumented

with six SMRD layers in the regions where the most muons from fiducial events

will penetrate to the yoke. Fewer layers are used at the top and bottom where the
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Figure 2.16: Photograph and diagram of an SMRD bar, showing the S-shaped
groove carrying the wavelength-shifting fibre.

event rate is reduced by the magnet coils, and in the upstream part of the detector

where fewer fiducial muons will hit.

2.4.4 The ECal

The Electromagnetic Calorimeter exists to enable the complete reconstruction of

fiducial events which are not fully contained in the P0D and tracker. It also

functions as a veto for events occurring outside the detector’s fiducial volume.

As the name suggests, the detector is optimised for calorimetry and is designed

to fully contain all secondary particles from fiducial events except muons. The

escaping particles will be mainly photons and electrons, so the sampling scale of

the detectors is set by the electromagnetic shower scale.

The scintillator bars used for the calorimeter have a cross-section of 4× 1 cm2.

The bars range in length from 152 cm to 384 cm depending on module and align-
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Figure 2.17: Photograph of a tracker ECal module during construction. The
front-end electronics boards can be seen mounted on the module side.

ment; the longer bars in the tracker ECal, and all bars in the downstream ECal, are

read out at both ends, while all other bars are read out at one end and mirrored on

the other. The downstream and tracker ECals have 34 and 32 layers respectively,

with alternate layers crossed, and interleaved with 1.75 mm lead sheets — these

configurations are equivalent to 11 and 10.5 radiation lengths respectively. The

P0D ECal has just 6 layers, all pointed along the beam direction, and 4 mm of

lead between each layer, equivalent to 3.6 radiation lengths. A photograph of a

tracker ECal module is shown in Figure 2.17.

The tracker and downstream ECals aid in the reconstruction of both νµ

and νe CCQE events. High-angle muons not seen in the TPCs can be positively

identified using the ECal — this complements the SMRD, which gives a good

energy measurement, by allowing more precise tracking and unambiguous particle

identification. The TPC measurement of electron energies is quite poor at energies
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above about 1 GeV, so the ECal is needed to reconstruct high-energy νe CCQE

events. These ECals will also identify gammas from π0 events, which are likely

to be undetected by the FGDs and TPCs, allowing a measurement of the NC-π0

cross-section independent of the P0D, and also reducing the background on the

ND280 CCQE sample.

The P0D ECal, with fewer sampling layers and 2D-only readout, will provide

a somewhat cruder measurement than the other modules. It will be able to tag

muons and electrons escaping the P0D, reducing the background rate for the main

NC-π0 search. It will also tag gammas which are not converted in the P0D —

the ECal measurement will not be sufficiently clean to use these events in the

NC-π0 sample, but the escaping gamma rate will provide a useful check on the

efficiency of the P0D itself. For gammas which convert in the P0D but are not

fully contained, the P0D ECal will be able to provide calorimetry for the shower

tail.

In addition to these roles, neutrino interactions in the ECals themselves will

provide an independent measurement of the off-axis neutrino flux profile, since the

large separation of the left/right and top/bottom ECal modules provides a lever

arm to measure the flux as a function of direction. Since the ECals make up a

large part of the active mass of ND280, the statistics of this measurement will be

large.
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Figure 2.18: The INGRID detector.

2.5 The INGRID

The “Interactive Neutrino GRID” (INGRID) detector is designed to monitor

the on-axis neutrino flux, and the precise direction and spread of the beam. The

detector, shown in Figure 2.18, consists of 16 identical modules, with 7+7 arranged

in a horizontal and vertical cross formation centred on the nominal beam axis, and

two more in diagonal positions. Each axis of the cross spans 10 m in length. A

photograph showing the support structure containing the vertical modules is shown

in Figure 2.19.

Each INGRID module (Figure 2.20) consists of eleven crossed X-Y layers

of scintillator bars, with 10 cm thick iron plates in between X-Y blocks. The

module area perpendicular to the beam direction is 1.2 m2. Each X or Y plane

consists of 24 scintillator bars with a cross-section of 5×1 cm2. Like the ND280

scintillator detectors, the INGRID bars are read out using Y11 fibre and MPPCs.
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Figure 2.19: Photograph showing the vertical INGRID module stack.
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Figure 2.20: Diagram showing a single INGRID module, and a single X-Y plane
with the MPPC photosensors attached.

Veto scintillator planes surround the main “tracker” volume of the module, to

remove backgrounds due to interactions outside the module.

The simple design and fairly sparse sampling of the INGRID modules means

that they will be used essentially as counters, but the large iron target mass will

allow high statistics to be collected, and the configuration of the modules provides

a large lever-arm to measure the beam direction and spread. Sufficient statistics

will be collected each day to constrain the beam position with an error less than

1 mrad. These measurements are essential to drive down systematics related to

the beam flux.

2.6 Super-K

The Super-Kamiokande detector has been described in Section 1.3.3; we will re-

strict ourselves here to a description of the new features of Super-K relevant to

the T2K project. The front-end electronics have been completely replaced for the

newest data-taking period, both for T2K data taking and to improve the quality of

60



the atmospheric data still being taken. The new electronics have a larger dynamic

range, and, crucially, are free of dead-time, allowing T2K to maximise its statistics

and catch stopping muon events with decay electrons in full, reducing the νµ-CC

background in the νe appearance search. [56]. GPS synchronisation, using times-

tamps from J-PARC sent to Super-K, will be used to associate Super-K events

with the T2K beam.

Because of the importance of background reduction in the appearance chan-

nel, a new algorithm has been developed to aid rejection of π0 events. This involves

fitting a two-ring hypothesis to events which have been reconstructed as single-

ring, and then calculating an invariant mass, based on the momenta of the rings

assuming they are photons. Events with a two-ring invariant mass near the pion

mass are rejected. This cut has been seen to significantly improve π0 rejection in

Monte Carlo studies.

2.7 Analysis and physics reach

The T2K θ13 and θ23 measurements are based on the observation of CCQE νe

and νµ events at Super-K respectively. As discussed above, the near detectors

help to constrain the beam parameters (and hence the neutrino flux), and mea-

sure cross-sections for background processes, reducing systematics in the Super-K

measurement. The presence of water in the ND280 detector provides good can-

cellation of cross-section uncertainties when predicting the far detector spectrum.
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2.7.1 νe appearance

The main νe appearance analysis will use events reconstructed as νe-CCQE (single-

ring electron-like events) at Super-K to estimate the values of sin2 2θ13 and ∆M2,

though in practice the latter will be better determined by the νµ analysis. The

estimated νµ flux at Super-K without oscillation, multiplied by the oscillation prob-

ability (1.26), will be fitted to the νe flux estimated from the observed νe-CCQE

event spectrum (with estimated backgrounds from νµ and beam νe subtracted),

to give the best-fit values for the oscillation parameters. Systematic errors are

associated with the neutrino fluxes, and with the measured event rates (due to

detector efficiencies, cross-sections etc.) — these will be included in the fit.

The expected signal and background spectra passing Super-K analysis cuts

for the νe appearance search, for sin2 2θ13 =0.1 and 0.01, are shown in Figure 2.21.

The values of the other parameters used are (sin2 2θ12 = 0.8703, sin2 2θ23 = 1.0,

∆m2 = 7.6 × 10−5 eV2, ∆M2 = 2.4 × 10−3 eV2, δ = 0). The normal mass

hierarchy is assumed.

The sensitivity of T2K to θ13 depends on the integrated beam flux delivered

by J-PARC, and on the total systematic error level of the νe appearance search. It

also depends on the true values of ∆M2, sin2 θ23 and δ. Plots showing the 90%

CL exclusion sensitivity to sin2 2θ13 are given in Figure 2.22, as a function of θ23

and ∆M2, for 5 years running at 0.75 MW. All parameter values are the same

as those used above except where stated. The T2K sensitivity as a function of

exposure, compared with other projects, was shown in Figure 1.8.
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Figure 2.21: Expected signal and background events for νe appearance at Super-K,
for sin2 2θ13 = 0.1, 0.01. The values of the other parameters used are given in
the text. The arrows indicate the region used for analysis. Data is for five years
nominal running, and errors shown are statistical only [57].

63



!-

/2!-

0

/2!

!
 Sensitivity13"90% CL 

 sensitivity13" 2 2sin
-310 -210 -110 1

cp#

Systematic Error Fraction

5% sys error

10% sys error

20% sys error
 Normal Hierarchy

 Sensitivity13"90% CL 

(a)

 Sensitivity13!90% CL 

 sensitivity13! 2 2sin
-310 -210 -110 1

)2
 (e

V
232

 m
"

-410

-310

-210

-110

 sensitivity13! 2 2sin
-310 -210 -110 1

)2
 (e

V
232

 m
"

-410

-310

-210

-110

Systematic Error Fraction

5% sys error

10% sys error

20% sys error

CHOOZ Excluded
 Normal Hierarchy

 Sensitivity13!90% CL 

(b)

Figure 2.22: Plots showing T2K’s sensitivity to sin2 2θ13, as a function of δ (a),
and ∆M2 (b). From [57].
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2.7.2 νµ disappearance

The νµ disappearance search will compare the observed νµ-CCQE event energy

spectrum at Super-K with that expected from the neutrino flux predicted by the

near detector measurements, and fit the νµ survival probability (1.25) to extract

the values of ∆M2 and sin2 2θ23. Although the νµ-CC signal is large, in contrast

to the νe search where a small signal must be extracted by aggressively removing

backgrounds, T2K aims to make a very precise measurement of the mixing param-

eters, and it is therefore necessary to understand the backgrounds extremely well

to reduce systematic errors. The expected reconstructed energy spectrum is shown

in Figure 2.23, split into signal and the various background contributions. CC1π

production dominates the background, and the ND280 detector will therefore need

to measure the charged pion cross-section with high precision in order to reduce

the uncertainty on this background.

The expected sensitivity of the T2K νµ disappearance search is shown in

Figure 2.24 for 5 years running, with statistical errors only. At this stage of the

experiment, the analysis should be systematics-dominated, so the errors will be

larger than this and determined by the systematic error level achieved.

2.8 Summary

The T2K experiment will make more precise measurements of the atmospheric

mixing parameters (sin2 2θ23, ∆M2) than achieved by the previous generation of

long-baseline and atmospheric neutrino experiments. It will also search for θ13 with
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Figure 2.23: Expected signal and backgrounds for the Super-K νµ-CC event sam-
ple, as a function of reconstructed neutrino energy. The oscillation dip is not seen
in the background channels, as these events are reconstructed with the wrong
neutrino energy. Events with one or more final state pions (1π and multi-π respec-
tively) are mostly resonant interactions. Coherent processes are shown separately.
From [55].
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Figure 2.24: (sin2 2θ23, ∆M2) sensitivity for the full T2K proposal, including
statistical errors only [58].

a sensitivity around an order of magnitude better than the CHOOZ experiment.

T2K is competing with the NOνA, Daya Bay and Double CHOOZ projects to make

the first unambiguous measurement of θ13, but the experiments are also highly

complementary because they sample different parts, and different projections, of

the oscillation parameter space, as discussed in Section 1.4.3. It should also be

noted that T2K has already started taking data, and is therefore well-placed to

make a discovery before the other projects, which are running to later timescales

(see Figure 1.8).

The measurements made by T2K will help to define the future direction of

neutrino physics, and depending on the value of θ13, T2K may itself by upgraded

to allow a measurement of the CP phase δ. This is discussed further in Chapter

6.
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Chapter 3

Characterisation and Monte Carlo

simulation of MPPCs

The MPPC (Multi-Pixel Photon Counter) [59] is a novel solid-state photodetec-

tor, manufactured by Hamamatsu Photonics1. The ECal, FGD, P0D and SMRD

subdetectors of ND280, as well as the INGRID on-axis detector, are read out using

MPPCs. A unified effort has been made across the ND280 collaboration to char-

acterise detailed MPPC properties, by making precision measurements on a small

number of devices. This characterisation work has enabled the development of a

detailed Monte Carlo simulation of the MPPC.

This chapter will begin with a qualitative description of the structure and

function of the MPPC, and proceed to discuss the framework of the Monte Carlo

model. The characterisation of specific MPPC properties, and their implemen-

1Hamamatsu Photonics K.K., 325-6, Sunayama-cho, Naka-ku, Hamamatsu City, Shizuoka
Pref., 430-8587, Japan.
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tation in the model, will then be covered. Finally, results from the Monte Carlo

model will be presented, and compared with data where appropriate.

3.1 Description of the MPPC

3.1.1 Device structure and basic properties

The MPPC (Figure 3.1(a)) is an electrically parallel array of avalanche photodiodes

(APDs) on a single silicon wafer, with the APD “pixels” arranged in a square grid.

The model used in ND2802 has active dimensions 1.3× 1.3 mm2, with pixel pitch

50µm; there are 9 missing pixels in one corner for an electrical connection, giving

667 pixels in total. The semiconductor is placed into a larger ceramic casing under

a transparent epoxy window, with two pins for electrical connection.

Each pixel consists of a p-n diode junction, in series with a resistive layer

(Figure 3.1(b)). The device is operated in Geiger mode just above the reverse

breakdown voltage Vbd. A charge carrier liberated by an incoming photon is accel-

erated quickly enough by the electric field in the depletion region of the junction to

gain enough energy to free further carriers upon collision with the lattice, producing

avalanche charge multiplication.

Because the device is operated in Geiger mode, the avalanche is self-

sustaining. Multiplication is quenched by the resistive layer in series with the

diode junction, which limits the pixel current causing a buildup of charge on the

2The ND280 devices are a custom model, S10362-13-050C. They are similar to production
model S10362-11-050C, but have a larger active area, and thus have a larger dynamic range and
are more tolerant to a slight offset in the fibre-MPPC connection.
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(a) (b)

Figure 3.1: (a) Photograph of an MPPC sensor, as used in ND280. (b) Schematic
of a single MPPC pixel.

pixel which pulls the junction voltage down below Vbd. The gain of the device

(charge output per avalanche in units of e), is given by

G =
C

e
(Vbias − Vbd), (3.1)

where C is the capacitance of the pixel diode, around 90 fF for the MPPC. Gains

are typically in the region 105 − 106, dependent on operating voltage. The actual

voltage set will be a compromise between gain and noise level which is appropriate

to the application. Since the pixel overvoltage (Vo = Vbias − Vbd) is completely

depleted by a single avalanche event, in the short-time limit a pixel operates as

a binary counter. This is in contrast to a conventional APD, operated in propor-

tional mode just below Vbd, where avalanches are not self-sustaining, and the total

current is proportional to the incident light level with a gain of around 100.

Since the MPPC pixels are connected in parallel, the output charge is a
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sum of the charges for each fired pixel. The output at low light level is therefore

almost proportional to the number of incident photons, since there is unlikely to

be multiple photons incident on a single pixel. The gain is sufficiently stable for

individual photons to be counted, and we often quote the MPPC output signal

in pixel equivalents (p.e.), the number of single pixel charges that the signal cor-

responds to. MPPC response saturates under more intense light because of the

finite number of pixels, as discussed in Section 3.1.3. The dynamic range of an

MPPC is determined by the number of pixels.

The photon detection efficiency (PDE) of the MPPC, i.e. the probability

for an incoming photon to produce an avalanche, is given by

PDE(Vbias) = εgeom × εquantum × εGeiger. (3.2)

This is a product of εgeom (proportion of nominal pixel area which is active),

the quantum efficiency εquantum (probability for an incident photon to produce an

electron-hole pair), and εGeiger, the probability for this pair to initiate a Geiger

discharge. The PDE is a strong function of the overvoltage Vo via εGeiger. The

fill-factor εgeom for ND280 devices is known to be ∼0.6.

Because the PDE is less than unity, the MPPC response Nfired for Nphot

incoming photons, neglecting noise and saturation, is a random variable on a

binomial distribution, with Nphot trials and a success probability equal to the PDE.

This distribution has a mean and sigma of

N̄fired = Nphot × PDE (3.3)

σ =
√
N̄fired(1− PDE) (3.4)
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so while the avalanche gain is very stable, the response distribution is rather wide at

low light levels. The response is further complicated by the addition of correlated

noise, discussed below. The number of incoming photons from a given signal

source will also have a significant statistical variation at low light levels, normally

described by a Poisson distribution.

3.1.2 Spontaneous and correlated noise

The semiconductor used in the MPPC is silicon. At room temperature, the rate

at which charge carriers are thermally excited in the semiconductor is significant,

and these carriers cause avalanches (dark noise) in the same way as those freed

by incoming light. The rate of thermal avalanches depends on the temperature —

the number of free carriers is related to temperature by the approximate relation

Ncarriers ∝ e−εgap/2kBT = e−A/T , (3.5)

where εgap is the band gap of silicon (around 1.11 eV) [60], giving a value for the

temperature scale of A=6430 K.

The thermal noise rate also depends on the overvoltage Vbias − Vbd since

this affects the Geiger efficiency of the device. The observed whole-device dark

count rate (DCR) (as quoted by the manufacturer) varies considerably between

devices, but is on the order of 0.1–1 MHz [59] for normal operating conditions.

Correlated noise effects — additional pixel triggers stimulated by a primary

avalanche — are also observed in the MPPC. Two distinct types of noise have been

identified. Crosstalk (CT) refers to the process of avalanches causing secondary

avalanches in other pixels. This is effectively instantaneous, giving a double-size
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peak in the observed output charge. It is thought to be due to the emission of

photons into other pixels during the avalanche process — this is supported by the

observation that crosstalk is lower from avalanches near the edge of the MPPC

(see Section 3.3.3).

Afterpulsing (AP) refers to the triggering of secondary avalanches, some

time after the first, in the same pixel as the primary. The mechanism for this

effect is charge-trapping by impurities in the semiconductor, with the decay of the

trapped state releasing a carrier [61]. Very fast afterpulses have somewhat lower

gain than a normal pulse, since the pixel fires again before its bias voltage has

been fully recharged.

Given the observed DCR, thermal noise is not expected to be a big problem

in ND280. The charge integration period for the detector is 580 ns, corresponding

to only ∼0.5 dark pulses per gate (although some pile-up is caused by correlated

noise). This is to be compared to the mean MIP signal in the ECal bars, expected

to be around 20–30 pixels.

Correlated noise effects are potentially more problematic, since these are

important regardless of the signal size. A priori, it is not clear whether the effect

of correlated noise on the MPPC response will worsen the device resolution — this

question is addressed in MC in Section 3.5.2. Regardless of the effect on resolution,

the presence of correlated noise, especially afterpulsing, is still undesirable, since

it adds to the complexity of quantitatively understanding and simulating MPPC

behaviour. Afterpulsing introduces some non-trivial time dependence to the device

behaviour — for example in a gated charge measurement, the expected signal for
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a given light pulse varies with the pulse’s arrival time since the proportion of the

afterpulses caught decreases as the pulse position approaches the end of the gate.

3.1.3 Saturation and recovery

Because an avalanche causes the affected pixel to discharge to below Vbd, a fired

pixel cannot fire again immediately. The recovery of pixel bias voltage depends on

the details of the external circuit, but if only a small proportion of the pixels fire,

their capacitances can be recharged by leeching charge from other pixels, on an

exponential timescale set by the pixel RC constant τI = RpixCpix. For our devices,

Rpix = 150 kΩ and Cpix = 90 fF, giving τI = 13.5 ns.

If a large proportion of the pixels fire, then the voltage across the device as

a whole will drop significantly. Recovery of this voltage may happen on a longer

timescale, and may not follow a simple exponential, depending on the details of

the external circuit. The specific case of the front-end boards used for the ND280

ECal is discussed in Section 3.4.

A consequence of the finite recovery time of the MPPC is saturation of

the device response under increasing light input, since each pixel can only fire

once in a short time period. It is illustrative to consider an analytic approxi-

mation for the device saturation. For a given pixel in a device with Npix pix-

els, the probability for a single photon incident on the device to fire that pixel

is PDE
Npix

. The probability for a given pixel to be fired by Nphot photons is then

1− (1− PDE
Npix

)Nphot ' 1− e−PDE×Nphot/Npix . The mean number of pixels fired is
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then given by

N̄fired = Npix(1− e−PDE×Nphot/Npix). (3.6)

This approximation is only valid for an instantaneous light pulse, where each pixel

can only fire once. For the same number of incident photons distributed over an

extended period of time, the saturation will be less harsh because the pixels will

recharge during the light pulse and may be fired again. For light pulses much

longer than the device recharging timescale, no saturation will be seen. The form

of the saturation will also change if the spatial distribution of incoming light is not

uniform — for example, if only a part of the device is illuminated then the number

of pixels is effectively reduced.

The approximation (3.6) also neglects correlated noise effects. Crosstalk

can be included to a very good approximation, by substituting the PDE in (3.6)

with an “effective” value which is higher than the intrinsic number. Unfortunately,

it is not possible to include afterpulsing in the same way, since this involves fired

pixels refiring at a later time, and so will lead to a less harsh saturation, in a similar

way to an extended light pulse.

The crosstalk and afterpulse probabilities, as well as the PDE and device

gain, depend on pixel voltage, making the saturation behaviour of the device too

complex to describe analytically. It must therefore be measured on a test stand,

or extrapolated from low-light measurements using a Monte Carlo simulation of

the device — Monte Carlo predictions for saturation behaviour are presented in

Section 3.4.
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3.2 Monte Carlo framework

The purpose of the MPPC Monte Carlo is to provide an empirically accurate sim-

ulation of the MPPC response to signals at all light levels. Such a simulation is

a crucial part of the overall detector MC chain. It also allows us to check that

our understanding of the MPPC behaviour is complete — the various measure-

ments made to characterise the devices attempt to isolate certain device features

and measure them individually, and the model enables us to compare the over-

all predicted response with real lab measurements. The simulation has also been

used to extrapolate low-light measurements to predict the saturation behaviour of

the device, though this prediction will ideally be replaced with, or tuned by, lab

measurements once they are available.

The Monte Carlo [1] models the behaviour of a finite two-dimensional array

of APD pixels at a given applied bias voltage and temperature, storing the actual

voltage across each pixel, and simulating the effects of incoming photons, dark

noise, afterpulsing and crosstalk. The recovery of pixel bias voltage over time is

also simulated, and so saturation effects are also modelled. The MPPC simulation

has been implemented as part of the overall ND280 MC code, though a standalone

C++ version also exists.

The structure of the simulation is shown diagrammatically in Figure 3.2.

The basis of the simulation is a list of potential pixel hits — these are anything

which can cause an avalanche, i.e. incident photons, thermal carriers, crosstalk

photons or trapped charges (for afterpulsing). For each event, a list of incident

photons is provided by the code calling the simulation, allowing arbitrary time
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Figure 3.2: Flow chart showing the structure of the MPPC simulation. Processes
are shown in yellow, data in grey and decisions in green. Solid arrows denote the
process flow, and dashed ones the flow of data.

and position distributions for incident photons to be simulated as required. The

simulation itself generates dark noise for the time period to be simulated, and both

the incident photons and dark noise are used to populate the list of potential hits

at the start of event processing.

Once the initial list is populated, the simulation steps through the potential

hits in time order, using the physics models described in Section 3.3 to decide

whether to trigger an avalanche for each one in turn. If an avalanche is triggered,

the overvoltage of the firing pixel is set to zero, the avalanche is added to the

output list, and a check is made to see whether crosstalk or afterpulses should be

generated. If so, these triggers are added to the list of potential hits and are in

turn processed in time order. This framework allows cascades of correlated noise

to be dealt with simply and naturally, since any secondary noise effects will be
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calculated when the primary crosstalk or afterpulse trigger is processed.

The measured output charge, and any error associated with it, are depen-

dent on the properties of the output circuit, so some processing of the generated

avalanches is required to convert them into an electronics response. However, the

simulation does contain the capability to apply an adjustable Gaussian smearing

to the charge of each avalanche, proportional to the avalanche size, to give a more

realistic output. The effect of variations in the electronics pedestal (zero-signal

response) must be modelled by the code calling the simulation.

Before processing each hit, the simulation updates the pixel voltages from

those at the time of the previous hit, based on these previous pixel voltages and

the time elapsed. Since pixel recovery behaviour depends on the external readout

circuit, the software uses C++ class inheritance to allow a recovery model specific

to the relevant electronics to be implemented.

3.3 Characterisation measurements and MC mod-

elling for avalanche processes

3.3.1 Dark noise

As discussed in Section 3.1.2, the dark noise rate is expected to vary exponentially

with the MPPC temperature (via the free carrier density) and also to vary with the

overvoltage (via the Geiger probability). The dark noise rate has been measured

at the Warsaw University of Technology, by a team led by M. Ziembicki and M.

Dziewiecki, as a function of both voltage and temperature. The measurement

78



(a) (b)

Figure 3.3: Dark rate for an MPPC as a function of temperature and overvoltage.
The data has been fitted with a function (A+B∆V )e−C/T , with A, B and C free,
and T in Kelvin. Measurements made at the Warsaw University of Technology.

was made by taking integrated output charge measurements with a 200 ns gate,

and calculating the proportion of events with charges corresponding to more than

0.5 p.e.. As shown in Figure 3.3, the rate is seen to change exponentially with

temperature and linearly with overvoltage to a high precision. These relations are

therefore used to parameterise the dark noise rate in the simulation. The dark

noise data predict a temperature scale of A = 6900 K. The voltage dependence is

seen to deviate from linear at high overvoltages — this deviation can be attributed

to afterpulses inside the gate caused by thermal triggers before the gate period,

since the afterpulse probability is large at these voltages.

It should be noted that, from the manufacturer’s figures, dark rates for

nominally identical devices vary by a factor of ∼2. For the results presented in this

chapter, the dark rate used was that measured for the sensor which is compared

with MC in Section 3.5.1. The measured rate (from the same results that are
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compared with MC) was

DCR(kHz) = [577.3× (Vbias − Vbd)− 72.1]× e−6900×(1/T−1/295), (3.7)

where the reference temperature is 295 K or 22 ◦C. Since dark rates vary so much,

it is desirable to know the individual dark rates for each sensor used in applications

where dark noise is expected to be important.

When generating dark noise pulses at the start of event processing in the

simulation, the expected number of dark pulses in the gate period is calculated for

the applied bias voltage by multiplying (3.7) by the simulation period. The actual

number of pulses generated for each event is decided using a Poisson distribution.

The fired pixel and the time for each pulse are chosen randomly on uniform distri-

butions. Because pixels may be at a lower voltage than Vbias, we need to account

for the lower probability of these producing thermal avalanches, so when a dark

pulse is processed, the pixel only fires with probability DCR(Vpix)/DCR(Vbias).

This method works correctly as long as the recovery model used does not allow

pixel voltages to rise above the applied bias voltage.

3.3.2 Afterpulsing

In order to accurately simulate afterpulsing in the MPPC, we must understand the

probability for an afterpulse to be caused by a primary avalanche, and also the

time distribution of the afterpulses with respect to the primary pulse. Afterpulsing

parameters have been measured with a waveform analysis method at TRIUMF,

by a team led by F. Retière. The measurement was made using a fast digitiser

to capture the waveform output of the MPPC, with the trigger set to take data
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on an initial avalanche signal. Events were selected offline to keep only events

with single-avalanche trigger pulses, in order to remove any events containing

crosstalk. The delay between the initial trigger pulse and first subsequent pulse

was then recorded for each event. This subsequent pulse may be due to either

afterpulsing or thermal noise uncorrelated with the trigger pulse, and the distribu-

tion of delay times therefore depends on both the probability and time dependence

of afterpulses, and on the dark noise rate. Since the measured quantity is the

distribution of delays before the first subsequent pulse, we must do some work to

obtain the actual afterpulse time distribution from the data — the method used

was to assume a form for the afterpulse behaviour, derive the corresponding delay

distribution, and fit to the data.

For a single kind of trapped state, with up to one afterpulse per avalanche,

we expect the afterpulse time distribution to be exponential. In general, however,

we may have multiple trapped states with different decay times, and more than

one carrier may be trapped during a single avalanche. For i carriers trapped in

a state with decay time τ , the probability that no afterpulse has yet occurred at

time t is given by Pno AP(t) = e−t×
i
τ . If we assume that the number of trapped

carriers is on a Poisson distribution with mean λ, then we instead have

Pno AP(t, λ, τ) =
∞∑
j=1

Pois(j, λ)e−t×
j
τ . (3.8)

Similarly, we can obtain the probability that the first afterpulse is at time

t. For i carriers, this is equal to the probability of not yet having an afterpulse,

multiplied by the decay rate for i carriers, R = i
τ

. Again taking a Poisson-weighted
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sum over the number of trapped carriers, we get

dP1st AP(t, λ, τ)

dt
=
∞∑
j=1

Pois(j, λ)e−t×j/τ × j

τ
. (3.9)

The corresponding probabilities for dark noise are

Pno DN(t,DCR) = e−t×DCR (3.10)

dP1st DN(t,DCR)

dt
= DCR× e−t×DCR. (3.11)

When both dark noise and afterpulsing are included, then the probability of

getting the first pulse at time t is given by

dP1st pulse(t)

dt
=

dP1st DN(t)

dt
Pno AP(t) +

dP1st AP(t)

dt
Pno DN(t). (3.12)

The observed distribution is not well-fitted by (3.12). The agreement can

be improved by using a model with two trapped states with different time constants

and Poisson means (λS, τS) and (λL, τL), corresponding physically to two different

metastable states created by impurities in the silicon. If the two afterpulsing

processes (labelled APS, APL) are independent, the distribution of delay times

should be given by

dP1st pulse(t)

dt
=

dP1st DN(t)

dt
Pno APS(t)Pno APL(t)

+ Pno DN(t)

[
dP1st APS(t)

dt
Pno APL(t) +

dP1st APL(t)

dt
Pno APS(t)

]
. (3.13)

The afterpulse data for a single voltage are shown in Figure 3.4, with fits to

models (3.12) and (3.13). It can be seen that the latter model provides a bet-

ter fit to the data. The result from the MC tuned on the double-AP fit is also

shown — the simulation reproduces the data very precisely. The fitted time con-

stants and Poisson means for the afterpulse analysis, as a function of voltage, are
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afterpulsing analysis. Fits for one- and two-time constant models are shown, along
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shown in Figure 3.5. The best fits for these parameters are τS,L=(17.7 ns, 70.9 ns),

λS,L=(0.043V 2
o , 0.043V 2

o ), for Vo in volts.

The afterpulsing model used in the simulation is based closely on the results

of the TRIUMF analysis. Potential triggers for afterpulsing are generated whenever

a pixel fires, and the numbers of short and long triggers to generate are decided

using Poisson distributions. Each trigger is generated with a delay taken from an

exponential distribution on the appropriate timescale.

The analysis above has assumed that every trapped carrier will generate

an avalanche. In reality, the Geiger efficiency for a released charge will be less

than unity, but the Poisson means λS,L are calculated based on the observed

83



Over-voltage (V)
0 0.5 1 1.5 2

A
ft

er
-p

u
ls

in
g

 s
h

o
rt

 p
ro

b
ab

ili
ty

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

Over-voltage (V)
0 0.5 1 1.5 2

A
ft

er
-p

u
ls

in
g

 lo
n

g
 p

ro
b

ab
ili

ty

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

Over-voltage (V)
0 0.5 1 1.5 2

A
ft

er
-p

u
ls

in
g

 s
h

o
rt

 t
im

e 
co

n
st

an
t 

(n
s)

0

5

10

15

20

25

30

35

Over-voltage (V)
0 0.5 1 1.5 2

A
ft

er
-p

u
ls

in
g

 lo
n

g
 t

im
e 

co
n

st
an

t 
(n

s)

0

50

100

150

200

250
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afterpulsing distributions, which already include this effect. Because the analysis

already provides a complete description of afterpulsing behaviour, we do not need

to account separately for efficiency effects when processing the afterpulse triggers

in the simulation. An afterpulse trigger therefore produces an avalanche with a

probability of unity. It should be noted that in principle, the exponential distribution

for afterpulse decay should be modified to take into account pixel recovery — this

would reduce the probability of the pixel firing at shorter times. A model taking

this effect into account has been tested against the data but is disfavoured; the

reason for this is unknown. If such a model were favoured, it could be accounted

for in the simulation by factorising the afterpulsing voltage dependence into effects

on both the mean number of trapped charges, and the probability of a trapped

charge triggering an avalanche.

3.3.3 Crosstalk

The crosstalk probability for the MPPC has been measured by A. Vacheret at

Imperial College London by using a pulsed laser which can be focused onto a

single MPPC pixel. Since only one pixel is illuminated by the laser, any peaks

larger than a single avalanche can be attributed to crosstalk with neighbouring

pixels. These events can be differentiated from afterpulses, where several peaks

are visible rather than a single large peak.

The probabilities for an avalanche to induce 1, 2 and 3 crosstalks, as well

as the inclusive CT probability, have been measured. This was done for a pixel

in the centre of the device (“normal” pixel), one on the edge, and one in the
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corner. Because the pixels have different numbers of neighbours, the data put

fairly detailed constraints on any crosstalk model for the device.

Implementation of a crosstalk model in the simulation is a compromise

between achieving good agreement with the data, consistency with the underlying

physics believed to be taking place, and computational efficiency. In principle,

crosstalk photons may be rescattered between pixels before causing an avalanche,

and the probability of getting crosstalk will depend on the position of the initial

avalanche within the primary pixel (this is supported by data taken at Imperial by

scanning the laser across the pixel faces). Including a detailed microscopic model

would be computationally prohibitive, however, and is not required to achieve good

agreement with the data. We instead considered a model where the probability of

generating a crosstalk photon from a primary avalanche is a quadratic function of

the device overvoltage. The pixel fired by this photon is determined by assuming

a finite range R for the crosstalk photon, and choosing the secondary pixel using

a probability distribution e−r/R, where r is the distance from the centre of the

primary pixel to the centre of the candidate pixel. This model accounts for the

lower crosstalk probability for pixels near the device edge, by allowing the photon

to be lost by scattering into “pixels” off the edge of the device.

The quadratic parameters for the crosstalk probability in the model were

derived by fitting the inclusive crosstalk probability for a normal pixel, giving

PCT(Vo) = 0.0356Vo + 0.0598V 2
o , (3.14)

for Vo in volts. A toy MC was then used to calculate the CT probabilities for the

different pixels, for several different values of the range parameter R. A range
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Figure 3.6: Inclusive, single, double and triple crosstalk probabilities (differentiated
on plot axes), as a function of voltage for normal, edge and corner pixels. Results
are from the Imperial test stand. The simulation results are also shown.

of 0.4 times the pixel pitch was found to best match the data — this value was

chosen by eye since no error information was available to allow fitting the data.

The results for this range value are shown in Figure 3.6. There is a plateau in the

crosstalk probabilities for the corner pixel which is not matched by the simulation

— this is not completely understood, but for empirical purposes it is not very

important, since these pixels form a very small subset of all pixels in the device.

Another model has also been considered, where the number of crosstalk

photons produced is decided using a Poisson distribution, rather than generating

only one photon with a given probability. When this model is tuned to the in-
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Figure 3.7: Crosstalk probability plots as in Figure 3.6, with the preferred model
replaced by a model with the crosstalk photons generated on a Poisson distribution.
Agreement with data for higher crosstalk multiplicities is poor.

clusive probability as before, however, the probabilities for high CT multiplicities

are greatly overestimated, as shown in Figure 3.7. This is true for all values of

the range parameter. The disagreement of this model with the data may be due

to not taking into account the position of the primary avalanche within its pixel

— it is possible that crosstalk photons are much more likely to scatter into the

neighbour closest to the avalanche, and so even if several photons are produced,

the probability for them to scatter into different pixels is low.

The data presented here are from a preliminary version of the laser analysis,

which is currently in its final stages. They give a rather larger value for crosstalk
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in a “normal” pixel than is compatible with total correlated noise measurements

from, e.g. the UK QA tests in Chapter 4, once afterpulsing is subtracted. This is

thought to be because the incident light may be rescattered by the epoxy window

on the MPPC and hit adjacent pixels, causing additional crosstalk. This is sup-

ported by results for crosstalk from dark noise (also from Imperial), which give an

inclusive crosstalk probability of 0.09± 0.01 at an overvoltage of 1.33 V. Because

of the discrepancy between the light-induced and dark noise crosstalk measure-

ments, and the large prediction of the former with respect to total correlated noise

measurements, the crosstalk probability in the simulation is scaled so that it agrees

with this dark noise measurement, but other parameters are as tuned on the laser

data. This method is not quite correct as the probabilities for higher crosstalk

multiplicities scale non-trivially with the inclusive probability, but this represents

the current state-of-the-art for this measurement.

3.3.4 Photon detection efficiency

The PDE of the MPPC as a function of voltage has been measured at the Institute

for Nuclear Research in Moscow, by a team led by Y. Kudenko. A green LED with

a wavelength profile similar to the Y11 fibre was used to illuminate the MPPC,

through a 0.5 mm collimator. The number of incident photons was measured using

a calibrated photomultiplier. An analysis similar to that described for the QA in

Section 4.2.3, measuring the probability for no pixels to be fired, was used to

calculate the PDE as a function of temperature and overvoltage. The PDE was

found to increase with overvoltage, but saturated as the voltage was increased, as
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Figure 3.8: PDE measurements made at INR as a function of overvoltage, for
three temperatures.

shown in Figure 3.8; no temperature dependence was observed. The PDE curve

is well-fitted by the function

PDE(Vo) = −0.0366 + 0.325Vo − 0.0644V 2
o (3.15)

for Vo in volts, and this function is used in the simulation. The results of a similar

measurement, made at Sheffield to calibrate sensors for the UK photosensor QA,

are shown in Section 4.1.3.

Procedurally, modelling of the PDE in the simulation is very simple. All

incident photons are stored in the list of potential triggers, but only fire the pixel

with probability PDE(Vpix).
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3.4 Recovery and saturation modelling

Unfortunately, no reliable data has yet been taken for the saturation behaviour

of the MPPC. As discussed in Section 3.1.3, once correlated noise and finite-

length light pulses are considered, the saturation behaviour of the device is too

complicated to describe analytically, but it is possible to simulate it if a model for

pixel voltage recovery is available.

The important features of the TFB-MPPC interface (described in detail

in [62]), for a single channel, are shown in Figure 3.9. Each MPPC is read out

by two amplifier channels, in order to expand the dynamic range of the readout,

and charge is split between them in proportion to their input capacitors CHI and

CLO. A single HV rail supplies the bias voltage to all channels, but a small trim

voltage may be set independently for each MPPC, to set the channel gain. A large

resistance RB = 100 kΩ between the bias voltage source and the MPPC limits the

availability of charge from this source in the short-time limit; however a capacitor

CG = 330 pF connected to the MPPC by a very small resistance RG = 50 Ω serves

as a reservoir of charge over short times. This circuit has been modelled using a

SPICE simulation program [63], the circuit schematic for which is shown in Figure

3.10. The MPPC is modelled as an electrically parallel array of Npix RC series

circuits, with Rpix = 150 kΩ, Cpix = 90 fF.

Because the flow of charge from the bias source is limited, we consider

that in the short-time limit, this can be excluded from the circuit to a high level of

accuracy. We can also remove the Trip-t model, on the grounds that the high-gain

channel will quickly saturate and not allow much current to pass, and CLO is much
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Figure 3.9: Simplified schematic of the MPPC-TFB interface.

smaller than CG. We then have a circuit including only the MPPC itself and the

capacitor CG, as shown in Figure 3.11. If the voltage across each pixel Vi, and

the voltage across the capacitor VG, are known at t = 0, the future evolution of

the circuit can be calculated analytically. The result for the voltage across pixel i

at time t is given by:

Vi(t) =Vi(0)e−t/τI + (VG(0)− Aτ ′

CG

)(1− e−t/τI)

+
A(τ ′/CG −RG)

1− τI/τ ′
(e−t/τ

′ − e−t/τI) (3.16)

where τI = RpixCpix, τ ′ =
Rpix/Npix +RG

1/CG + 1/CpixNpix

,

A =
Vg(0)−∑j Vj(0)/Npix

Rpix/Npix +RG

.

A similar expression exists for the voltage VG(t). For our component values, the

characteristic time for charge exchange with the external capacitor, τ ′, is very close

to the intrinsic pixel recovery time τI, and so the last term in (3.16) is small. To

a good approximation, therefore, the pixel voltages converge exponentially with

time constant τI, but the voltage converged at is a capacitance-weighted mean of
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Figure 3.10: The SPICE simulation model for the MPPC-TFB interface, to simu-
late voltage recovery.
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Figure 3.11: Analytic model used to simulate the MPPC recovery in the short-time
limit.

the initial pixel voltages and VG:

Vfinal = VG(0)− Aτ ′

CG

=
VG(0)CG +

∑
j Vj(0)Cpix

CG + CpixNpix

. (3.17)

The predictions of this model have been compared to the SPICE simulation.

The results are shown in Figure 3.12. The agreement at short times is very

good — the small discrepancy observed is due to current flow into the amplifier

inputs. A larger transient effect is seen in the SPICE simulation as the amplifiers

are reset between readout cycles; this is not included in the analytic model. In

addition, the analytic model will not work in the long-time limit as it does not

allow for recharging from the bias source. However, since the ND280 simulation is

concerned with signals within a single timeslice, the simple model is sufficient for

our requirements, and has been implemented in the MPPC MC code. An analytic

model is needed for this purpose as a numerical recovery simulation would not be
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analytic model. 70% of the pixels have been fired at t = 0.

computationally feasible.

3.5 MC results and comparison to data

3.5.1 Low-light data

The MPPC Monte-Carlo code, as tuned using the characterisation measurements

described above, has been compared to data taken at Imperial using an LED tuned

to various intensities. The setup used was similar to the ECal QA configuration,

described in detail in Chapter 4; in particular, a TFB board with an integration

time of 540 ns was used to take data. As in the QA, the output measurement was

a histogram of the integrated charge from the MPPC over the gate length.

Because some parameters needed by the simulation to produce a charge

spectrum are functions of the system configuration external to the MPPC, some
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additional tuning was done for this comparison. The width of the pedestal peak

at nominal overvoltage (Vo = 1.32 V) was used to smear every MC event by a

Gaussian — this Gaussian was assumed to correspond to a constant value in

charge units across the dataset, and so decreases as a proportion of the peak

separation as the gain increases. The intrinsic width of the 1 p.e. peak was also

measured for the nominal overvoltage, and this was used to smear each avalanche

in an event in the MC. The overall light level was not calibrated for the dataset,

and so the measured light level for nominal overvoltage was used to calculate the

number of photons for each LED intensity. This means that the overall scale of

the MPPC PDE is not tested in this comparison, but an error in the form of the

PDE as a function of voltage will affect the results.

The data and MC results for a range of overvoltages, and two light levels,

are shown in Figure 3.13. Good agreement is seen at all light levels and voltages —

the peak shapes differ slightly between data and MC in a few cases, but the overall

distribution of avalanches can be seen to agree very well in Figure 3.14, where the

same data is plotted with one bin per p.e.. The largest discrepancies are seen in

the bottom right plot, for the highest light level and overvoltage — this is due to

the peak spacing increasing at high signal levels in the data, which may be due

to a calibration problem, since the pedestal subtraction and linearity corrections

(calibration steps 1 and 2 as described in Section 4.6) were performed using a now-

obsolete calibration routine. No attempt was made to fit the simulation parameters

to the response data, since the purpose of this comparison was to check the MC

agreement with the overall response data, using the simulation as tuned on the
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individual parameter measurements.

Taken as a whole, these results show that the MC is able to reproduce very

precisely the MPPC response at low light levels, using non-sensor-specific param-

eters derived from characterisation measurements designed to measure a single

parameter. This indicates that both our understanding of the MPPC avalanche

processes, and our modelling of them, is quantitatively accurate.

3.5.2 Energy and timing resolution

Since our low-light level results indicate that the MPPC behaviour is well-understood,

we do not expect to have large systematic uncertainties in the modelling or cal-

ibration of the devices. However, the MPPC response will show some statistical

variation, and this will have an effect on the energy and timing resolution of the

device. We have studied these resolution effects using the MPPC Monte Carlo.

The theoretical best energy resolution for a device is given by the spread in

incident photons for a given energy deposit in the scintillator bar. Since we expect

the photon distribution to be Poisson, then this spread should be the square root

of the mean photon number, σphot =
√
N̄phot. A sensor with no spread in gain,

no noise, and a PDE of unity, will give this energy resolution. For a real sensor,

some additional error will be introduced. We can parameterise this as an excess

noise factor FMPPC:

FMPPC =
σmeas

σphot

, (3.18)

i.e. the ratio of the spread in reconstructed photon number, to the Poisson error

on the photon number. We used the MPPC MC to calculate FMPPC as a function
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Figure 3.13: Data-MC comparison for low-light data taken with a TFB. Filled
areas are MC, points are data.
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Figure 3.15: The MPPC excess noise factor FMPPC for a MIP signal, as a function
of overvoltage. Results are shown with and without correlated noise.

of overvoltage, for a MIP-level signal of N̄phot = 100. The reconstructed photon

number for each event was obtained by using a fit of mean response against photon

number. The results of this simulation are shown in Figure 3.15. FMPPC can be

seen to drop with increasing overvoltage, as the PDE increases and so the effective

statistics become larger. At higher overvoltages, FMPPC starts to increase due to

high levels of correlated noise. The increase in FMPPC due to correlated noise at

a gain of 7.5× 105 is around 10%.

The timing resolution of the MPPC has also been estimated using the MC.

The TFB boards used in ND280 provide a timestamp for each event by recording

when the integrated output charge reaches a certain threshold. We estimated the

timing resolution by generating data for several different light levels, with a light

pulse 250 ns into the integration gate. The timescale of the light pulse was set
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Figure 3.16: Timing resolution of the MPPC as a function of overvoltage, plotted
for several light levels.

to 7 ns, to match the Y11 fibre decay time, and the timestamp was set to the

time that the integrated output went above a 2.5 p.e. signal. For the MPPC

pulse shape, we ignored the risetime, which is negligible compared with the pulse

length, and used an exponential decay function with a timescale equal to the

MPPC recovery time. The results are shown in Figure 3.16 — for 100 incident

photons, the timing resolution is around 2 ns, better than the resolution of 2.5 ns

set by the timestamping in the electronics. We therefore conclude that the MPPC

does not significantly affect the timing resolution of the detector. However, with

a threshold set to 2.5 p.e. and a gain of 7.5 × 105, around 1% of events were

observed to have an incorrectly set timestamp before the light pulse due to dark

noise. This is a problem which must be considered in reconstruction of detector

events.
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It should be noted that in our case, the timing resolution is limited by

the use of a single discriminator to produce a timestamp based on the integrated

output charge. In time-critical applications, where the output waveform itself

could be read out, the timing resolution would be limited by the jitter on the delay

between the light pulse and the MPPC peak current. This has been measured by

the manufacturer to be less than 300 ps [59].

3.5.3 Saturation prediction

Because the maximum signals expected in the ND280 detectors correspond to only

around 1000 photons, or 200–300 fired pixels, saturation effects are not expected

to be large. However, in order to achieve the maximum precision possible, it is

still important to include these effects in the simulation and calibration. Charac-

terisation data for the MPPC response to large signals is not yet available, and so

the MPPC simulation, as tuned on low-light characterisation measurements, has

been used to predict the response in this region.

Figure 3.17 shows the predicted MPPC response for large signals, for both

the TFB model used in the simulation, and a model where the MPPC recovers

directly from a voltage source (so that the pixels recover independently with their

intrinsic recovery time τI = 13.5 ns). It can be seen, as expected, that saturation

is harsher for the TFB, since the amount of charge available to recharge the pixels

is limited by the external capacitance available in the circuit. The saturation also

becomes harsher for faster light pulses, since for longer pulses the pixels may

recharge and be fired again by a later photon. In the region important for ND280
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Figure 3.17: Plot showing the MPPC saturation predicted by the MC, for both
the TFB recovery model and voltage source model.

physics, below around 1,000 photons, the response per photon is stable to about

10%. This level of variation is sufficiently large that a correction for saturation

will be needed in the calibration to account for it (see Section 4.6).

3.6 Summary

The characterisation measurements made by the T2K-ND280 collaboration have

led to a quantitative understanding of all MPPC properties which are empirically

important at low light levels. The individual characterisation tests have been

validated by incorporation into a complete MPPC Monte Carlo, which has been

used to simulate the overall response of an MPPC exposed to low light levels and

has been shown to agree very well with lab measurements. The MPPC simulation

has also been used to give estimates of the timing and energy resolution of the

MPPC, and to predict its response in the saturation regime.
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Chapter 4

Testing and calibration of MPPC

photosensors for the ND280 ECal

The downstream component of the ND280 ECal (DsECal) for the ND280 uses

3,400 MPPC sensors for readout. Since the T2K experiment is pioneering the large-

scale use of these devices, and the DsECal was among the first set of subdetectors

to be assembled, the UK T2K group has performed QA tests on all of these devices,

prior to their installation in the calorimeter. In the present chapter, the method

and results of these QA tests will be discussed. A similar analysis to that used in

the QA is also used for in situ calibration of the MPPC gains, and initial results

from this calibration, for data taken while testing the DsECal at CERN, will be

presented.
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4.1 The QA test stand and procedure

3717 MPPCs for the downstream component of the ND280 ECal were tested at

Warwick (1820) and Imperial College London (1897), measuring the breakdown

voltage, pixel capacitance, dark noise rate, correlated noise signal contribution, and

relative PDE. The specified requirements for the QA, based on the requirement of

having good energy resolution, and low enough noise to avoid large numbers of

spurious detector hits, are given in Table 4.1. The primary purpose of these tests

was to remove badly-performing devices, subject to these requirements, but they

also provided useful data about the consistency of parameters between devices.

This is important since significant variation in parameters between devices would

complicate calibration of physics data.

Parameter Requirement
Gain 7.5× 105

PDE >15%
Dark count rate <1.2 MHz
Afterpulsing probability <20%
Crosstalk probability <5%

Table 4.1: Requirements for ECal photosensors.

4.1.1 Mechanical configuration

The test stand configuration is shown in Figure 4.1. The MPPCs were tested using

the same plastic housings as in the final detector configuration (Figure 4.2). These

housings include a small printed circuit board (PCB) to connect the MPPC pins

to a miniature coaxial cable, and so by testing the whole assembly, the integrity

105



Bias PSU
(Hameg HM7044)

Low Voltage PSU
(Digimess 
HY 3003-2)

Low Voltage PSU
(Digimess 
HY 3003-2)

TFB board
LED 

pulser

Diffuser

Fibre 
cookie

Fibre box

Y11 fibres

MPPCs in 
connectors (8x8)

Clock signal

FeedthroughsDark box

Readout board PC

Figure 4.1: A schematic of the test stand used for MPPC QA in the UK.

of the electrical connections was also ensured.

Light was delivered to the MPPCs by the same Y11 fibres used in the

detector. A pulsed LED array, triggered by a timing signal from the TFB, was

directed through a diffuser onto bare fibre ends. These ends were glued into a

plate (the “cookie”) in a compact circular configuration, in order to minimise any

non-uniformity in LED illumination. The fibres were strung through a junction box

and terminated with ferrules, identical to those used in the final ECal design, glued

into the front plate of the box. While gluing the fibres, the ferrules were clipped

on to a gluing jig which ensured that the fibre protruded 200µm from the ferrule

to avoid light loss.

The ferrules were clipped onto the MPPC housings, which included a foam

spring behind the MPPC to hold the MPPC’s epoxy window in contact with the

fibre, ensuring a good optical coupling. There were 64 fibres with ferrules in an 8x8
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Figure 4.2: An exploded view of the MPPC and connector assembly used for the
ECal and the QA setup.

configuration, so 64 sensors were tested at once. This is the maximum number

that can be read out using a single TFB.

4.1.2 Power and DAQ systems

The MPPC bias voltage was provided by a Hameg HM7044 power supply. Scanning

through a range of bias voltages was enabled by a downward voltage trim of up

to 5 V, provided by the TFB and set using a byte value, giving a step of about

0.02 V corresponding to a gain step of around 1 × 104. The TFB is configured

to integrate the charge on each channel 23 times in quick succession, to enable

data to be taken for every J-PARC beam bunch, and for some time later to catch

Michel electrons. For the QA tests the integration time for each bunch window,

or timeslice, was set to 540 ns and the reset time between timeslices to 50 ns,

matching quite closely the J-PARC beam timings (see Section 2.2). For each
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timeslice, the TFB fed the charge on each channel into an amplifier and ADC, and

the ADC value was stored.

The TFB channels were calibrated using a built-in charge injection mech-

anism, so that the ADC readings could be converted to a charge in Coulombs.

Software provided by the ND280 DAQ group for the QA fitted and subtracted the

pedestal (mean ADC value for zero pixels fired) and applied this charge calibra-

tion to the data. For readings taken with no LED, all timeslices were merged,

and for LED data, only the timeslice containing the LED flash was used. The

pedestal subtraction is important when combining timeslices, since the pedestals

for different timeslices vary slightly, smearing the combined data sample if they are

combined without pedestal subtraction. The final output for analysis consisted of

histograms of calibrated charge measurements for each MPPC, for a range of bias

voltages and with the LED on and off.

4.1.3 Golden MPPCs

A small number of MPPCs (labelled “golden” MPPCs) had their absolute PDE

value measured as a function of bias voltage by the T2K group at Sheffield [64].

A calibrated optical power meter was used to measure the light intensity from a

Y11 fibre in an ECal ferrule illuminated by a blue LED (λmean = 473 nm). The

optical power meter was then replaced with an MPPC clipped onto the ferrule in

an ECal housing, and the output charge spectrum measured. A custom jig was

used to locate the MPPC and optical power meter, and a simulation was used to

calculate the acceptance ratio between the two detectors, so that the number of
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Figure 4.3: Measured PDEs for golden MPPCs TE8808, TE8807 and TA3003,
calibrated at Sheffield. The lower curves, which were used for the ECal QA, have
correlated noise effects removed.

photons incident on the MPPC could be calculated precisely.

The results of the Sheffield measurements are shown in Figure 4.3. The

data was analysed in two ways — the first is the same as that used in the QA (see

Section 4.2.3 below), and the second involved fitting the populations of peaks in

the charge spectra to a Poisson distribution and taking the Poisson mean. The

latter is sensitive to afterpulsing and crosstalk, so the former method, which gives

the intrinsic device PDE, was used to obtain the PDE values for the purposes of

the QA.

One of these golden devices was used in every QA run at Warwick and

Imperial to measure the incident light level and provide an absolute calibration of

the PDEs of the other devices. The QA procedure itself was only able to measure

the PDEs of the MPPCs relative to that of the calibrated device, rather than their
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absolute values.

4.1.4 Temperature monitoring and correction

Some MPPC parameters are a function of temperature. In particular, the break-

down voltage increases by about 0.06 V/K around room temperature, and the dark

rate for a given overvoltage depends exponentially on the temperature, as shown

by the results in Section 3.3.1. It was therefore necessary to monitor the temper-

ature at which readings were taken, so that known temperature variations could

be removed from results and uncertainties evaluated.

A temperature measurement, using an LM92 sensor1 attached to the QA

box and read out using the TFB, was made for each data point, corresponding to a

single bias voltage value for LED or dark noise. However, it cannot be assumed that

over short times the MPPC temperatures tracked the LM92 measurements, since

they were enclosed in plastic connectors with poor thermal conductivity. For this

reason, only the average temperature was used in the analysis of a run. Ambient

air conditioning was used at Warwick to control the temperature at around 24 ◦C,

but variations on a scale of up to ∼ 1◦C over a run were still observed. However

most runs had variations of less than half this, and the Imperial measurements

were carried out in a temperature-controlled environment so were not subject to

this problem.

Data was taken over a bias voltage range of around 2.5 V, but for each

device, only about a third of data was used in the analysis, corresponding to a

1Rated accuracy, around 30 ◦C, of ±0.33 ◦C [65]. Manufactured by National Semiconductor,
2900 Semiconductor Dr., P.O. Box 58090, Santa Clara, California, USA 95052-8090.
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range of 0.8 V around the operating voltage of that device. The worst-case change

in temperature over the analysis period was therefore about 0.33 ◦C, corresponding

to a relative error in capacitance measurements of about 0.33 ◦C× dVbd

dT
/0.8 V =

2.5%. Assuming that the temperature of the device in the analysis period was up

to 0.5 ◦C away from the average measured run temperature, then once the error

in the LM92 measurement is included, the error in the measured operating voltage

is 0.036 V.

The measured dark count rate was corrected for temperature differences

using an exponential formula based on the characterisation results. The change in

dark rate due to a 0.5 ◦C change in temperature (at a base temperature of 25 ◦C) is

around 3% — this is the worst-case error in dark rate associated with temperature

instability. Because the point at which the device gain is nominal can be identified

accurately regardless of temperature variations, temperature instability does not

affect the measurement of other device properties.

4.2 Analysis procedure

The goal of the QA analysis was to extract the MPPC parameters (gain, dark

noise rate, correlated noise level, and PDE) for each device at each voltage point,

and use these to find the capacitance and breakdown voltage for each device, and

its properties at the nominal operating point.

The analysis package was written in C++, and makes extensive use of

the ROOT object libraries [66] for data analysis and I/O. The calibrated charge

histograms for MPPCs show clear peaks corresponding to different numbers of
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(a) Dark noise only (b) With LED pulse

Figure 4.4: MPPC charge spectra from the QA test stand, with and without the
LED pulser on. Dark noise runs have higher statistics as all timeslices can be used.

avalanches (referred to as pixel equivalents or p.e.) in the MPPC, as in Figure

4.4, and analysis of these peaks is the basis of the parameter extraction methods.

Data from the dark runs is dominated by the 0th peak since any signal comes only

from dark noise. Higher peaks are visible in the LED data — the LED brightness

was tuned to give ∼1 p.e. per pulse.

4.2.1 Gain

The MPPC gain is given by the separation between adjacent peaks in an MPPC

charge histogram, if the charge values are calibrated. For the QA, the peaks in

the histograms were found using the TSpectrum ROOT class, which is a C++

implementation of Morhac et al.’s algorithm [67]. This algorithm uses smoothed

second derivatives to separate peaks from background, assuming that the local

form of the background can be described by a linear function. It finds peaks by

looking in the histogram for regions where the second derivative profile matches
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that expected for a Gaussian. It estimates the peak locations, but does not fit

them. The algorithm is rather robust, but occasionally associates two or more

peaks with a single real peak in the histogram. Since a single mis-interpreted

histogram can lead to large errors in extracted device properties, it was necessary

to identify these mistakes and either correct for them or reject the spectrum. This

was accomplished by looking for pairs of peaks much closer together than the rest,

and replacing the pair with an average value. Only the first three peaks were used

in gain calculations, and a spectrum was rejected if the second peak to be analysed

was not within the central 25% of the region between the other two peaks.

If the first three peaks were located successfully, a localised Gaussian fit

was performed on each peak. The fitted peak parameters were then used as initial

parameter values for a global fit to a sum of three Gaussians. This global fit

constrained the separation between each pair of adjacent peaks to be the same.

The fitted widths of the peaks, σi, were also constrained to follow the pattern

σi =
√
σ2

0 + i× σ2
av, (4.1)

where i is the number of fired pixels, σav is the additional width (quadratically)

contributed by each avalanche, and the width of the 0 p.e. peak, σ0, is finite due

to electronics noise. σ0 and σav were free parameters in the fit. The fitted peak

separation in fC, divided by the electron charge e, gives the device gain. This

fitting method was chosen on the assumption that the level of electronics noise is

independent of the MPPC output, and that the spread in MPPC output charge

for each avalanche does not change with the number of avalanches produced.

Figure 4.5 shows an MPPC charge spectrum with the peak finder and fitter results
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Figure 4.5: An MPPC charge spectrum with peak finder and fitter results marked,
in blue and red respectively. Only the first three peaks are included in the fit.

marked.

4.2.2 Dark noise and correlated noise

In the absence of correlated noise (afterpulsing and crosstalk), the populations of

the charge spectrum peaks, with LED off, should follow a Poisson distribution with

mean λ = dark count rate × gate length. Correlated noise distorts this spectrum

by adding extra avalanches to events, but since there can be no afterpulsing or

crosstalk without an initial trigger, the population of the zeroth peak P (0) (i.e.

the probability of no pixels firing) is unaffected. The intrinsic dark rate (DCR) was

therefore calculated from the population of this peak only:

DCR =
− ln(P dark

data (0))

gate length
. (4.2)
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Conversely, the contribution to the overall noise rate from afterpulsing and crosstalk,

FAP+CT, can be calculated from the difference between the total noise signal in

the data, and that expected from a Poisson distribution:

FAP+CT =

∑∞
i=1 i× [Pdata(i)− Ppois(i)]∑∞

i=1 i× Pdata(i)
. (4.3)

Here Pdata(i) is the measured population of the ith peak, and the summation∑∞
i=1 i× Pdata(i) is the sum of the peak populations, weighted by the number of

p.e. which each peak corresponds to — essentially the total number of avalanches

over the entire data sample. Ppois(i) is the population of the ith peak, as predicted

from the Poisson distribution defined by Ppois(0) = Pdata(0). The corresponding

sum,
∑∞

i=1 i × Ppois(i), is therefore the total number of avalanches caused by

intrinsic dark noise. The numerator in (4.3) is the difference between these two

sums, i.e. the number of avalanches due to afterpulsing and crosstalk. The

denominator normalises FAP+CT to the total number of avalanches observed.

In practice, calculating the populations of the higher peaks was difficult,

since the presence of afterpulses with lower gain (due to incomplete voltage re-

covery), and the clipping of some avalanches which fall near the edge of the gate

period, caused the peak shapes to deviate from Gaussians. Also, peaks due to

more than a few p.e. were smeared into a continuum, and could not be individu-

ally fitted. The raw mean value of the histogrammed data, subtracting the zeroth

peak position and dividing by the peak separation, was therefore used to give the

average number of pixels fired, and compared with the mean of the Poisson distri-

bution. This gave the proportion of the average signal (continuous) which is due

to crosstalk and afterpulsing, rather than the proportion of avalanches (discrete);
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the former is slightly smaller due to the lower gain of some afterpulses. The QA

configuration did not permit separate measurements of crosstalk and afterpulsing

— in principle this could be done using integrated charge measurements by moving

the LED pulse around within the gate period, but in practice the time required

to take the data would have been prohibitive, and the precision achieved by the

analysis was not sufficient to make this measurement useful in any case.

4.2.3 PDE

The device PDE, for low light levels, is given by the average number of light-

induced avalanches for a gate period, divided by the average number of incident

photons for the same period. As discussed in Section 4.1.3, a calibrated device was

included in each test run, which was be used to measure the number of incident

photons and allow the calculation of the other devices’ PDEs.

The average number of pixels fired by an LED pulse, N̄light, can be found

by using the same Poisson zero probability method as for the dark rate. We must

subtract off the average number of dark noise pulses, so a dark noise spectrum

is also required for this calculation. The zero probability for an LED spectrum,

P LED
data (0), is the probability that we have no light induced avalanches, and also no

dark noise:

P LED
data (0) = P light(0)P dark

data (0). (4.4)

P LED
data (0) and P dark

data (0) are measured quantities, so we have enough information to
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calculate N̄light:

N̄light = − lnP light(0) = − ln

(
P LED

data (0)

P dark
data (0)

)
= − lnP LED

data (0)− DCR× gate length. (4.5)

N̄light was calculated using (4.5), and used to calculate the PDEs of the

MPPCs by dividing by the calibrated light level from the golden MPPC. Some

variation in light level was observed between channels, which can be attributed

to variation in LED intensity across the fibre array, in fibre length and bending

radii, and in fibre/ferrule gluing and ferrule/MPPC connection. These variations

were accounted for by a self-calibration procedure — the relative light level in

each channel was adjusted so that the mean PDE over all QA runs (with different

sensors) was the same. Variations in the ferrule/MPPC coupling between runs

for the same channel were not corrected for by this procedure, so these variations

contribute to the spread in PDE values obtained. The self-calibration procedure

was performed using the first batch of sensors only, so the second batch is sta-

tistically independent from that used to calibrate the test stand. The number of

runs used for the self-calibration was 14 (Warwick) and 17 (Imperial), so the error

in the channel-channel calibration was around
√

15 ' 4 times smaller than the

spread in the PDEs of individual devices, and therefore did not significantly affect

the spread in observed PDE values.

Unfortunately, the golden MPPCs were left in the same QA box channels

for the whole of the first batch at Warwick, and for both batches at Imperial.

This means that the light level of the golden MPPC channel relative to the other

channels was not measured for these batches — this is further discussed in Section
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4.5.4.

4.3 Validation of the analysis code

The analysis routines used for the QA testing have been applied to data from the

MPPC Monte Carlo simulation (see Chapter 3), in order to ensure that they can

reproduce the simulation input parameters. This was a useful validation of both

the simulation and analysis packages.

The simulation was run at 25 ◦C, with a gate length of 540 ns. The number

of incident photons was generated on a Poisson distribution, and the photons

were distributed exponentially with a time constant of 10 ns, near the start of the

gate. The simulation models device behaviour quite closely, but it does not model

the finite time-domain distribution of charge from an avalanche, so “clipping” of

avalanches which occur near the gate edges does not occur.

The results of the analysis are shown in Figure 4.6. The analysis achieves

excellent agreement with the input parameters for gain, dark count and PDE. The

dark count plot shows simulation data with and without a “pre-gate” period sim-

ulated — adding this period gives more realistic performance because afterpulses

due to dark counts before the gate start will be included. These orphaned after-

pulses look like dark noise pulses, and so lead to an overestimation of the dark

noise rate. This effect will be present in QA data.

It is more difficult to validate the performance of the analysis in measuring

crosstalk and afterpulsing, since the number calculated by the analysis (FAP+CT,

the proportion of total signal due to CT+AP) is not a simple function of the input
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parameters to the simulation. Because of this, it is best to interpret FAP+CT as a

figure of merit to measure the general stability of correlated noise levels between

devices, rather than a direct measurement of a specific device property. It is clear,

from the deviation of the points from a smooth curve, that there is a significant

error in the calculation of FAP+CT. It is not surprising that the error in this quantity

is larger than for the other parameters, since, as described in Section 4.2.2, it is

dependent on the difference between the raw histogram mean and Poisson mean

used to calculate the dark rate, so for FAP+CT = 0.2, an error in DCR of 1% leads

to an error in FAP+CT of about 4%. Since the histogram mean is also pedestal

subtracted and divided by the peak separation, it also depends sensitively on the

gain fit.

4.4 Test results

4.4.1 Capacitance and breakdown voltage

The capacitance and breakdown voltage of each MPPC were calculated by fit-

ting the measured gains to Eq. (3.1). The required operating voltage for a gain

7.5 × 105 was calculated in the same way. The latter was also measured by the

manufacturer for each device before dispatch. The QA operating voltage measure-

ments, corrected for temperature difference, are compared to the manufacturer’s

numbers for both Warwick batches in Figure 4.7(a). There is a clear discrepancy

which, since it is different for the two batches, is likely to be due to a problem

with our test stand rather than the manufacturer’s measurements. It is plausible
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that the two batches are different — they were tested using different amplifier

gain settings, approximately halving the number of ADC bins/p.e. for the second

batch, since the gain to be used for ECal operation was decided by the Electronics

Group between the testing of the two batches. Unfortunately time did not allow

to test samples from either batch with the settings used for the other batch.

The measured capacitances are also different from the manufacturer’s quoted

value of 90 fF. The capacitances are a function of channel number, as shown in

Figure 4.7(b) — this suggests that there is a channel-dependent scaling error

associated with the charge-injection calibration of the TFB amplifier and ADC.

This is unsurprising since a different capacitor, with a tolerance of 5%, is used to

inject charge into each channel. This tolerance is compatible with the observed

channel-to-channel variation.

The scaling between batches and channels has been corrected for in the

data by applying a per-channel scaling to all gain measurements (one number per

channel per batch) such that the mean measured capacitance for that channel

matches the manufacturer’s quoted value. It was then possible to estimate the

stability of capacitances between devices, but an absolute measurement of the

device capacitance has not been made. The corrected gain values were used to

calculate device operating voltages since this allows data from all channels and

batches to be compared.
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4.4.2 Parameter values and stability

The gain-corrected results of the QA, for both Warwick and Imperial, are shown

in Figure 4.8. The PDE, DCR and AP+CT fraction (estimated by FAP+CT) are

quoted at the nominal gain. It can be seen that there are differences in the

values of, and spreads in, several parameters between batches and institutions. As

mentioned above, the TFB settings changed between batches, which affected the

number of ADC bins per fC, and the ancillary hardware (specifically power supplies)

was different at Warwick and Imperial. Also, fewer voltage points (one sample per

0.08 V, rather than one every 0.04 V) were taken for the second batch at Imperial

due to time constraints — the discrepancies between batches may therefore be

caused by these effects rather than a real difference in device properties. The

reduced statistics for the second Imperial batch mainly affect the PDE spread —

this is because with fewer voltage points, failures in fitting the LED spectra have

a serious effect on the number of data points used to fit the PDE.

It is useful to consider the results for the “golden” MPPCs. Since the pa-

rameters for the golden MPPC at each institution should not change, the standard

deviation in the parameter measurements for this device should give an estimate of

the error associated with the measurement of each parameter, and hence whether

the spread in values obtained is due to a physical difference between devices, or to

measurement error or bias. The results for these devices are shown in Figure 4.9.

Table 4.2 shows the mean parameter values and their standard deviations,

for each QA batch, for all devices and for the golden MPPCs only. The results,

and the conclusions which can be drawn from them, are discussed below.
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Warwick Batch
1 (W1)

Warwick Batch
2 (W2)

Imperial Batch
1 (I1)

Imperial Batch
2 (I2)

Capacitance (fF) 90.0±0.85
(90.00±0.25)

89.9±1.41
(87.49±1.39)

90.0±2.35
(90.01±1.58)

90.0±1.80
(90.00±1.98)

V HPK
op − V meas

op (V) −0.032±0.028
(−0.010±0.005)

−0.098±0.050
(−0.097±0.038)

0.050±0.034
(0.055±0.021)

0.022±0.029
(0.064±0.021)

Dark Rate (kHz) 618.4±120.4
(483.7±5.6)

610.6±100.5
(506.6±44.1)

573.4±112.9
(448.2±7.7)

587.6±93.0
(409.7±15.9)

DCRHPK/DCRmeas 0.968±0.023
(0.989±0.013)

0.941±0.032
(0.934±0.058)

1.040±0.031
(0.989±0.021)

1.023±0.027
(1.108±0.013)

AP+CT Fraction 0.186±0.010
(0.177±0.003)

0.196±0.008
(0.203±0.019)

0.173±0.010
(0.186±0.008)

0.190±0.019
(0.180±0.033)

PDE 0.222±0.006 0.224±0.016 0.205±0.011 0.203±0.040

Table 4.2: Mean measured MPPC parameters for each test batch. Numbers shown
after ± are standard deviations, not errors. The results for the golden MPPCs are
shown in brackets. The nominal PDEs measured at Sheffield for the golden MPPCs
were 0.222 and 0.205, for Warwick and Imperial respectively.

4.5 Discussion of QA results

4.5.1 Capacitance and operating voltage

The mean capacitances for each batch are set to 90 fF by construction (batch

W2 is very slightly different as the golden MPPC was moved between channels

on each run). For all batches except W1, the measured spread in capacitances

is comparable to the spread observed for the golden MPPC; this indicates that

the observed spread represents only an upper limit, since it may be entirely due

to measurement error. The spread observed in the first batch tested at Warwick

is considerably larger than that seen for the golden MPPC, so the true spread in

device capacitance, σMPPC
gain , can be estimated, from the standard deviation for the

batch and the golden MPPC, as

σMPPC
gain =

√(
σW1

gain

)2 −
(
σgolden

gain

)2

= 0.81 fF. (4.6)
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Although the spreads are expected to be different due to variations in running con-

ditions, there is no particular reason why we would expect batch W1 in particular

to have the smallest errors.

As stated above, it has not been possible to make an absolute measure-

ment of device capacitance; however the results from batch W2 suggest that the

capacitance of the golden MPPC (which was taken from batch W1) may be a

little smaller (∼3%) than that of the devices in W2. Since this is only a single

device, however, it is not sensible to draw strong conclusions about any drift in

capacitances between batches — such a conclusion would require the testing of

several devices from each batch alongside each other. It is also possible that the

capacitance of the golden MPPC is simply quite low compared to other W1 de-

vices; this is compatible with the observation that the operating voltage (relative

to the HPK measurement) for the golden device in W1 is measured to be lower

than the average, which could be due to an erroneous upscaling of the device

capacitance to the assumed mean value.

The spread in measured operating voltages (relative to HPK) is fairly small

for all batches, though a discrepancy does exist which changes sign between in-

stitutions. The absolute voltage at the MPPC pins is not known — the values

used are calculated from the PSU readout and nominal TFB trim voltage — and

given that different models of PSUs, and different TFBs, were used at the two

institutions, a difference on this scale is not surprising. The LM92 calibration error

(see Section 4.1.4) also introduces a temperature uncertainty equivalent to ±0.2 V

for each institution. The error in the manufacturer’s measurement is not known,
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and some spread in measurements may come from this source, since the spreads

for the golden MPPCs were smaller than for the corresponding batches.

4.5.2 Dark rate

The dark noise rate for given gain is known to vary by a factor ∼2 between

devices, so the large spread in values obtained for all batches is as expected and

in agreement with the manufacturer’s data. It is therefore more interesting to

compare our measurements with the manufacturer, to see how closely they agree.

The manufacturer measures the dark rate using a discriminator and counter

— this just measures the number of peaks above a certain threshold (set to 0.5

p.e.) in a given period of time. This means that crosstalk, which increases the

height rather than the number of peaks, does not affect the measurement, but

afterpulsing, which generates additional peaks, increases the measured rate. We

would therefore expect that the rate measured by Hamamatsu would be slightly

lower than the total dark rate measured on the test stand, with afterpulses and

crosstalk included. This is true for the Warwick data, but not the Imperial data.

The mean temperatures for the Warwick and Imperial test stands were

around 23.5 ◦C and 22.0 ◦C respectively, corresponding to a difference in dark

rates of about 10%. This difference was corrected for in the analysis, but some

residual error may be introduced from the temperature scaling which was used

(from the Warsaw DCR results). The temperature uncertainty from the LM92

calibration (±0.33 ◦C) introduces a systematic error of around 2% to each insti-

tution’s measurement. These components, taken together, can plausibly explain
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the discrepancy between the institutions.

The spread in the results for each batch is similar to the spread for the

golden MPPC, so it is likely that it is due to errors in the test stand measurement

rather than in the manufacturer’s tests.

4.5.3 Afterpulsing and crosstalk

The proportion of the total noise signal due to afterpulsing and crosstalk, FAP+CT,

is fairly stable, but varies a little between batches and institutions. It is possible

that the AP+CT level changed between batches — since afterpulsing depends

on impurities in the silicon, a change in the density of impurities will affect the

afterpulse level. However, the observed spreads within the batches are of a similar

scale to the difference between batches, so batch-batch stability is not a big issue.

The batch spread in FAP+CT is on the same scale as the spread in golden

MPPC measurements except for W1. Hence, as with the capacitance above,

we can estimate the intrinsic spread in FAP+CT within this batch as 0.095 or

5.1%. Given that the spreads in the other batches appear to be dominated by

measurement error, there is no reason to assume that these have a larger intrinsic

spread, though we have not directly measured it.

4.5.4 PDE

Because the PDE of the golden MPPC was used to calibrate the incident light

level, its PDE cannot be independently measured, and so we cannot use it to

get an estimate of the measurement error as with the other parameters. In fact,
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because the results from batches W1 and I1 were used to self-calibrate the channel-

to-channel light level variations in the QA box, and the golden MPPC was kept

in the same channel throughout, the mean PDE for these batches agrees with

the nominal PDE of the golden MPPC by construction. This accounts for the

difference between the Warwick results and batch I1, since the PDE of the golden

MPPC used at Imperial (as measured at Sheffield) was lower. The absolute error in

the PDE calibration of the golden device used at Warwick (at nominal overvoltage)

was 3%, which is easily enough to explain the discrepancy.

The Warwick results are very stable between batches, and show a fairly

small spread in PDEs. The number for batch W2 is more informative, since it is

statistically independent of the data used to calibrate the channel light levels. This

suggests a spread in PDEs of 7.1% (relative). This is an upper limit on the spread

in MPPC intrinsic PDEs, since it includes the variation in optical coupling between

the fibre end and MPPC, and also an unevaluated measurement error. A short

study was conducted at Warwick to measure the reproducibility of the optical

coupling, using an ECal connector and ferrule, Y11 fibre and a blue LED, and

reading out the MPPC current with an ammeter. The current (corrected for dark

noise) for a single MPPC, was found to be reproducible with a standard deviation

of 2.3%. The optical coupling effect may therefore make some contribution to the

spread observed in the QA.

The spread in PDEs for batch I2 is rather larger than for any of the other

batches. As mentioned above, the number of data points in this batch was smaller

than the others, and the binning for the second batches was coarser at both
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institutions, leading to more fitting failures particularly in LED spectra. This loss

of statistics may account for this spread. It is unlikely that it is due to an MPPC

defect since the I2 batch is sampled from the same group of devices as W2, which

does not exhibit such a spread. No overall bias in the PDE is seen for this batch

relative to I1.

4.5.5 Conclusion

The MPPC QA tests for the downstream ECal were successfully completed at

Warwick and Imperial and no devices were found which failed to function. The

measured device parameters were compared to the requirements in Table 4.1.

Some of the I2 sensors were measured to have a lower PDE than the 15% require-

ment, but these were not rejected, since there is good reason to believe this is due

to measurement uncertainty. As discussed in Section 4.2.2, it was not possible

to measure afterpulsing and crosstalk separately, but adding the allowed crosstalk

and afterpulsing values together we obtain FAP+CT <25%, which is satisfied by all

devices. All devices were also found to have a DCR lower than 1.2 MHz at 22 ◦C,

even when correlated noise is included. Since DCR is the only parameter which

varied significantly between devices, and only 3,400 devices of the 3,717 tested

were required for the DsECal, the devices with the lowest noise rate were used.

Because of issues with the calibration of the front-end board amplifiers, it

was not possible to make an absolute measurement of device capacitance, but the

spread in device capacitances has been measured (albeit using only batch W1) to

be around 1%. Similarly, data from the same batch sets the spread in the AP+CT
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fraction at around 5%, and data from W2 estimates a maximum spread in PDE

of 7.1%. The spread in PDE is quite large, but this will be calibrated out as

part of the “MIP-scale” calibration (see Section 4.6). The effect on saturation of

delayed afterpulses will not be corrected for at a bar-by-bar level, but the difference

between sensors, for a 5% difference in correlated noise, will be very small in the

expected region for hits in the ND280 physics data (Nfired < 100). The QA

results, therefore, do not suggest that any calibration, beyond a per-channel gain

correction and hardcoded saturation correction, are required for the MPPC.

While the QA, due to the constraints imposed by limited manpower and

time when testing large numbers of devices, was not able to measure device prop-

erties with the same precision or detail as the dedicated characterisation measure-

ments described in Chapter 3, it has provided useful information on the stability of

parameters between devices and batches. Even where (as is the case with much of

the QA data) the spread in results can be largely attributed to measurement error,

an upper limit on the variability of parameters has been obtained, which gives a

useful insight into the stability of the manufactured devices.

4.6 Calibration of ND280 data

In order to use the data from the ND280 scintillator detectors for analysis, it is

first necessary to calibrate it. The purpose of the calibration is to convert the raw

hit data from the front-end boards, in ADC counts, to an estimate of the energy

deposited in the scintillator bars by through-going particles. Logically, this process

consists of the following steps:
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1. Subtract the electronics pedestal value (mean ADC for zero pixels fired)

from the raw ADC. The pedestals vary between channels and timeslices and

must be remeasured regularly.

2. Convert the pedestal-subtracted ADC value into a charge in Coulombs. This

requires that an ADC-to-charge mapping be built by injecting charge via a

dedicated capacitor on each channel.

3. Convert the charge in Coulombs into an equivalent number of pixels by

dividing by the MPPC gain.

4. Convert the number of pixels to a number of photons. This mapping is

not quite linear since there is some saturation at high light levels — the

saturation correction requires an empirically-determined function, which will

be developed using test stand measurements since it is not practical to

measure it in situ for all devices. Until measurements are available, results

from the MPPC Monte Carlo will be used. The linearity mapping is a

function of gain via the PDE and noise probabilities.

5. Correct the photon number for the attenuation in the Y11 fibre. The atten-

uation as a function of distance has been measured at Warwick, but in order

to perform the correction, it is necessary to know how far from the sensor

the particle hit the bar. For detectors with crossed layers this can be found

by looking at hits in the other view, but for the P0D ECal it is necessary to

match the hits with tracks in another detector.

6. Convert the photon number to a charge deposit. Charge deposits are mea-
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sured in “MIP Equivalent Units” — the amount of charge left by a minimum-

ionising particle passing straight through the bar on a line from the front to

the back of the detector. The number of photons produced by a MIP can

be measured by looking at cosmic ray data, and this must be done for each

bar separately. This measurement will be made using in situ cosmic data,

and will be updated periodically.

This is rather close to what is done in practice, but there are a few points

which should be remarked upon. Firstly, as discussed in Section 4.4.1, the linear-

ity correction (2) carries a scaling error because of the tolerance on the charge

injection capacitor. The Coulomb charge is therefore better thought of as a “lin-

earised ADC” value which is proportional to the MPPC output charge. Because

the MPPC gain used in (3) is calculated in terms of these linearised ADCs, the

capacitance error cancels out between steps (2) and (3). Similarly, although the

form of the linearity correction in (4) is similar for each MPPC, the PDE will

vary between channels (due to fibre-MPPC coupling as well as device variability),

but this unknown scaling will be corrected for in the MIP-scale correction in (6),

since a device with lower PDE will appear to see fewer photons per MIP. Finally,

although the correction in (5) is logically prior to (6), it is applied later on since

it requires reconstruction-level data (positions of other hits) to perform, while the

others use only stored calibration constants and single hit-level data. This does

not affect the result since (5) and (6) are simple multiplicative corrections.
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4.6.1 MPPC calibration

We will now focus on the steps in the calibration which relate directly to the

MPPC photosensors. In order to predict the MPPC gain for a given run, the

terms appearing in (3.1) — the device capacitance C and breakdown voltage Vbd,

and the applied bias voltage Vbias — must be known. We also need to know

the device temperature T , if the breakdown voltage was measured at a different

temperature to that for the run being calibrated, so that Vbd can be corrected.

The run temperature is monitored using LM92 sensors mounted on the detector

bulkheads.

The device parameters C and Vbd are calculated in the same way as for

the QA (see Sections 4.2.1 and 4.4.1), by taking dedicated runs which scan over

a range of bias voltages, and measuring the gain at each voltage by observing the

peak separation. In practice, it should not be necessary to perform these voltage

scans very frequently, since the device gain can be measured periodically by taking

some unsparsified data (where data for all channels is output without the threshold

which is normally applied) in normal running, and using this to monitor the gains

to check that they agree with the stored device properties. This is advantageous

because scanning over device bias voltages is disruptive to normal running, and

can only be carried out when no beam is available — this may mean doing voltage

scans weekly, or even less frequently.
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4.6.2 Testbeam results

The MPPC calibration has been tested using data from the Downstream ECal

testbeam. A voltage scan run, taking data at seven bias voltages around nominal,

was used to calculate the MPPC parameters, and these were used to calibrate

some data taken several days later, after the module had been moved to a new

position. The actual gain for the running period was monitored using unsparsified

runs taken between physics data runs. The runs were taken over a few days, so

the gains varied due to diurnal temperature variation (the applied bias voltages

stayed constant for all runs).

Figure 4.10 shows the mean measured channel gain (for all MPPCs in the

ECal) for every run against time in seconds — the peaks and troughs are due to

temperature changes. By applying the MPPC calibration, including a correction

for the run temperature, it is seen that the difference in gains can be compensated

for. Figure 4.11(a) shows, for a single testbeam run, the difference between the

measured gain for each MPPC, and that predicted by the MPPC calibration based

on the device temperature. The measured spread in this difference corresponds to

around 0.6% of the absolute gain value, equivalent to an error in Vbd of 8 mV, or

an error in temperature of 0.13 ◦C. Figure 4.11(b) shows, with one entry for each

MPPC, the spread in the MPPC gain over the sample of runs plotted in Figure

4.10, before and after T correction. The standard deviation after correction is on

the same scale as the spread seen in Figure 4.11(a) for a single run, indicating

that the temperature correction is effective on a channel-by-channel basis.

The second part of the MPPC calibration, converting the number of fired
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Figure 4.10: Plot showing the gains for a sample of CERN testbeam runs against
run time. The blue points have had the gain shift due to temperature changes
subtracted.
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Figure 4.11: (a) Difference in predicted and true gains for all MPPCs in a single
testbeam run. (b) Spread in MPPC gains for each device over all runs considered,
before and after calibration.
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pixels to a number of photons, is still pending a lab measurement for the linearity

curve. A preliminary calibration, using the linearity curve generated for the TFB

electronics and 7 ns Y11 decay time, as shown in Chapter 3, has been used on

the testbeam data. The voltage dependence of the form of the linearity curve was

not included, but the PDE was scaled as a function of voltage, estimating the

effective PDE as the intrinsic PDE multiplied by unity plus the sum of afterpulse

and crosstalk probabilities. The form for all these parameters as a function of

voltage was taken from the characterisation results in Chapter 3.

The results of applying this first-order calibration (which also included the

gain calibration detailed above) to a sample of runs is shown in Figure 4.12, which

shows the mean MIP signal for a run plotted against the run temperature. It can

be seen that some residual temperature dependence exists which has not been

fixed by the calibration, but the total response has been calibrated to within a

few percent for a temperature shift of around 2 ◦C. The temperature at Tokai is

expected to remain stable to around 1 ◦C, so it is anticipated that this calibration

will allow correction of MPPC response to a precision of ∼1%. This should be

further improved by an empirical measurement of the response curve as a function

of voltage.
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Chapter 5

Beam Extrapolation for T2K

One of the major sources of systematic error associated with long-baseline oscilla-

tion analyses is the uncertainty in predicting the neutrino flux at the far detector.

For a configuration like T2K, systematic errors come from uncertainties in the

geometries of the proton beamline and pion focusing system, and also from uncer-

tainties in hadron production in the target. These effects will alter the shape and

normalisation of the neutrino flux spectrum as well as the total flux, and one of the

main reasons to employ near detectors is to enable these effects to be corrected

for — a direct measurement of the unoscillated flux at a near detector means

that the a priori uncertainties in the beam properties can be largely eliminated.

However, the neutrino flux seen by a detector depends on its angular acceptance

with respect to the beam direction, and it is therefore non-trivial to use the near

detector data to predict the neutrino flux at the far detector.

Although the ND280 detector sits at a similar off-axis angle to Super-K,

the solid angle which it samples is somewhat different — indeed for a detector
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Figure 5.1: Cartoon illustrating the different angular acceptances of ND280 and
Super-K, due to the former subtending significant solid angle and its distance from
the target being comparable to the length of the decay pipe.

so close to the beam source, the concept of off-axis angle is itself ill-defined,

as shown in Figure 5.1. The present chapter is concerned with the problem of

flux extrapolation, and will describe the principle and implementation of a matrix

method for doing this, as used by the MINOS experiment [36]. This will be

compared with a simpler ratio method, as used by K2K [33].

It should be noted that, in addition to uncertainties in the flux-level ex-

trapolation, systematic errors also arise from the process of unfolding the observed

event spectra in the detectors to give a neutrino flux. These errors are largely

due to uncertainties in the efficiencies for event channels, in energy resolution and

shower energy scale, or in the neutrino cross sections. Evaluation of these errors is

beyond the scope of the flux-level study presented here, but they are nevertheless

central to a full oscillation analysis.
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5.1 Ratio method

For each (binned) neutrino energy Ei, the simplest way in which the observed

near detector flux Nobs
i can be used to predict the unoscillated far detector flux

F predicted
i is to define a ratio between the near and far fluxes in each bin Ri. Then

F predicted
i = RiN

obs
i , (5.1)

where Ri is calculated from the Monte Carlo flux prediction

Ri =
FMC
i

NMC
i

. (5.2)

The assumption implicit in this method is that any errors in the beam

Monte Carlo will lead to an identical scaling of the near and far detector fluxes

for a given energy bin. This will be the case if the parent phase space distri-

butions (i.e. the distributions of neutrino parent decay positions and momenta)

contributing to the neutrino flux at the near and far detectors, are identical for a

given neutrino energy. This is unlikely, since the detectors do not sample identical

solid angle segments. However, the ratio may also be a good approximation if the

distributions contributing to each detector occupy regions in phase space which

are close together. In this case, they are likely to be scaled in the same way by

a realistic change in the beam properties, if this change leads to a scaling of the

parent flux which does not vary rapidly over the phase space.
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5.2 Beam matrix method

5.2.1 Definition of the matrix

A more sophisticated method of performing the extrapolation is to relate the near

and far fluxes using a beam matrix Bij, such that

F predicted
i =

∑
j

BijN
obs
j . (5.3)

In contrast to the ratio method, this parameterisation allows to account for the

fact that a neutrino parent which could produce a neutrino of energy Ei in the far

detector, may produce a neutrino of different energy Ej if it decayed towards the

near detector, depending on its position and momentum at the point of decay.

5.2.2 Calculation of the elements

From (5.3), it can be seen that any beam matrix such that
∑

j BijN
MC
j = FMC

i

for all i, will give the correct far detector flux prediction in the case that the Monte

Carlo matches the data exactly. However, we would like to have a matrix which

is approximately correct even if the Monte Carlo does not exactly model the data.

This can be done (following [36]) by considering, for a large sample of parents, the

range of near detector neutrino energies En contributed to by parents which would

give a neutrino of given energy Ef in the far detector. If the data does not agree

with the MC, these correlations can be used to estimate how the far detector flux

will change for a given change in the near detector flux.

The matrix elements are calculated on the above principle, using the ex-
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pression

Bij =
∑

parents

δEf ,EiδEn,Ej

[
Pf
Pn

Pn∑
parents PnδEn,Ej

]

=

∑
parents δEf ,EiδEn,EjPf∑

parents PnδEn,Ej
. (5.4)

Here En denotes the energy that a neutrino produced by a given parent would have

if directed towards the near detector, and Pn the probability that the neutrino from

the decay will be directed into unit area (defined with a normal along the neutrino

direction vector) located at the near detector. (Ef , Pf ) denote the same quantities

for the far detector. The interpretation of the expression is as follows:

1. For the matrix element Bij, we consider only contributions from the parents

giving binned far and near detector energies of Ei, Ej respectively.

2. For each parent, we calculate the ratio of the probabilities to give a neutrino

in the far detector and near detector. The result is the value which Bij

would take if this parent were the only one in the beam.

3. To calculate the matrix element for the whole ensemble of parents, we must

combine the ratios from (2), weighting the ratio for each parent by the

relative contribution of that parent to the near detector flux in energy bin

Ej, i.e. the probability that a neutrino of energy Ej observed in the near

detector came from this parent. This is done by taking the ratio of the

neutrino flux from this parent and the total expected flux in this energy bin

PnP
parents PnδEn,Ej

. In the limit of a large sample of parents then each weighting

will be infinitesimal and the sum over parents is then equivalent to an integral

over the region of parent phase space in which δEf ,EiδEn,Ej = 1.
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5.2.3 Applicability

It can be seen analytically, by substituting (5.4) into (5.3), that the matrix is correct

in the case that the data and MC are identical. If the MC does not accurately

model the data, then the phase space distribution of the parents contributing to the

neutrino flux in each near detector energy bin Ej may be different, and therefore

the correlation between the contents of this energy bin and the energy bins at the

far detector may change. If this is the case, the correct beam matrix describing

the experiment will not be the same as that calculated from the MC. However, a

change which rescales the absolute flux in each near detector energy bin, without

changing the phase space distribution contributing to it, will be corrected for by

the matrix. In general, the effect of a systematic error will be a combination of

these two effects and will be compensated for at least partially by the matrix.

A change in the phase space distribution of the parent flux is also likely to

be corrected for poorly by the ratio method, since this will affect the flux at a given

energy differently for the near and far detectors. Because the beam matrix does

not assume that the populations contributing to the same energy bin in the two

detectors are the same (which is certainly not completely true), one would expect

it to correct more effectively for systematic shifts than the ratio. We test this

a priori prediction in Section 5.5, by evaluating the effects of realistic systematic

errors.
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5.3 Implementation of the beam extrapolation

5.3.1 Overview

A set of software tools to model the decays of neutrino parents in the T2K sec-

ondary beamline, written in C++, has been developed to study the effectiveness

of the ratio and beam matrix methods in correcting for systematic errors in the

beam properties. The input to the package is a sample of neutrino parents from

the T2K beam MC (jnubeam)1, giving the positions and momenta of the parents

at the point of decay. The package uses the physics of each decay type, and the

phase space coordinates of the decay, to calculate (En, Ef , Pn, Pf ) as defined

in Section 5.2.2, for each parent. En and Pn are calculated using a random target

position in the near detector in order to obtain an average over the flux; the far

detector is treated as point-like. The software then uses the energies and proba-

bilities for each parent to generate a beam matrix or ratio vector, which can be

used to extrapolate a near detector flux to the far detector.

The probabilities to decay towards the detectors are calculated analytically,

rather than using a Monte Carlo method and choosing only neutrinos passing

through the detector. It is therefore possible to use each parent only once, al-

lowing the errors on the calculated beam matrix elements or ratios to be properly

evaluated.

1Developed by the T2K Beam Group. The version used was 07a.
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5.3.2 Two-body decays

We will first consider the case of pion decays, π+ → µ+νµ. Since the pion is

spinless and the decay is two-body, the neutrino is produced isotropically and

mono-energetically in the pion rest frame. From elementary Special Relativity,

the probability for a neutrino produced by a pion decaying at position xπ with

momentum pπ, to pass through area ds centred on the point xν is

dP

ds
=

dP

dcos θR

× dcos θR

dcos θL

× dcos θL

ds

=
1

2
× 1

γ2
π(1− βπ cos θL)2

× 1

2π(xν − xπ)2
, (5.5)

where the lab decay angle cos θL is given by

cos θL =
(xν − xπ) · pπ
|xν − xπ| |pπ|

, (5.6)

and θR is the rest decay angle. (βπ, γπ) are the usual relativistic boost parameters.

Note that since this decay is isotropic, there is a trivial angular dependence in the

centre-of-mass frame, dP
dcos θR

= 1
2
.

Similarly, the neutrino energy in the lab may be calculated by boosting from

the pion frame:

Eν =
m2
π −m2

µ

2mπ

1

γπ(1− βπ cos θL)
(5.7)

The two-body kaon decay K+ → µ+νµ is exactly analogous to pion decay,

and can be handled using the above method with mπ replaced by mK .

5.3.3 Ke3 decays

The decays K0
L → e+νeπ

− and K+ → e+νeπ
0 (Ke3 decays) are isotropic, so the

decay probability is described by the distribution in (5.5). However, the neutrino
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is not mono-energetic in the kaon rest frame, since there are three decay products.

The neutrino energy distribution cannot be calculated exactly, since the interaction

has a hadronic component, so the neutrino energy is selected using a form-factor

parameterisation of the Dalitz plot density for the decay. The parameterisation

used is an approximation of that preferred by [7], giving the joint probability density

for the muon and pion energies in the kaon rest frame as

ρ(Eπ, Eµ) ∝
[
f+(0)

(
1 + λ+

t

m2
π

)]
×[

2EeEν −mK

(
m2
K +m2

π −m2
µ

2mK

− Eπ
)]

, (5.8)

where t is the squared momentum transfer to the leptonic system, and we use

f+(0) = 0.98 GeV2, λ+ = 0.0286. These parameter values are chosen to match

the model used by the jnubeam MC.

5.3.4 Muon decays

The case of muon decays is somewhat more complicated, because the muon has

spin-1
2

and so the decay is not isotropic. The distribution of electron neutrinos

from the decay µ+ → e+νeν̄µ, in the µ centre-of-mass frame, is given by

d2P

dx dcos θR

= 6x2 (1− x) (1− p cos θ) where x =
2Erest

ν

mµ

, (5.9)

where p is the muon spin polarisation, and θR is the angle at which the νe is

emitted, relative to the muon polarisation axis [68]. We can easily derive the single

derivative dP
dcos θR

, and the decay probability can then be calculated by substituting

this into (5.5). The energy distribution in (5.9) is used to select a rest-frame
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energy, using an acceptance-based MC — a value of x is chosen randomly, and

accepted with a probability equal to the ratio of the probability density at this

energy to that at the most probable value of x.

The same procedure can be used for the ν̄µ from the decay; in this case

the decay distribution is given by

d2P

dx dcos θ
= x2 [(3− 2x)− p (1− 2x) cos θ] (5.10)

and the energy distribution depends on cos θ.

Note that since the three-body decays are not mono-energetic for a given

lab decay angle, and also because the solid angle subtended by the near detector

is significant, identical parents may contribute to different elements of the beam

matrix. Over a large sample of parents, the method used will average out these

possibilities to give the correct distribution.

5.4 Beam matrix and ratio for nominal Monte

Carlo

The beam matrix and ratio corresponding to the nominal beam Monte Carlo, for

νµ, are shown in Figure 5.2. It can be seen that the matrix is broadly centred

on the diagonal. The spread around the diagonal is mainly due to pions, which

can travel some distance down the beam pipe before decaying, and therefore see a

range of solid angles for the near detector (see Figure 5.1). The large kaon mass

means that kaon decays give high energy neutrinos, and have a smaller boost so

that the neutrino energy is less angle-dependent. These decays are responsible
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Figure 5.2: (a) Beam matrix for extrapolation of the ND280 νµ flux to Super-K.
(b) MC ratio of Super-K and ND280 νµ fluxes. Numbers are corrected for the
difference in distance between ND280 and Super-K.

for the continuing diagonal line at higher neutrino energies. The contribution of

muon decays to the νµ flux is negligible. The corresponding νe matrix and ratio

are shown in Figure 5.3. This matrix is much more diffuse than the νµ case; this

is because νe are generated by three-body decays of kaons and muons, which are

not mono-energetic, and a parent can therefore produce neutrinos of a wide range

of energies for a given decay angle.

At higher energies, it can be seen that the statistics for both the matrix

and ratio become rather sparse, but at very low energies, where the flux is also

small, no such problem exists. This is because the spectrum at high energy is

dominated by a small sample of high-energy parents with a high probability of

decaying towards the detectors. This presents a problem in producing enough

MC statistics to constrain the spectrum at higher energies — the extrapolations

shown are for 107 p.o.t., corresponding to about 700 hours running on a single

CPU2. MC generation is readily parallelised, but these computing requirements are

2Tested on an Intel Pentium 4 running at around 3 GHz.
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Figure 5.3: (a) Beam matrix for extrapolation of the ND280 νe flux to Super-K.
(b) MC ratio of Super-K and ND280 νe fluxes. Numbers are corrected for the
difference in distance between ND280 and Super-K.

nevertheless significant.

For contrast, the νµ beam matrix between the INGRID on-axis detector and

Super-K is shown in Figure 5.4. The correlation between near and far detector

energies for a given parent is seen to be negative except at low energies, since

parents directed towards Super-K could produce a high-energy neutrino directed

towards that detector, or a low-energy neutrino directed towards INGRID, and

vice versa. The diagonal component at higher energies is due to kaons as for

the ND280-Super-K matrix. The ratio is not shown for this case since it is not

meaningful if the matrix does not indicate strong positive correlation between near

and far detector energies.

5.4.1 Validation of the matrix code against jnubeam

Our matrix code uses its own implementation of the parent decay physics rather

than the jnubeam code. However, if the physics is equivalent to that in jnubeam,
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Figure 5.4: Beam matrix for extrapolation of the INGRID νµ flux to Super-K.
Numbers are corrected for the difference in distance between INGRID and Super-
K.

then the neutrino fluxes produced by our code and jnubeam should be the same,

and the results from each can be cross-checked to ensure that they agree. We

therefore compared the fluxes at ND280, for each kind of decay, predicted by

jnubeam and by our code. The results of this cross-check are shown in Figures

5.5 and 5.6. All important decays in the beam (2-body kaon and pion decays,

Ke3 decays and the νe from µ decays), are seen to agree very well between the

beamline MC and our code.
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Figure 5.5: Comparison of the νµ fluxes integrated over the ND280 fiducial region,
predicted by the T2K beamline MC and by our extrapolation package.
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Figure 5.6: Comparison of the νe fluxes integrated over the ND280 fiducial region,
predicted by the T2K beamline MC and by our extrapolation package.
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5.5 Study of systematic effects

5.5.1 Procedure

The purpose of a beam extrapolation is to enable a prediction of the far detector

flux in the case that near detector observations do not match the Monte Carlo

predictions. It is therefore important to test the robustness of our extrapolation

methods, i.e. how precisely they predict the far detector flux when the beamline

parameters are shifted by some systematic error. The sources of error considered

here are

1. errors in the position and angle of the proton beam at the target;

2. errors in the hadron production model used in the target;

3. errors in the secondary horn alignments; and

4. surveying errors affecting the alignment of the beamline relative to the de-

tectors.

We are particularly interested in studying geometrical changes in the beamline,

since such changes are likely to change the shape of the neutrino spectrum rather

than just scaling the overall flux. Overall changes in the flux scale will be completely

corrected by either of the methods considered, and so factors like the proton beam

intensity are not interesting for this study. We are interested in looking separately

at vertical and horizontal shifts in the geometry — the effect of a change will

be direction-dependent, since the displacement of ND280 and Super-K from the

beam axis is mostly vertical. The alignment of the beam and detector centres,
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with respect to the beam direction projected onto the horizontal plane at Tokai,

are shown in Table 5.1.

Downward angle
(mrad)

Clockwise horizontal
angle (mrad)

Beam 63.5 0
ND280 30.0 −10.9
Super-K 22.0 −13.7

Table 5.1: Alignment of the T2K beam centre, and the ND280 and Super-K
detectors. Angle to ND280 is given at the target — at points downstream of this
its angle relative to the beam is larger. The downward angle is relative to the
horizontal plane at Tokai.

The jnubeam MC takes a specified phase space distribution for the proton

beam at the target, and then uses the GEANT3 particle transport simulation to

simulate proton interactions in the target, and to transport the secondaries through

the magnetic field of the horns. The jnubeam code was changed to generate data

for systematically altered configurations, and the output was then used to produce

fluxes for both the real T2K configuration, and an alternative configuration where

the near and far detectors are positioned on the beam axis — this allows to see

how the sensitivity to systematics changes for an off-axis beam. Different parent

samples were used to generate the near and far detector fluxes, so that the two

were statistically independent. The total data generated for each systematic shift

was the same as that used for the nominal MC — half of this was used to generate

the near detector flux and the other half for the far detector.

The ratio and matrix methods were used to predict the altered far detector

spectrum based on the near detector flux, using the extrapolation parameters

for nominal Monte Carlo (as shown in Figure 5.2). These predictions were then

156



compared to the true far detector flux, in order to evaluate the performance of

the ratio and matrix. The agreement between the true flux and extrapolations,

for the various systematics, is shown in the plots in Section 5.5.2 and evaluated

quantitatively in 5.5.3.

5.5.2 Results

Hadron model

The GEANT3 package which is used to simulate hadron production contains inter-

faces to several hadron production models. The default model is CALOR [69],

but FLUKA [70] and MICAP [71] can also be used. These models have elements

in common — MICAP uses the FLUKA MC, but with new data-driven modelling

for low-energy neutron transport. CALOR uses MICAP for low-energy neutrons

and FLUKA for hadrons above 10 GeV — a different set of models are used for

hadrons at intermediate energies.

In the final T2K analysis, it is likely that a parameterised model for hadron

production on the target, based on recent hadron production experiments on a

similar target [72], will be used rather than a Monte Carlo model. However, in

the meantime it is possible to estimate the likely errors in hadron production by

considering the difference between the fluxes predicted by the different models.

To this end, datasets have been produced using both FLUKA and MICAP, and

compared to the nominal MC, which uses CALOR.

The results for FLUKA and MICAP are shown in Figures 5.7 and 5.8 respec-

tively. These figures (as well as the similar ones presented for other systematics)
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were produced by extrapolating the near detector flux generated using the alter-

native model to the far detector, using the matrix and ratio. These extrapolated

fluxes, as well as the true far detector flux generated with the altered model, were

then divided by the nominal far detector flux — it is these ratios to the nominal

flux which are plotted. The extrapolations are shown as fills representing the 1σ

bound of the extrapolation prediction, and if an extrapolation corrects well for the

systematic shifts, it should track the data points.

Both alternative models give higher fluxes than the default, with a similar

scaling for on- and off-axis configurations. The flux scalings below 200 MeV are

large, but this region is outside the area around the oscillation maximum which

will be used to fit for the mixing parameters. Outside this region, the flux scaling

does not change sharply as a function of energy.

Beam position on target

The position of the primary beam is monitored extremely precisely by monitors

in the beamline itself. It is expected that the error on the beam impact point

with respect to the target face will be dominated by the tolerance on the target

position. The target itself is located to a precision of around 0.1 mm inside the

primary horn, but the tolerance on the position of this horn is 1 mm, so an error

of this size is introduced in the position of the beam on the target. This error is

to be compared to the expected RMS beam size of around 4–6 mm. The target

diameter is 26 mm.

Data has been generated for a shift in the beam position on the target
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Figure 5.7: (a) Ratio of νµ flux at Super-K to nominal MC, for the FLUKA hadron
model. Extrapolation predictions are also shown. All errors are statistical only. (b)
As for (a), for an on-axis configuration.
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Figure 5.8: (a) Ratio of νµ flux at Super-K to nominal MC, for the MICAP hadron
model. Extrapolation predictions are also shown. All errors are statistical only. (b)
As for (a), for an on-axis configuration.
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of 2 mm (2σ), in both the horizontal and vertical directions. These results are

shown in Figures 5.9 and 5.10. It can be seen that for the on-axis configuration,

a shift in the beam position produces a negligible effect on the beam flux. For the

off-axis configuration, the effect of a horizontal shift is quite small, but a vertical

shift produces a significant reduction in the flux at higher energies. This is not

surprising, since the off-axis displacements of ND280 and Super-K are mainly in

the vertical direction.

Beam angle on the target

Like the error on the beam position, the error in the beam angle at the target is

dominated by the error on the target and horn alignment. If we take a tolerance of

1 mm, independently, on the positions of the front and back of the primary horn,

the error in the transverse displacement of the horn front with respect to the back

will be given by the sum in quadrature, i.e.
√

2 mm. The primary horn length is

around 1.4 m, giving an error in the target angle of about 1 mrad.

We considered the effect of a rather larger angular shift of 5 mrad. Evaluat-

ing the effect of such a shift is useful, since maintaining the alignment of the target

station at Tokai is made non-trivial by the instability of the ground at the site. It

should be understood, however, that the shift considered represents a worst-case

scenario. The effect on the fluxes from such a shift is shown in Figure 5.11. The

effect on the on-axis flux is small, but the off-axis flux is reduced significantly at

higher energies, with a rather sharp change in the flux ratio as a function of energy.
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Figure 5.9: (a) Ratio of νµ flux at Super-K to nominal MC, for a horizontal shift
of +2 mm of the proton beam on the target. Extrapolation predictions are also
shown. All errors are statistical only. (b) As for (a), for an on-axis configuration.

162



Neutrino energy / GeV
0 0.2 0.4 0.6 0.8 1 1.2 1.4

S
u

p
er

-K
 f

lu
x 

ra
ti

o
 (

al
te

re
d

 / 
n

o
m

in
al

)

0.8

0.85

0.9

0.95

1

Ratio Extrapolation

Matrix Extrapolation

True ratio

(a)

Neutrino energy / GeV
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

S
u

p
er

-K
 f

lu
x 

ra
ti

o
 (

al
te

re
d

 / 
n

o
m

in
al

)

0.8

0.9

1

1.1

1.2

1.3

1.4 Ratio Extrapolation

Matrix Extrapolation

True ratio

(b)

Figure 5.10: (a) Ratio of νµ flux at Super-K to nominal MC, for a vertical shift
of +2 mm of the proton beam on the target. Extrapolation predictions are also
shown. All errors are statistical only. (b) As for (a), for an on-axis configuration.
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Figure 5.11: (a) Ratio of νµ flux at Super-K to nominal MC, for a proton beam
with an upward angle of 5 mrad at the target. Extrapolation predictions are also
shown. All errors are statistical only. (b) As for (a), for an on-axis configuration.
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Beam angle relative to detectors

The angle of the neutrino beam centre relative to the detectors is measured by the

INGRID on-axis near detector. The precision of this measurement is around 1 mrad

for a single day’s data at full beam intensity. We therefore consider a variation

of 2 mrad in the beam direction, in both the horizontal and vertical directions —

over a longer period of measurement INGRID will be able to constrain the direction

much better than this, but while the beam intensity is ramping up then an error

on this scale may be reasonable. This shift was accomplished in the simulation by

moving the whole beamline geometry with respect to the detectors.

The results of the horizontal and vertical shifts are shown in Figures 5.12

and 5.13. The effect of the shift on the beam flux for the on-axis configuration is

small, though it is non-zero at high energies. For the off-axis configuration, the

effect on the ratio is is very large, especially for a vertical shift. It also changes

rapidly with energy.

Displacement of secondary horns

The focusing of the pion beam by the secondary horns is important in determining

the shape of the final neutrino beam. The tolerance on the transverse position of

the second and third horns is 3 mm. We considered the case of both horns being

shifted upwards by 6 mm; other permutations of horn displacements could also be

considered, but a measure of the scale of errors due to the horn position tolerance

can be drawn from our data.

The results from the horn movement are shown in Figure 5.14. At higher
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Figure 5.12: (a) Ratio of νµ flux at Super-K to nominal MC, for a +2 mrad
horizontal shift in the neutrino beam direction. Extrapolation predictions are also
shown. All errors are statistical only. (b) As for (a), for an on-axis configuration.
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Figure 5.13: (a) Ratio of νµ flux at Super-K to nominal MC, for a +2 mrad vertical
shift in the neutrino beam direction. Extrapolation predictions are also shown. All
errors are statistical only. (b) As for (a), for an on-axis configuration.
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energies, the effect of a horn shift on the off-axis flux is large.

5.5.3 Performance evaluation and discussion

Before making a quantitative evaluation of the performance of the extrapolations,

a few general remarks can be made. The off-axis flux is seen to be much more

sensitive to changes in the beamline geometry than the on-axis flux. This increased

sensitivity is unsurprising, since the beam flux at all energies peaks on-axis, giving

a locally flat flux as a function of angle. In contrast, the off-axis configuration

sits at a point where the flux is changing rapidly as a function of angle, so small

changes in beam configuration can have a large effect. Though for the most part

the beam flux is well-corrected by both extrapolations, there are residual errors

of up to a few percent where the flux ratio is changing rapidly, and this region is

around 0.6–1.0 GeV for most of the systematics, in the part of the spectrum which

will be used for analysis.

Geometrical changes in the beamline have been seen to affect the high-

energy part of the neutrino flux more severely than the lower-energy part. This is

expected, since the decay probability and neutrino energy depend more strongly

on decay angle for more energetic neutrino parents. Small changes in angle can

thus have a large effect on the flux from these parents. Changes in this part of the

spectrum are also problematic for the T2K oscillation measurements — although

this part of the spectrum is above the oscillation analysis region, it is higher

energy neutrinos which are responsible for much of the non-CCQE background to

the Super-K measurements. It is therefore important to constrain this region of
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Figure 5.14: (a) Ratio of νµ flux at Super-K to nominal MC, for a +6 mm vertical
shift in the positions of horns 2 and 3. Extrapolation predictions are also shown.
All errors are statistical only. (b) As for (a), for an on-axis configuration.
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the spectrum.

The errors in the matrix extrapolation are rather smaller than for the ratio,

because the matrix method effectively has higher statistics as several near detector

bins are used to estimate the flux for each bin at the far detector. These extra

statistics are useful at high energies, where the MC is sparse. Because MC pro-

duction is computationally intensive, generating larger samples would be difficult.

Because the purpose of the extrapolations is to facilitate precise oscillation

measurements, the performances of the ratio and matrix have been evaluated using

a simplified oscillation analysis, to see how systematic errors affect the measured

oscillation parameters once they have been corrected for by the extrapolation.

We multiplied the true neutrino fluxes for each systematic by the muon neutrino

survival probability (1.25), using the parameters (sin2(2θ23) = 0.95, ∆M2 =

2.5×10−3 eV). We then divided this oscillated flux by the flux predictions given by

the matrix and ratio, in order to give the survival probabilities Pµ→µ which would

be predicted by these methods. These were then fitted using (1.25), to obtain the

oscillation parameters which would be obtained using the matrix and ratio. The fit

was performed over the range 0.35–0.85 GeV corresponding to the region around

the first oscillation peak.

The results of this analysis for all systematics are shown in Table 5.2. It can

be seen that the discrepancy between the fitted values and input parameters is less

than 0.25% in all cases, though from the fit errors we see that this discrepancy is

larger than expected from statistical fluctuations for many of the fits — this can

be seen in the contour plot for the vertical beam angle shift in Figure 5.15. The
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Figure 5.15: Contour plot for the matrix and ratio fit results, for changing the
vertical beam angle by 5 mrad. It can be seen that the differences between the
matrix, ratio and true parameters are statistically significant.

discrepancies are smaller than the statistical errors shown for the disappearance

measurement in Figure 2.24 (where we expect systematic errors to be dominant),

so given that the systematics considered represent 2σ or larger shifts, we conclude

that the error introduced by the extrapolation is small, and that the performances

of the ratio and matrix extrapolations are similar.

Although the results of this study indicate that the error introduced by the

flux extrapolation is small, it is still important to obtain a more robust result by

performing another study which includes an exhaustive and fully evaluated set of

systematic errors. This study should take place within the framework of a full

oscillation analysis, since the flux-level extrapolation cannot be cleanly separated

from the unfolding of observed ND280 events into a neutrino flux spectrum (and

171



δ(sin2(2θ23))Mat

(%)
δ(∆M2)Mat

(%)
δ(sin2(2θ23))Rat

(%)
δ(∆M2)Rat

(%)
FLUKA Model −0.05±0.01 +0.04±0.02 +0.02±0.02 +0.12±0.03
MICAP Model +0.02±0.01 −0.02±0.02 +0.03±0.02 +0.00±0.03
Beam position on
target (vertical)

−0.03±0.01 +0.00±0.02 +0.03±0.02 +0.10±0.03

Beam position on
target (horizontal)

+0.00±0.01 −0.02±0.02 −0.02±0.02 −0.06±0.03

Beam angle on tar-
get

−0.05±0.01 +0.04±0.02 +0.02±0.02 +0.12±0.03

Beam angle (verti-
cal)

+0.22±0.01 −0.08±0.02 +0.08±0.02 −0.12±0.03

Beam angle (hori-
zontal)

−0.06±0.01 +0.06±0.02 −0.01±0.02 +0.06±0.03

Horn offset +0.09±0.01 −0.10±0.02 +0.03±0.02 −0.10±0.03

Table 5.2: Discrepancies between the true parameters and values from the extrap-
olations, for our simplified oscillation analysis.

the reverse process at Super-K). In particular, we have not considered shower

scaling or momentum resolution errors, which lead to energy smearing or rescaling

in the unfolded neutrino flux, and therefore interact with the extrapolation non-

trivially. We have also not included the effect of backgrounds from the high-energy

tail of the flux. This further study will require a more complete understanding of

the experimental configuration than is currently available, and also development

of a full analysis framework. We conclude in the meantime that both the matrix

and ratio correct for systematic shifts sufficiently well to not introduce a significant

error in the oscillation analysis considered here.
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5.6 Conclusion

A package has been developed which calculates the neutrino flux at a given detector

location, from a set of neutrino parents generated by the T2K beamline MC. A

largely analytic method is used for the flux calculations, maximising computational

efficiency and producing an accurate measure of the statistical errors on the fluxes.

The package is able to use the parent sample to produce a beam matrix encoding

the correlations between the energy bins in the near and far detector fluxes, and

also, trivially, to produce a ratio of far/near neutrino fluxes as a function of energy.

This code has been used to test the performance of the matrix and ratio

extrapolation methods in correcting for systematic shifts in beam properties, by

using the matrix and ratio to predict far detector spectra for systematically altered

configurations. This study concluded that both the matrix and ratio correct well

enough for large geometrical shifts in the beamline configuration to not form

an important error in the νµ disappearance analysis, but this study should be

supplemented by a thorough evaluation including other effects, e.g. uncertainties

on interaction cross-sections, once a complete analysis framework is available.
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Chapter 6

Conclusion and outlook

6.1 Conclusion

We have seen that the physics of neutrino oscillation is now entering an exciting

new phase of high-precision measurement. We are now at the point where neutrino

measurements can begin to put constraints on new physics, and perhaps even shed

light on the origins of the Universe as we know it. The T2K experiment is at the

forefront of the effort to advance our understanding of the neutrino.

We have discussed the configuration of the T2K experiment, which uses

the Super-K water Čerenkov detector to measure neutrino oscillations. Two of

the novel features of the project are the use of MPPC photosensors, and the off-

axis positioning of the detectors to reduce high-energy beam contamination. This

thesis has focused on these topics — we have shown that MPPCs are capable

of comparable performance to PMTs, while being compact and insensitive to

magnetic fields. We have also shown that the T2K collaboration has had sufficient
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success in understanding these devices that it has been possible to develop a MC

simulation of them which accurately models data. The QA effort made to test

MPPCs bound for the ECal has also shown that the properties of the MPPCs are

stable over large numbers of devices.

We have covered in some detail the important physics governing the pro-

duction of neutrinos in the T2K beam, and how an accurate beamline MC can

allow the flux of neutrinos at the near detector to be used to predict the flux at the

far detector, using either a ratio or a more sophisticated method. T2K is the first

long-baseline experiment to use an off-axis beam configuration, and we have found

that the flux is rather more sensitive to systematic errors in this configuration than

on axis. However, we have shown that to first order, the matrix and ratio methods

of extrapolation can correct for these systematics, and that the residual errors will

not limit the measurement potential of the experiment.

6.2 Beyond T2K

The future direction of the international neutrino program will depend on the

results of the current generation of experiments, including T2K. If a positive mea-

surement of θ13 is made, the next task will be to measure δ. If θ13 is reasonably

close to the current limit, such a measurement could likely be made by an ex-

tended T2K experiment, either by building a detector at the second oscillation

maximum [73] [74], or by building a larger detector at the first maximum and

running with antineutrinos.

If θ13 cannot be measured by T2K or its contemporaries, it may be pos-
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sible to make a measurement by extending T2K, with a more powerful beam, to

collect more statistics. In order to reduce systematic errors associated with flux

extrapolation, a second near detector would need to be built further away from

the beam source than ND280, which would sample essentially the same solid angle

as Super-K. Ultimately, however, the measurement which T2K can make will be

limited by the errors associated with the far detector measurements, and residual

uncertainties in the beam flux.

The errors associated with the far detector stem from the fairly crude re-

construction which is possible at Super-K. Water Čerenkov detectors are highly

scalable and able to provide large fiducial masses at a manageable cost; how-

ever tracking, energy measurement and particle identification are limited. A next-

generation neutrino detector, whether built as an extension to T2K or as part of

a new project, is likely to be based on a different technology. The leading idea for

such a detector is a Liquid Argon TPC [75] [76], which would use a combination

of scintillation light and ionisation charge readout to reconstruct particle interac-

tions. There are many technical challenges in developing economical and effective

readout systems for LAr-TPCs, and in scaling them up to the required masses, but

they would allow much more detailed reconstruction than water Čerekovs.

The systematics associated with flux uncertainties can be reduced by using

a near detector; however another option is to produce a beam which is better

understood to begin with. The next long-baseline project is likely to use a different

kind of beamline, based on the decay of particles in a storage ring to produce

neutrinos. The leading proposals for such a beam are a Neutrino Factory [77],
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which would use the decays of muons, and a Beta Beam [78], using beta decays

of radioactive ions.

These accelerator and detector R&D projects are currently very active, and,

along with the results from the current set of neutrino projects, will determine

where the field of experimental neutrino physics will go in the future.
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